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S U M M A R Y
We estimate the SH-wave velocity and attenuation structures of the western US upper mantle
using the dense network of the USArray and new techniques: we observe a multiple-frequency
data set of both traveltime and amplitude anomalies, and interpret these with full 3-D finite-
frequency sensitivity kernels. Amplitudes show stronger frequency dependence than travel-
times. We perform a joint inversion on the measured traveltime and amplitude anomalies,
interpreting them in terms of velocity and attenuation heterogeneities.

Aside from the expected clear division between the slow, tectonically active region in the
west and the fast craton in the east, several interesting smaller velocity anomalies are observed.
The subduction along the Cascades at 100–300 km depths shows lateral discontinuity, with a
‘slab hole’ (absence of fast anomalies) observed around 45◦N. The delaminated Sierra Nevada
Mountains root is observed to have sunk to 200 km depth. The Yellowstone plume seems to
have an origin (weak slow velocity anomalies) near 1000 km depth, but the plume conduit
seems to be interrupted by a fast anomaly, which is identified as a fragment of the Farallon slab.
The S-velocity model shows a trench-perpendicular ‘slab gap’ (absence of fast anomalies) at
almost the same location as in the P model recently published by Sigloch et al. (2008).

The methodological improvements described in the first paragraph have several benefits.
Amplitude data help to sharpen the edges of narrow velocity heterogeneities in the shallow
upper mantle. The focusing effect from velocity heterogeneity dominates over that of attenua-
tion and must be considered when interpreting amplitude anomalies. In general, velocity and
attenuation heterogeneities correlate positively, suggesting that temperature plays a major role
in forming the anomalies.

Key words: Body waves; Seismic attenuation; Seismic tomography.

1 I N T RO D U C T I O N

A single large oceanic plate, the Farallon plate, has been subduct-
ing beneath the west coast of North America for over 150 Myr.
Recent tectonic activity in the western US has been largely gov-
erned by this subduction history (e.g. Humphreys et al. 2003). The
dip angle of the subducting plate decreased dramatically in the late
Cretaceous, cooling the lithosphere above it. Volcanism in the Sier-
ras halted and migrated eastward, followed about 80 Myr ago by
the Laramide orogeny. At the end of this orogeny, about 50 Myr
ago, volcanism flared up and started to migrate back towards the
west. This is generally thought to reflect some form of detachment
of the quasi-horizontal Farallon slab but details remain obscure.
The geographical location of the magmatism shows two fronts that
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converged from north and south onto an axis reaching from south-
ern Nevada to northern Arizona. On the basis of this observation,
Humphreys (1995) proposed a buckling scenario in which slab seg-
ments north and south of this axis started to sink. van der Lee
& Nolet (1997) failed to observe the expected east–west trend in
tomographic images of S velocity and favoured a more conven-
tional roll-back towards the west, with the slab breaking up into
fragments, allowing the asthenosphere to flow around the edges re-
sulting in magmatism that converged with the observed east–west
oriented symmetry. Resolution in that tomographic experiment was
not sufficient to settle the issue, however.

More recently, with the advent of USArray and the use of new
techniques (multiple-frequency inversion of both P delays and am-
plitudes), Sigloch et al. (2008) confirmed that the slab was heavily
fragmented and brought unprecedented precision to the images,
allowing the unambiguous identification of several tears in slab
fragments that remain visible in the upper mantle. The use of mul-
tiple frequencies exploits the frequency-dependent sensitivity of
traveltime and amplitude data. If a delay is identical for high and
low frequencies, the anomaly must have a size at least as large
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Multiple-frequency SH-wave tomography 1385

as the widest Fresnel zone. If the anomaly is visible at high fre-
quencies but disappears for low frequencies, it is only as large as
the widest Fresnel zone for which the delay remains unaffected.
Finite-frequency analysis also allows for the inversion of ampli-
tude anomalies, which are not correctly modelled with ray theory
even for higher frequencies because of the strong non-linearities
introduced by the high-frequency approximation.

In this paper, we also use finite-frequency theory for delay times
and for the effects of focusing on amplitudes of SH waves. For
the effects of attenuation, a finite-frequency theory was derived by
Nolet (2008, chapter 8), and a numerical implementation was given
by Tian et al. (2007b). The effect of attenuation can be modelled by
a small imaginary component to the seismic velocity, which gives
sensitivity kernels that are similar in shape to those for traveltimes—
including a zero sensitivity on the geometrical ray path. A first
joint inversion of focusing and attenuation using finite-frequency
theory was given by Sigloch et al. (2008) for P waves beneath
North America. We extend the inversion formalism of Sigloch, and
also allow for changes in attenuation to influence the body wave
traveltime dispersion, although we found that attenuation has little
effect on traveltimes, even for S waves.

We extract frequency-dependent delays and amplitudes from
SH waveforms with high signal-to-noise ratio, using overlapping
frequency bands and the matched filtering method developed by
Sigloch & Nolet (2006). The dense coverage of the USArray,
together with the multiple-frequency data, provides unprecedent-
edly high resolution beneath the western US. A similar multiple-
frequency strategy for delay times was used by Hung et al. (2004)
for imaging the Iceland plume, and by Yang et al. (2006) beneath
Azores, though with much smaller data sets and fewer frequency
bands than used in this study.

Models of intrinsic attenuation provide an important tool for
studying the physical state of the Earth’s interior, in particu-
lar because attenuation is a strong function of thermal structure
(e.g. Artemieva et al. 2004; Yang & Forsyth 2008). Since varia-
tions in velocity and attenuation both affect wave amplitudes, a
joint inversion for velocity and attenuation is called for. So far, few
attenuation tomography studies are based on such a joint inversion.
Attempts to eliminate the effects of focusing in surface waves were
first made by Romanowicz (1990) and Durek et al. (1993), and
were recently followed by successful attempts to invert for veloc-
ity and attenuation jointly (Billien et al. 2000; Dalton & Ekström

2006). However, previous attenuation tomography studies all used
ray theory to model the effects of focusing and were almost fully
confined to surface waves, for which the effects of focusing are
not dominant for large-scale heterogeneities (Selby & Woodhouse
2002; Gung & Romanowicz 2004). For body waves, the effects of
focusing are very non-linear when treated with ray theory, which
gives singularities as amplitudes go to infinity over very small areas
near focal lines or points. In addition, ray theory does not model the
frequency dependence of the effects of focusing, which is observed
in practice (Allen et al. 1999; Tibuleac et al. 2003; Sigloch & No-
let 2006). To first order, finite-frequency theory handles healing of
amplitudes and therefore allows for a more stable modelling of fo-
cusing with frequency dependence and without excessive effects of
non-linearity (Nolet 2008, chapter 8; Tian et al. 2007b). For body
waves, Sigloch (2008) was the first to jointly invert for velocity
and attenuation. She used finite-frequency theory and showed that
the effects of focusing strongly dominate over intrinsic attenuation
when inverting P-wave amplitudes. Due to the stronger attenuation
of S waves, this conclusion need not necessarily be valid for the
present study and we shall present an independent analysis of the
issue for S waves.

2 T H E DATA S E T :
M U LT I P L E - F R E Q U E N C Y S H - WAV E
T R AV E LT I M E S A N D A M P L I T U D E S

2.1 Data set overview

We construct a new global data set of SH-wave traveltime and am-
plitude anomalies in multiple frequency bands by cross-correlating
observed waveforms with synthetic waveforms. The synthetic wave-
forms are computed with the WKBJ method (Chapman 1978) for
the IASP91 velocity model (Kennett & Engdahl 1991) extended
with the Q model from PREM (Dziewonski & Anderson 1981),
with attenuation and Q-related dispersion taken into account. In
this study, we select from the global data set 177 events from 1995
to 2007 September (Fig. 1a) recorded by 968 stations in North
America (Fig. 1b), most of which are USArray stations, within
epicentral distances from 30◦ to 90◦. Measurements were deemed
acceptable by visual inspection of the source time function and the
waveform fits after cross-correlation. We imposed a lower limit of
0.9 on the cross-correlation coefficient. Events with fewer than 10

Figure 1. (a) Azimuthal map of the 177 events used in this study. The centre is at (36◦N, 115◦W). The three circles denote distances of 30◦, 60◦ and 90◦,
respectively. Earthquake depths range from 2 to 678 km, with 134 events above 60 km and 43 events below 60 km. (b) Distribution of the 968 stations in North
America used in this study.
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1386 Y. Tian, K. Sigloch and G. Nolet

acceptable traveltime measurements over a bandwidth spanning the
full frequency range of the observed seismograms were rejected.
The accepted events have moment magnitudes from 5.8 to 7.4. The
preferred magnitude is in the range 6.2–6.5, small enough to keep
the source time function simple while the signal-to-noise ratio is al-
ready high. The event depths range from 2 to 678 km. Counting all
frequency bands, the data set contains 61 972 traveltime anomalies
and 45 914 amplitude anomalies.

2.2 Frequency dependence of the data

Traveltimes and amplitudes are measured both for broad-band sig-
nals and in five passbands with centre periods ranging from 2.5
to 40 s. We choose Gabor filters (Fig. 2), which are Gaussian in
the log-frequency domain and have constant fractional bandwidth.
The Gabor filters are preferred because they are good at separating
the low-frequency bands which are very narrow and close to each
other in the linear-frequency domain, and the finite-frequency ef-
fect is strongest for low-frequency data (Hung et al. 2000). Figs 3–4

show the histograms of traveltime and amplitude anomalies in each
band. The largest fraction of acceptable measurements is found for
dominant periods between 10 and 20 s.

For each event, we obtain an initial estimate of the origin-time
error by calculating the weighted average of broad-band traveltime
anomalies from the event’s global recordings. The weight for station
i is inversely proportional to the number of acceptable broad-band
traveltime measurements in the unit area around station i. This
weighted average intends to remove the effect of the uneven spatial
distribution of stations, and is more likely to reflect the origin-
time error. In Fig. 3, this weighted average is removed for each
event. Therefore, the overall trend of late arrivals (positive traveltime
anomalies) cannot be completely explained by origin-time errors,
and the delay is tentatively attributed to the slow mantle beneath
the western US, where most stations are located. The median delay
ranges from 1.4 s at long periods to 1.9 s at short periods (Fig. 3).
Since the dispersion caused by attenuation is already taken into
account in the synthetic waveform used for cross-correlation, such
dispersion may be caused by residual attenuation not present in the
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Figure 2. Frequency response of the Gabor filters used to filter SH waves. The centre periods of the five bands are 40, 20, 10, 5 and 2.5 s.
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Figure 3. Histograms of traveltime anomalies in broadband and the five passbands. The title indicates the centre period of the band and the median of the
data in that band. The median value is also shown by the dotted line. For each event, we remove the estimated origin-time error, which is the weighted average
of broad-band traveltime anomalies from the global recordings. The weight for station i is inversely proportional to the number of acceptable broad-band
traveltime measurements in the unit area around station i.
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Figure 4. Histograms of amplitude anomalies (ratio between observed and predicted amplitudes in dB) in broadband and the five passbands. Titles indicate
the centre period and the median of the data in that band. The median value is also shown by the dotted line. No ‘de-mean’ operation is done on amplitudes.

PREM Q-model, by wave front healing effects being dominated by
small slow anomalies, or a combination of both.

Amplitudes show stronger frequency dependence than travel-
times, especially in the two bands of shortest period (Fig. 4). The
Fréchet kernels for amplitudes do not show the zero sensitivity hole
on the ray (Dahlen & Baig 2002) that characterizes the sensitivity
of body wave delay times, so we would expect a somewhat reduced
‘finite-frequency’ effect in case an anomaly is smaller than the Fres-
nel zone. We suspect therefore that this dispersion is at least partially
due to surface sediment effects. Zhou et al. (2003) observed that
amplification effects due to thick sediment are frequency-dependent
for periods less than about 8 s, and that these cannot be modelled by
a frequency-independent station amplitude correction term. With
increasing frequency, amplitude anomalies increase in magnitude
and become more scattered. We decide therefore not to use ampli-
tude measurements in the bands with centre periods of 2.5 and 5 s.
We do not ‘de-mean’ amplitudes, since we are not certain our global
data set should have zero mean. However, as explained in Section 3
we use amplitude correction terms in the tomographic inversion to
compensate for possible station amplitude bias.

2.3 Spatial distribution of the data

Since the Fréchet kernels narrow down near source and receiver,
sensitivity is strongly enhanced for small anomalies near the sur-
face, and measured anomalies often reflect shallow structures. We
plot the average traveltime and amplitude anomalies at each station
(in broadband), which reflect anomalies in the shallow subsurface
beneath the stations. The traveltime anomalies (Fig. 5) show a clear
division between early arrivals (fast velocity) in the eastern Craton
region and late arrivals (slow velocity) in the western US. Smaller-
scale structures are also expressed by these delay-time averages:
for example, early arrivals for the northern Cascade Mountains and
northern Rocky Mountains, late arrivals in the Rio Grande Rift
along the La Ristra Array, and early arrivals in the southern Sierra
Nevada.

However, the amplitudes show a more complex pattern (Fig. 6),
less correlated with tectonic structures. This lack of correlation re-
flects a more complicated relationship between the Earth and the ob-
served amplitudes, which are simultaneously affected by changes in
velocity gradients, by attenuation, and by surface sediment effects.
For example, if amplitude anomalies are attributed to attenuation
only, late arrivals (red in Fig. 5) should correspond to small ampli-
tudes (red in Fig. 6). Instead, we observe co-existence of late arrivals
and large amplitudes for many stations, for example, along the west
coast (especially in the northern tip and southern California), in the
Snake River Plain, along the Montana BB Array and the Laramie
Telemetered Array in Wyoming. Similar patterns were observed for
P waves by Butler (1983). This shows that attenuation cannot always
be the dominant effect on amplitudes, and that other factors such
as focusing/defocusing and surface sediment amplifications have to
be considered.

3 T H E J O I N T L I N E A R S Y S T E M
U N D E R F I N I T E - F R E Q U E N C Y
S E N S I T I V I T Y T H E O RY

In finite-frequency tomography, the general form of the linear in-
verse problem is

di =
∫

V
Ki (r)m(r)d3r. (1)

The ith datum di is the deviation of an observed quantity from its
prediction for the background model—either a delay time δT i =
T obs

i − T pred
i or an amplitude anomaly δlnAi = (Aobs

i − Apred
i )/Apred

i ,
both in a particular frequency band. The model parameter m repre-
sents velocity heterogeneities δlnVS or attenuation heterogeneities
δlnQ−1

S . The finite-frequency sensitivity kernel for traveltimes is
given by Dahlen et al. (2000), for focusing by Dahlen & Baig
(2002), and for attenuation by Tian et al. (2007b). See also Nolet
(2008), chapters 7–8.
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1388 Y. Tian, K. Sigloch and G. Nolet

Figure 5. Broad-band traveltime anomalies averaged at each station. Positive values reflect slow velocity anomalies in the vicinity of the station, and negative
values indicate fast velocity anomalies. Examples of local structures expressed by traveltimes anomalies are labelled. Green lines delineate the geological
boundaries in the US.

Figure 6. Broad-band average amplitude anomalies (ratio between observed and predicted amplitudes in dB) at each station. Green lines delineate the
geological boundaries in the US. Notice that blue represents large amplitudes and red represents small amplitudes. Labeled are examples of regions with
co-existence of late arrivals and large amplitudes.

We use the same local model parametrization in the form of a
tetrahedral mesh with linear interpolation in between grid nodes
as Sigloch et al. (2008). The grid spacing of the mesh is about
66 km beneath the United States, and increases to roughly 200 km
at 660 km depth. The mesh is produced with the Matlab software
developed by Persson & Strang (2004). With source and receiver
correction terms and regularization, the complete discrete linear
system of the tomographic problem can be written as

⎛
⎜⎜⎜⎝

K T
V K T

Q K T
C 0

K A
V K A

Q 0 K A
C

ε1 I ε1 I ε1 I ε1 I

ε2 R ε2 R 0 0

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

δlnVS

δln Q−1
S

CT

C A

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

δT

δlnA

0

0

⎞
⎟⎟⎟⎠ . (2)

The vector on the right-hand side contains data, with traveltime
anomaly δT already corrected for ellipticity, topography, and crustal

structure using model CRUST2.0 (Bassin et al. 2000). On the left-
hand side the model vector includes CT with hypocentre and origin-
time corrections, and CA which represents receiver amplitude cor-
rections accounting for sediment effects and problems with the in-
strument response, source amplitude corrections accounting for the
scalar moment errors and the uncertainty of source time function
scaling in the measurement process (Sigloch & Nolet 2006). A sim-
ilar approach of corrections for surface wave studies was pioneered
by Dalton & Ekström (2006).

The submatrices K T
V , K T

Q, K A
V , K A

Q contain finite-frequency sensi-
tivity kernels, computed using the software by Tian et al. (2007a,b).
K T

Q is proportional to K T
V through the dispersion relation

K T
Q(r) = ln ω̄ − ln ω0

π QS
K T

V (r),
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where QS is for the background model, the reference frequency ω0

is taken as 2π rad s−1, and ω̄ is the average frequency of the band
with frequency response ṁ(ω)

ω̄ =
∫ ∞

0 ω|ṁ(ω)|2dω∫ ∞
0 |ṁ(ω)|2dω

.

K T
C , K A

C are ad hoc matrices for corrections CT , CA. I is the identity
matrix and ε1 is the norm damping parameter. R is the Laplacian
roughening operator (see Nolet 2008, section 14.5) and ε2 is the
smoothing parameter.

We expect a high resolution beneath the dense USArray, however
have meshed the entire globe in order to absorb delays or focus-
ing effects acquired along wave paths outside of North America.
No unique solution exists and the linear system (2) is necessarily
regularized. We aim for a model, which interprets the data within
their margin of uncertainties (satisfying the first two rows of eq. 2),
while staying close to the reference model (the third row of eq. 2),
and remaining as smooth as possible (the fourth row of eq. 2). This
trade-off between fitting the data and regularizing the model is con-
trolled by ε1 and ε2. Eq. (2) shows that velocity and attenuation
have coupled effects on both traveltimes and amplitudes, and our
inversion interprets these data simultaneously.

We scale the data with their standard deviation and the model
parameters with their ‘prior uncertainties’. The estimated data un-
certainties are 0.6–1.0 s for δT and 0.1–0.25 for δlnA. The prior
parameter ‘uncertainty’ in the model is 0.02 for δlnVS and 0.4
for δln Q−1

S . The data uncertainty is estimated by comparing data
from close earthquake pairs and varying cross-correlation window
lengths. Model parameter uncertainties are first estimated from the
prior knowledge of the magnitude of Vs and Qs heterogeneities,
origin–time error, etc. Both estimates carry a subjective uncertainty
and have in effect been slightly adjusted within their margin of er-
ror as we gained experience about data compatibilities during early
inversion runs. Changes in these uncertainties would force us to
change the damping to keep χ 2/N fixed near a value of 1. Fig. 8
shows this dependence on the damping. The scaled linear system is
solved by LSQR (Paige & Saunders 1982; Nolet 1987).

As a measure of how strongly a particular tetrahedral volume in
the Earth is sensed by the combined set of kernels, we compute
kernel ‘column densities’, defined as

D j =
∑

i Ki j

max j
∑

i Ki j
, (3)

where K stands for the tomographic matrices (K T
V , K T

Q, K A
V , K A

Q

in eq. 2). Fig. 7 shows log(Dj) for velocity VS and attenuation QS ,
respectively. The colour scaling for the two kernels differs, and is
adapted to max j

∑
i Ki j of 4381 s for the VS kernel and 552 for

the QS kernel. Thus, the sensitivity to attenuation is an order of
magnitude weaker than that to velocity. The dense coverage of the
USArray is reflected in the large values of Dj in the western US
Dj increases with depth because of the larger size of tetrahedra at
depth. At depth, the wide kernels from different wave paths overlap
and sum to a large density, even though the magnitude of individual
kernels decreases.

4 I N V E R S I O N R E S U LT S

The models of velocity and attenuation perturbations presented
in this paper are with respect to the starting 1-D model, that is,
the IASP91 velocity model (Kennett & Engdahl 1991) extended
with CRUST2.0 (Bassin et al. 2000) and the PREM Q model

(Dziewonski & Anderson 1981). Resolution tests (Appendix B1)
show that velocity is significantly better resolved than attenua-
tion, so we rely initially on the velocity structure to analyse the
results and study the western US upper mantle. We also investigate
quantitatively the relative importance of velocity and attenuation in
interpreting the amplitude data.

4.1 Trade-off curves

As described in Section 3, there is trade-off between fitting the data
and the degree of regularization of the model. We use χ 2/N as a
measure for the misfit of the observed data to the values predicted
by finite-frequency theory

χ 2

N
= 1

N

N∑
i=1

(
di − ∑

j K ′
i j m j

σi

)2

, (4)

where the sum over i is over the first two matrix rows in (2), K ′
ij is

the submatrix formed by those rows, σ i is the estimated uncertainty
of datum di, and N is the total number of data. If σ i is correctly
estimated, χ 2/N should be close to 1 for a model that fits the data
however which is not forced to fit the data closer than the (1σ )
uncertainty bars on average.

Fig. 8 shows the trade-off curves for δlnVS and δlnQ−1
S , with a

fixed ratio ε1/ε2 = 1. The preferred model has χ 2/N = 0.966. After
the scaling as described in Section 3, the norms (roughness) of δlnVS

and δlnQ−1
S are of the same order, suggesting that the estimates

for prior uncertainties in velocity and attenuation are reasonable.
Fig. 8(b) shows that in the mantle the variation of QS is smoother
than that of VS , which may reflect a lack of resolution rather than a
physical cause (see Appendix B1).

4.2 S velocity structure of the western US upper mantle

A catalog of the western US δlnVS structure from 100 to 800 km
depth can be found in Figs A1–A2 (centre panels). In this section,
we focus on some identified features of the velocity model.

Fig. 9 shows δlnVS at 100, 200 and 300 km depths, and Fig. 10
displays 6 cross-sections with depth. The divide between slow man-
tle in the western part and deep fast cratonic lithosphere in the east is
apparent along the Rocky Mountains. The craton root extends below
200 km. It is most pronounced beneath the Wyoming Basin, with a
strong fast anomaly reaching deeper than anywhere else beneath the
Rocky Mountains, as imaged by Sigloch et al. (2008). The deep-
est part is near the northern tip of the Wyoming Basin, apparently
deeper than 300 km (sections BB’, FF’). The large heterogeneity
revealed by the high-resolution models seems to complicate the
otherwise attractive explanation of the apparent large craton depth
through radial anisotropy (Gung et al. 2003; Marone & Romanowicz
2007). The western limit of the cratonic root is visible beneath the
Wyoming Basin, and there is a sharp boundary between the craton
and the mantle west of it (section BB’).

In Fig. 9, the subduction of the Juan de Fuca Plate along the
Cascades is expressed by a fast velocity anomaly in the shallow
mantle. The subduction extends as far south as the latitude of the
Mendocino Triple Junction (40◦N), where the transform boundary
(south of 40◦N) between the Pacific Plate and the North American
Plate switches to convergent boundary (north of 40◦N) between the
Juan de Fuca Plate and the North American Plate. At 200–300 km
depth a discontinuity in subduction is visible as an absence of fast
velocity anomalies around 45◦N. Section CC’ shows that this ‘slab
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1390 Y. Tian, K. Sigloch and G. Nolet

Figure 7. Sensitivity of the model parameters VS and QS to the data. The maps show the logarithm (base 10) of the kernel column density (eq. 3) for VS and
QS at 300 km and 600 km depths, with the absolute level of max j

∑
i Ki j = 4381 s for the VS kernel and max j

∑
i Ki j = 552 for the QS kernel. Zero means

maximum density.
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Figure 8. Trade-off curves for the model m(δlnVS or δlnQ−1
S ) with fixed ratio ε1/ε2 = 1 (see eq. 2). Different points on the same curve correspond to different

absolute values of ε1 (or ε2). χ2/N is defined by eq. (4). (a) Trade-off between fitting the data and norm damping. (b) Trade-off between fitting the data and
smoothing the model. R is the Laplacian roughening operator. The dotted line indicates the preferred model with χ2/N = 0.966.

hole’ extends from 10 to 300 km depth, and indicates a recent break
of the slab beneath the Cascades.

A back-of-the envelope calculation allows us to assign an approx-
imate time at which this hole was formed. If the current subduction
rate is 40 mm yr−1 (Gripp & Gordon 2002), the 100 km length of
the slab measured from the surface suggests that the slab break
occurred within the last 2.5 Myr. Meanwhile, the slab break should
occur early enough to allow the 200-km-high ‘slab hole’ to develop.
A ‘slab hole’ around 45◦N is also observed by Burdick et al. (2008),
but at 400–600 km, and by Roth et al. (2008) at 200–400 km. Roth
et al. (2008) suggested that this ‘hole’ is an inversion artefact as
a consequence of limited ray path coverage. However, our resolu-
tion test suggests that the ‘slab hole’ is real (see Appendix B2 and
Fig. B4), at least as far as our data set is concerned.

We find two strong fast anomalies at 100 km depth in southern
California (Fig. 9). The northern one has been observed in other
tomographic studies and was explained by Zandt et al. (2004) as
the dense, ultramafic root of the southern Sierra Nevada Moun-
tains, which was destabilized and removed 3–10 Myr ago, and
sank to the west of the southern Sierras. The location of the fast
anomaly observed in our model is consistent with their study, and
our model suggests that the mountain root has sunk to 200 km
depth (Fig. 9b). The southern fast anomaly is beneath the Trans-
verse Range and extends to ∼150 km depth. Humphreys & Hager
(1990) explained it as the convergence and sinking of the sub-
crustal lithosphere; Prindle & Tanimoto (2006) explained its west-
ern part as a remnant of old oceanic plate which rotated to its current
place.
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Multiple-frequency SH-wave tomography 1391

Figure 9. (a) Map view of δlnVS at 100 km depth. Yellow lines delineate the plate boundaries. PA: Pacific Plate, NA: North American Plate, JF: Juan de
Fuca Plate. The intersection of the three plates is the Mendocino Triple Junction (MTJ). Green lines delineate geological features and dotted lines are state
boundaries. Cascades: Cascade Mountains, SRP: Snake River Plain, WB: Wyoming Basin, CP: Colorado Plateau. Green triangles represent the Newberry
Caldera (NC) and the Yellowstone Caldera (YC). The two fast anomalies in southern California are the southern Sierra Nevada Mountains root (SNMR) and
the Transverse Range Anomaly (TRA). Solid black lines are great circle arcs corresponding to the cross-sections in Fig. 10, and the black dot represents the
centre of the line. (b) and (c) Map views of δlnVS at 200 and 300 km depths. JFS: Juan de Fuca slab, SH: slab hole, SNMR: southern Sierra Nevada Mountains
root.

Several smaller details of interest can be observed. Various deep
sources of volcanism can be recognized in the tomographic model.
In section BB’, a very slow anomaly as large as −5.5 per cent is
observed beneath the Newberry Caldera (NC) and right above the
subducting Juan de Fuca slab. The lack of deeper origin of this slow
anomaly suggests that it could be caused by volatile release from
the subducting slab. A more detailed study of the Newberry Hotspot
Track by Xue & Allen (2006) suggests that the migration pattern of
hot material to the surface is caused by lithosphere-controlled pro-
cesses. Strong slow anomalies are also observed along the Snake
River Plain (Fig. 9a and section EE’), which are probably reflecting
the plate motion over the Yellowstone hotspot. A shallow thermal
anomaly is currently located beneath the Yellowstone Caldera, vis-
ible as a very slow anomaly of as much as −8.0 per cent (sections
EE’ and FF’).

We observe a possible deep trace of a Yellowstone plume as a
vertically oriented, weak slow anomaly down to 1000 km depth,
different from the images of plumes dipping northwest obtained by
local tomographic studies (Yuan & Dueker 2005; Waite et al. 2006).
Though section EE’ shows no clear connection between the slow
anomalies beneath the surface and below the 410-km discontinuity,
a shallow low velocity anomaly north of the current caldera is
connected to a continuous conduit visible down to 1000 km depth
in section FF’. Is a second (older) conduit extending southward
to 500 km depth? The situation is extremely complicated, with a

fast anomaly between the plume head and the deeper origin that is
identified as a fragment of the Farallon slab in both our model and
the P model by Sigloch et al. (2008). Lack of agreement between
various studies argues for caution in interpretation. More definite
images may become available when USArray has moved further
east.

4.3 Comparison of S- and P-velocity models

In their high-resolution P-velocity model, Sigloch et al. (2008)
observe heavy fragmentations of the younger part of the subducted
Farallon slab. We focus the comparison of S- and P-velocity models
on the subduction history of the Farallon Plate.

Sigloch et al. (2008) observe a ‘slab gap’ parallel to the direction
of plate subduction, expressed as the absence of fast P-velocity
anomalies from near the trench in Oregon to southern Saskatchewan
in Canada, shown as the black line in Fig. 11(a). It divides the
Farallon slab into northern parts (N1 and N2) and southern parts
(S1 and S2). In Fig. 11(b), the ‘slab gap’ at almost the same location
is plotted on top of the S velocity model. It is clear that the S model
has the ‘slab gap’ and Farallon slab segments (S1, N1, S2, and N2)
coinciding well with similar features in the P model. Limited by the
data coverage, the S model only reveals the top parts of S2 and N2,
compared with the P model by Sigloch et al. (2008). Note that in
Fig. 11(b), the fast anomaly beneath the eastern tip of the ‘slab gap’
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1392 Y. Tian, K. Sigloch and G. Nolet

Figure 10. Great-circle cross-sections of δlnVS till 1000 km depth, corresponding to the arcs (black solid lines) in Fig. 9. The black dot and 0◦ represent
the midpoint of the great circle arc, corresponding to the black dot in Fig. 9. The 410- and 660-km discontinuities are indicated. JFS: Juan de Fuca slab, FS:
Farallon slab, SH: slab hole, NC: Newberry Caldera, SRP: Snake River Plain, YC: Yellowstone Caldera, YP: Yellowstone plume.

Figure 11. Three-dimensional subduction systems of the western US down to 1000 km depth from (a) P velocity model (Sigloch et al. 2008) and (b) S velocity
model. The +0.4 per cent isosurface of velocity perturbation is plotted, with shallow, fast structures not related to subduction (e.g. craton, Colorado Plateau
root) removed. The depth is coloured. The bird’s eye view is from northeast. The view and the not displayed parts of shallow fast anomalies are the same for P
and S models. The pink line represents plate boundaries. The two red triangles represent the Newberry Caldera (west) and the Yellowstone Caldera (east). The
black line indicates the ‘slab gap’, a long continuous path in absence of fast velocity anomalies. It is the same in (a) and (b), except that at 100-300 km depths,
the ‘slab gap’ in (b) is about 1◦ south to that in (a). S1, N1, S2 and N2 represent the segments of the Farallon slab identified by Sigloch et al. (2008).

more likely belongs to the Juan de Fuca slab. The ‘slab gap’ can also
be seen in Fig. A2 (centre and right-hand panels), as the division
between two major fast velocity fragments on the north and south.
In addition, the ‘slab gap’ shows in the lateral cross sections AA’ to

DD’. At the southernmost section AA’ as well as section DD’ in the
north, there are large volumes of fast anomalies in and below the
transition zone in the central and eastern parts (i.e. far away from
the trench). On the other hand, such fast anomalies are not observed
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Multiple-frequency SH-wave tomography 1393

in sections BB’ and CC’, because they cut through the ‘slab gap’.
The ‘slab gap’ is the longest break of the Farallon slab beneath
the western US observed by Sigloch et al. (2008). They indicated
that the trench-perpendicular break of the Farallon slab may have
modified subduction dynamics by changing a slab’s aspect ratio. It
could be responsible for the complex space-time evolution of the
post-Laramide magmatic events, and for the breakup of the Juan
de Fuca Plate in the last 10 Myr. The observation of similar slab
break from independent S velocity models further supports their
argument.

The biggest differences between P and S models, as far as sub-
duction is concerned, are in the images of the Juan de Fuca slab.
In the P model, the most recently subducted plate material beneath
the Cascades seems to break up at around 200 km depth, whereas
in the S model it seems to remain intact down to 400 km.

A complete comparison of P and S velocity models is shown in
Figs A1–A2 (centre and right-hand panels). Similar structures can
be identified in the two models. For example, above 300 km depth,
the Juan de Fuca slab, the craton root beneath the Wyoming Basin,
the southern Sierra Nevada Mountains root, and the Transverse
Range Anomaly; beneath 400 km depth, the ‘slab gap’ and the two
fast velocity fragments divided by it, as discussed above. The 3-D
correlation coefficient between these two models in the region of
30◦–50◦N, 230◦–260◦E and 0–1000 km depth is 0.673, which we
consider high. The correlation coefficient is influenced by many
factors and may be low even when the human eye can pick out
‘structures’ that correlate very well. Many tomographers, including
us, therefore prefer figures over numbers to study the correlation
between VP and VS models. The positive correlation coefficient is
visually confirmed in Figs A1–A2.

Meanwhile it is worthy noticing that compared with the S-wave
data set, the P-wave data set contains more high-frequency (around
2.5 s) information, and provides much better coverage in the eastern
US (59 801 source–receiver pairs for P waves versus 22043 for S
waves). As a result, the P velocity model has a vertical resolving
length of ∼230 km in the upper mantle, and resolves the eastern US
upper mantle fairly well (Sigloch 2008), while the S velocity model
has a vertical resolving length of ∼350 km in the western US. and
can poorly resolve the eastern US upper mantle.

4.4 Relationship between velocity and attenuation
heterogeneities

4.4.1 Relative importance of δlnVS and δlnQS in explaining
the data

Sigloch (2008) concludes that focusing dominates the P wave am-
plitudes so strongly that little information about attenuation can be
extracted from the data at the present signal-to-noise ratio. Since
attenuation is stronger for S waves, we cannot a priori assume that
such a conclusion is also valid for S waves. One way to compare
the influence of each factor is to compare the relative weight of the
attenuation and the velocity component to the model in contribut-
ing to the data fit. To this end we introduce the following ratios
between the product of the kernel times the model perturbation and
the corresponding data norm, both in a rms sense (see also eq. 2)

cTV =
∣∣K T

V δlnVS

∣∣
|δT | ,

cTQ =
∣∣K T

Q δln Q−1
S

∣∣
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Figure 12. The relative weight of δlnVS and δlnQS in contributing to the
data fit. It is measured as the rms ratio of the predictions relative to the
observations. The observations are δT in the case of cTV, cTQ and δlnA in
the case of cAV, cAQ (see eq. 5).

cAV =
∣∣K A

V δlnVS

∣∣
|δlnA| ,

cAQ =
∣∣K A

Q δln Q−1
S

∣∣
|δlnA| . (5)

Here cTV and cTQ measure the relative contribution of velocity and
attenuation in interpreting delay times, respectively, while cAV and
cAQ measure the relative contribution of velocity and attenuation in
interpreting amplitude anomalies, respectively.

Fig. 12 shows these contributions and their variation with fre-
quency. A vector sum of the contributions should sum to 1 (within
the uncertainty bounds) if the correction terms in eq. (2) can be
ignored. The discrepancy between 1 and the sum of absolute values
thus gives a lower limit to the influence of the corrections. With this
in mind we observe the following.

(i) The velocity model dominates over the attenuation model in
explaining the data since for all frequencies cTV and cAV are well
above cTQ and cAQ.

(ii) Since cTV � cTQ, the velocity component explains most of
the observed delay times, and the traveltime dispersion due to Q is
not important.

(iii) Since cAV + cAQ 	 1, a significant portion of the ampli-
tude observations is explained by source and receiver amplitude
corrections.

(iv) With decreasing period, more of the delay time information
is explained by the correction factors.

The fact that δlnVS dominates over δlnQS in interpreting the data
is also supported by inversions with different parameters.

(i) We experimented with velocity-only inversion, that is, remov-
ing δlnQ−1

S and related matrices in eq. (2). The resulting velocity
model is almost identical to the model obtained from the joint inver-
sion. With the same velocity magnitude and roughness, χ 2/N (see
eq. 4) is 0.994 for the velocity-only inversion, only slightly larger
than for the joint inversion (χ 2/N = 0.966). The cAV (see eq. 5)
for the velocity-only inversion is 0.30, which is 75 per cent of the
cAV for the joint inversion (0.40 as shown in Fig. 12). The above
observations indicate that a velocity model alone can explain both
traveltime and amplitude deviations, whereas attenuation has only
a second-order effect.
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1394 Y. Tian, K. Sigloch and G. Nolet

(ii) To confirm the importance of focusing to explain the am-
plitude variations, we inverted the amplitude data separately for
δlnQ−1

S only, that is, removing δT , δlnVS , CT and related matrices
in eq. (2). The attenuation model so obtained shows that high atten-
uation (low QS) anomalies and fast velocity anomalies coexist in
the southern Sierra Nevada Mountains root and beneath the Trans-
verse Range at 100 km depth. This coincidence can be explained as
an artefact of the neglect of focusing: the fast velocity anomalies
in fact defocus the seismic waves and produce small amplitudes
at seismic stations. If we attribute the observed small amplitudes
entirely to attenuation anomalies, high attenuation anomalies are
needed.

We conclude that focusing is dominant even for S waves and must
be taken into consideration when interpreting S wave amplitudes;
inversion with attenuation as the only model parameter gives wrong
results.

4.4.2 Correlation between δlnVS and δlnQS

Further insight into the effect of attenuation on amplitudes, and
possibly into the cause of attenuation, comes from a comparison
between velocity and attenuation anomalies. We plot a compari-
son of δlnVS and δlnQS at evenly spaced points in the western
US mantle (0–800 km depth) in Fig. 13(a). The point spacing is
60 km, about the minimum spacing of the tetrahedral grid, and thus
the following analysis is in ‘broadband’, that is, containing infor-
mation of both short and long wave lengths. The anomalies of VS

and QS are positively correlated, with a correlation coefficient of
0.604, though the scatter is obviously large. The 95 per cent con-
fidence interval of the correlation coefficient is [0.588, 0.621], and
the p-value for testing the hypothesis of no correlation is smaller
than 0.001. Both suggest that the correlation is significant. A major-

ity of the points fall into the region of low velocity (−3 per cent ≤
δlnVS ≤ 0 per cent) and high attenuation (−20 per cent ≤ δlnQS ≤
0 per cent), which is the characteristic of the shallow mantle (see
Fig. A1 left-hand and centre panels). Such positive correlation is
also observed in global models derived from surface waves (e.g.
Romanowicz 1990; Artemieva et al. 2004; Dalton & Ekström
2006). The model given by Dalton & Ekström (2006) shows a
much stronger correlation of 0.78 through degree 12 at 75-s period.
Note that the linear relationship (i.e. the slope) varies with depth
due to the variation of rock properties with depth, and it contributes
to the relatively low average correlation coefficient in Fig. 13(a).
This leads us to examine the correlation at each depth.

In Fig. 13(b), at each depth, the fact that the p-value for test-
ing the hypothesis of no correlation is smaller than 0.05 and the
95 per cent confidence interval suggest that the correlation is sig-
nificant. Correlation coefficients are above 0.5 at all depths. This
suggests that thermal effects, which are shown to produce such
positive correlation by experiments on olivine-rich rocks (Jackson
et al. 2002), play a major role in forming velocity and attenuation
anomalies, although volatiles cannot be ruled out either. On the
other hand, the correlation coefficients are not close to 1.0 at most
depths. A possible cause of the limited correlation is the trade-off
of attenuation model against velocity model. Note that δlnVS and
δlnQS are coupled in affecting δlnA (see eq. 2). For example, a
positive δlnA can be explained by a strong negative δlnVS and a
weak negative δlnQS , but can also be explained by an intermediate
negative δlnVS and an intermediate positive δlnQS . The correlation
coefficients increase rapidly throughout the transition zone, where
the heterogeneities have larger scale. It is largest below the transi-
tion zone, where there are less heterogeneities, especially for δlnQS

(see Fig. A2 left-hand and centre panels).
On average, we find that δlnQS = 13.6 δlnVS (Fig. 13a), with the

slope determined by the major axis direction of the error ellipse. The

Figure 13. (a) Histogram of (δlnQS , δlnVS) pairs beneath the western US (0 to 800 km depth). The data are sampled at evenly spaced points. Note the
logarithmic scale of the colour bar, where N is the number of points falling into each block and N m is the maximum value of N . Here N m = 1578, and
log(N/N m) = −3 means N = 1.6. The solid line has a slope determined by the direction of the major axis of the error ellipse: δlnQS = 13.6 δlnVS . The overall
correlation coefficient is 0.60. (b) Variation of the correlation coefficient (blue) and the slope (green) with depth. The middle blue line represents the estimated
correlation coefficient, and the upper and lower blue lines represent the 95 per cent confidence interval. At each depth, the slope is estimated as the direction of
the major axis of the error ellipse. The slope uncertainty is estimated with a jackknife-based resampling technique. The three green lines (from top to bottom)
give the upper bound, mean, and lower bound of the slope estimate. At each depth, the grey scale colour describes the distribution of the slope estimate, where
M is the number of points falling into each slope interval, and Mm is the maximum value of M . Points with |δlnVS | < 0.3 per cent or |δlnQS | < 3 per cent are
not used in producing (a) and (b).
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Multiple-frequency SH-wave tomography 1395

slope is very close to that obtained by Dalton & Ekström (2006),
which is 14.5 for 150-s Rayleigh waves. Because the temperature
sensitivity of QS (exponential dependence) is larger than that of
VS (linear dependence), the large slopes at 100–420 km depths in
Fig. 13(b) indicate that thermal effects may be most dominant in the
upper mantle beneath the western US (except in the top 100 km).
To obtain an idea of the uncertainty of the slope estimate, we use a
resampling technique based on the jackknifing philosophy. At each
depth, we estimate 1000 slopes from 1000 subsets of the complete
set of (δlnVS , δlnQS) pairs. Each subset contains 90 per cent of
the complete set from random resampling. Then the 1000 slopes
are used to estimate the slope uncertainty, which is smaller than
2 as shown in Fig. 13(b) (grey scale colour and green lines). The
largest slope uncertainties are at 150–500 km depths, corresponding
to relatively low correlation coefficients. If the size of the subset is
reduced to 70 per cent, the uncertainty is about doubled. We apply
the same jackknifing technique (90 per cent subset) to estimate the
uncertainty of the overall slope in Fig. 13(a). The standard deviation
of the slope estimate is only 0.1.

Fig. 13(a) shows that there are regions where velocity and atten-
uation are anti-correlated (non-zero histogram in quadrants II and
IV). Fig. A1 (left-hand and centre panels) demonstrates that the
strongest negative correlation occurs at 100–300 km depths along
the Cascades and in the Central Valley. In these regions, low velocity
coincides with low attenuation. Experiments on olivine at 1200◦ C
(about 100 km depth) suggest δlnQS = 0.26 δlnd (d is the grain
size), and little grain-size-sensitivity of the shear modulus for the
grain size on the order of 10 μm (Jackson et al. 2002). This may be
responsible for part of the negative correlation observed, assuming
the extrapolation to the representative upper mantle pressure and
grain size is correct. Li & Weidner (2008) found that, compared
with a single phase, the coexisting phases at a phase transition re-

gion can significantly reduce P-wave velocity while having little
effect on the bulk attenuation (Qκ ). Two-phase mixture at 100–300
km depths may exist in regions of partial melting, which is likely
to occur above the subducting slab due to water release. Although
experiments on shear modulus and attenuation are not available,
the P-wave results suggest a possible explanation to account for
the anticorrelation. On the other hand, smearing of the attenuation
model due to its poor resolution (see Appendix B1) may partially
contribute to the anticorrelation.

4.5 Contribution of amplitudes to constraining
velocity structure

Since we have seen that velocity structure has the most important ef-
fect on amplitudes, it is interesting to turn this around, and question
how much extra information the amplitude measurements give to
constrain the velocity structure. Amplitude perturbations are mostly
sensitive to the second-order spatial derivative of velocity, and thus
could help to sharpen the edges of narrow velocity heterogeneities.
To investigate this aspect, we compare our velocity model with one
obtained by inverting traveltimes only, ignoring the amplitude data
(only keeping δT , δlnVS , CT and corresponding matrices in eq. 2).
Comparison of the two models (Fig. 14) shows that the addition
of amplitude information did change the small-scale velocity struc-
tures. While it is difficult to compare models not only with the
same data fit but also the same model norm or roughness, because
we deal with a different collection of model parameters, we can
say something about the sharpness of the heterogeneity edges from
these two models. We notice that the jointly inverted model is not
significantly rougher than the model obtained from traveltimes only,
which attests to the reliability of the amplitude data and our esti-
mation of their uncertainty. Meanwhile, the jointly inverted model

Figure 14. Comparison of shallow velocity structures from the inversion with δT and δlnVS only (left-hand panel) and from the joint inversion (right-hand
panel). Geological and political boundaries are plotted. Depth and the reference model value are shown at the lower left-hand corner of each map.
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1396 Y. Tian, K. Sigloch and G. Nolet

does show sharper heterogeneity edges for the following features:
the fast anomalies along the Cascades (100 and 200 km depths), the
fast anomaly beneath the southern Sierra Nevada Mountains (100
and 200 km depths), the fast anomaly beneath the Transverse Range
(100 km depth), the boundary between the fast region beneath the
Wyoming Craton and the Colorado Plateau and the slow region on
the west (100 km depth). We conclude that amplitudes do provide
extra constraints independent of traveltimes on velocity structures,
and that amplitudes are especially helpful in sharpening the edges
of narrow velocity heterogeneities.

5 C O N C LU S I O N S A N D D I S C U S S I O N

We estimate SH-wave traveltimes and amplitudes for five frequency
bands, and obtain S velocity and attenuation structures of the west-
ern US upper mantle.

We obtain a high-resolution S velocity model beneath the western
US that provides supporting evidence of the slab fragmentation in
the western US. The S model reveals a 2000-km-long absence of
fast anomalies, parallel to the direction of plate subduction, which
coincides with the ‘slab gap’ observed by Sigloch et al. (2008), the
longest break of the slab in the western US. Difference between
P and S models for smaller-scale slab tears exists, however. The
trench parallel tear at ∼255◦E (‘T’ in Sigloch et al. 2008) in the S
model is not as long as in the P model. Above 700 km depth, both
P and S models show no subducted slab south of 37◦N, the eastern
continuation of the Mendocino Transform Fault (‘Me’ in Sigloch
et al. 2008). However, the separation of the deeper slab fragments
south of ‘Me’ from the major Farallon slab north of ‘Me’ in the S
model is not as clear as in the P model.

In addition, we reach the following major conclusions.

(i) Traveltimes have a weaker frequency dependence and show a
closer correlation with shallow tectonic structures than amplitudes.

(ii) The S velocity image shows a ‘slab hole’ (lack of fast
anomalies) around 45◦N in the subducting Juan de Fuca slab. The
Yellowstone plume seems to have an origin of weak slow velocity
anomalies from ∼1000 km depth and seems interrupted by a fast
anomaly.

(iii) The effect of δlnVS dominates over the effect of δlnQS .
The δlnQS contribution to δT is about 5 per cent of the δlnVS

contribution. The δlnQS contribution to δlnA is about 30 per cent
of the δlnVS contribution.

(iv) In general, δlnVS and δlnQS are positively correlated, sug-
gesting a common cause, most likely the thermal effect.

(v) Velocity heterogeneities must be considered when interpret-
ing amplitude anomalies, otherwise unreliable results may be ob-
tained.

(vi) Including the amplitude data has the effect of sharpening
edges of narrow velocity heterogeneities in the shallow upper man-
tle.

Using multiple-frequency data that take full advantage of finite-
frequency theory, in a joint inversion of both traveltimes and am-
plitudes, and the application of this method to USArray, one of the
densest networks in the world, yields a very high resolution in the
tomographic images.
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A P P E N D I X A : A C ATA L O G U E
O F M O D E L M A P S

A comparison of the preferred attenuation and S-velocity models,
and the P-velocity model by Sigloch et al. (2008) is shown in
Figs A1–A2 from 100 to 800 km depth.

A P P E N D I X B : R E S O LU T I O N T E S T S

B1 Resolution tests with regularly spaced Gaussian balls

Gaussian ball resolution tests are performed to provide some sense
of the reliability of the model. The input velocity and attenuation
anomalies are equally spaced balls, in which the anomaly ampli-
tude decays with increasing radius following a Gaussian curve. The
spacing between adjacent Gaussian balls is large enough to avoid
overlapping of the balls. The finite-frequency sensitivity kernels are
used to produce the theoretical data. Added to the theoretical data
is randomly produced noise, which has a normal distribution. The
joint inversion is implemented on the perturbed theoretical data to
produce the output model.

The dense USArray network, plus the multiple-frequency data,
provides very high lateral resolution. We measure the resolving
length by the 1/e diameter of the Gaussian ball, where the anomaly
amplitude is 1/e of the peak amplitude at the centre. For δlnVS

(Fig. B1), the resolving length is 150 km above 400 km depth.
The resolution gets worse towards deeper region, and the resolving
length becomes 300 km below 600 km depth. In Fig. B1, it is very
clear that the resolution deteriorates rapidly out of the USArray-
covered region (west of 235◦E, and east of 255◦E, see Fig. 1b).
The resolution out of the USArray-covered region is better at 600
and 800 km than at shallow depths, because the finite-frequency
sensitivity kernels become broader towards deeper depth and thus
sample a larger region (see Fig. 7).

Compared with velocity, attenuation is more poorly resolved
(Fig. B2), both in terms of resolving length and amplitude recovery.
Above 400 km depth, the resolving length for δlnQS is 300 km. The
resolution becomes worse towards deeper depth, and the resolving
length becomes 500 km below 600 km depth. Again, the resolution
is best in the USArray-covered region (235◦–255◦E). According to
the above results, the smallest blobs of δlnQS in Figs A1–A2 are
not reliable. The resolution of both velocity and attenuation is inde-
pendent of the signs of δlnVS and δlnQS in the input model, that is,
it is independent of whether the δlnVS and δlnQS Gaussian balls at
the same location have the same or opposite signs.

The depth resolution of δlnVS is shown in Fig. B4. Along the
vertical direction, our data set can resolve velocity anomalies with
a size of at least 350 km, with some leaking. The resolving length
is less than 200 km right beneath the surface. Thus, the slabs and
hotspots observed in Fig. 10 are likely reliable. As observed in the
lateral resolution test, the resolution becomes worse towards deeper
region, especially the amplitude recovery. In addition, the resolution
deteriorates out of the USArray-covered region (western and eastern
ends of the cross-sections). The resolution of the eastern part can
be improved by incorporating the latest USArray data.

B2 Resolution test of the ‘slab hole’

In order to investigate whether or not the ‘slab hole’ (discussed
in Section 4.2 and shown in Figs 9 and 10 section CC’) is real,
we design a resolution test as shown in Fig. B4. If there is a fast
velocity anomaly sitting at the position of the ‘slab hole’, out data
set allows us to resolve this fast anomaly with some vertical leaking.
In our tomographic model (the ‘output’ model), no fast anomaly is
observed in the ‘slab hole’. This suggests that in the real mantle
(the ‘input’ model), there should be no fast anomaly at this position
either. Therefore, the ‘slab hole’ we observed is likely to be real
instead of an inversion artefact, which goes against the conclusion
by Roth et al. (2008), for our data set.
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Figure A1. Map views of the preferred models of δlnQS (left-hand panel) and δlnVS (centre panel), and the δlnVP model (right-hand panel) by Sigloch et al.
(2008), at 100, 200, 300 and 400 km depths in the western US. Geological and political boundaries are plotted. Depth and the reference model value are shown
at the lower left-hand corner of each map.
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Multiple-frequency SH-wave tomography 1399

Figure A2. Map views of the preferred models of δlnQS (left-hand panel) and δlnVS (centre panel), and the δlnVP model (right-hand panel) by Sigloch et al.
(2008), at 500, 600, 700 and 800 km depths in the western US. Geological and political boundaries are plotted. Depth and the reference model value are shown
at the lower left-hand corner of each map.
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Figure B1. Lateral resolution for δlnVS . The depth of each map is indicated at the lower left-hand corner. The input anomalies are equally spaced balls, in
which the anomaly amplitude decays with increasing radius following a Gaussian curve. At 100 and 350 km depths, the 1/e width of the Gaussian curve is
150 km. At 600 and 800 km depths, the 1/e width of the Gaussian curve is 300 km.
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Multiple-frequency SH-wave tomography 1401

Figure B2. Lateral resolution for δlnQS . The depth of each map is indicated at the lower left-hand corner. The input anomalies are equally spaced balls, in
which the anomaly amplitude decays with increasing radius following a Gaussian curve. At 100 and 350 km depths, the 1/e width of the Gaussian curve is
300 km. At 600 and 800 km depths, the 1/e width of the Gaussian curve is 500 km.
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Figure B3. (a) Map view showing the locations of the cross-sections. (b) Vertical resolution for δlnVS . The input anomalies are equally spaced balls, in which
the anomaly amplitude decays with increasing radius following a Gaussian curve. The 1/e width of the Gaussian curve is 300 km.

Figure B4. Resolution test of the ‘slab hole’. The input model is a ball in which the anomaly amplitude decays with increasing radius following a Gaussian
curve. The 1/e width of the Gaussian curve is 200 km. The ball is centred at (45.2◦N, 238◦E) and at 200 km depth, approximately the same location as the
‘slab hole’ shown in Fig. 10 section CC’. The cross-section is the same as the cross-section CC’ in Figs 9(a) and 10.
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