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Abstract: In this paper, a bibliographical review is presented about the use of Bayesian networks over 
the last decade on dependability, risk analysis and maintenance. It is shown an increasing trend of the 
literature and of the application of Bayesian networks in fields related to reliability, safety and 
maintenance. This trend is due to the benefits that Bayesian networks provide in contrast with other 
classical methods of dependability analysis such as Markov Chains and Fault Trees. Some of these 
benefits are: to model and to analyze complex systems, to make predictions as well as diagnostics, to 
compute exactly the occurrence probability of an event, to update the calculations according to evidences 
and to represent multimodal variables. This review is based on an extraction of 200 references; the most 
representative are presented. 
Keywords: Bayesian networks dependability, risk analysis, maintenance. 

1. INTRODUCTION 

     

The management of complex industrial systems requires a 
high performance and a reliability analysis.  Nowadays, some 
of the problems in the reliability field are: the representation 
and modeling of the system, the quantification of system 
model parameters and the representation, propagation and 
quantification of the uncertainty in the system behavior (Zio, 
2009). Other important issues to be considered in our 
domains of interest are: the temporal aspect in the reliability 
and risk analysis, the integration of qualitative information 
with quantitative knowledge on the different abstraction 
levels, the nature of multi-state elements and the dependences 
between events. 
 
Some papers such as Mahadevan (2001), Boudali and Dugan 
(2005b), Langseth and Portinale (2007), Bayraktarli et al. 
(2005) show the increasing interest on the use of Bayesian 
Networks to estimate and to improve reliability and safety of 
systems over the last decade. Therefore, we propose to 
analyze the evolution of literature about Bayesian Networks 
and their applications on dependability, risk analysis and 
maintenance. For this purpose, we build a database of 
references from 1990 to 2008 with different bibliographical 
research tools (google scholar). In this paper, the most 
relevant articles according to their citation number were 
cited. 
 

2. BAYESIAN NETWORKS  

The Bayesian Networks (BN) are a modeling probabilistic 
formalism that allows a robust and efficient framework for 
reasoning with uncertain knowledge. A BN is a directed 
acyclic graph (DAG) in which the nodes represent the system 
variables and the arcs symbolize the dependencies or the 
cause-effect relationships among the variables.  BN perform 
the variables joint distribution factorization based on the 
conditional dependencies. The main objective of BN is to 
calculate the distribution probabilities in a group of variables. 

The principles of this modeling tool are explained by Jensen, 
1996 and Pearl, 1988. 
  
The BNs characteristics are: 
- a group of nodes and a group of directed arcs, 
- a table of prior probabilities P(X) associated to the parent 
node X, 
- a table of conditional probabilities P(Y/X) attached to the 
node Y whose father is X. It defines the probability 
distributions over the states of Y given the states X. 
 
In order to provide a reliability global estimation, BNs permit 
to merge knowledge of diverse natures in one model: data 
from feedback experience, experts’ judgment (express 
through logical rules, equations or subjective probabilities), 
analyze the behavior of the studied system (functional and 
dysfunctional analysis) and observations.  Usually, to build 
the model, it is necessary to use these sources of information. 
However, there is few feedback experience data particularly 
in the domains of dependability, risk analysis and 
maintenance, for this reason the research work utilized 
mainly the experts’ judgment to build the structure of the 
models (Bouissou & Nguyen, 2002). 
 
A general inference mechanism (that permits the prevision as 
well as the diagnostic) is used to collect and incorporate the 
new information (evidences) gathered in a study. The Bayes´ 
theorem also allows updating a group of events´ probabilities 
according to the observed facts and the BN structure. 
 

3. LITERATURE OF BN APPLICATION ON 
DEPENDABILITY, RISK ANALYSIS AND 

MAINTENANCE 

In the specialized literature about BNs, most of the references 
are about improving the learning and inference algorithms. 
Nonetheless, we have built a database containing 200 articles 
about BNs’ application on dependability, risk analysis and 
maintenance which shows a continual increment on the 
number of references and a scientific and industrial interest in 



this tool. The first contributions were done by (Castillo et al., 
1997), (Torres-Toledano & Sucar, 1998), (Arroyo et al, 
1998), (Kang & Golay, 1999).  Figure 1 shows that most of 
the references are about dependability with 64% of the 
publications, risk analysis with 23% and maintenance with 
13%.  

 
Figure 1. Distribution according to the domain dependability, 

risk analysis and maintenance 

3.1 Application in dependability  

BNs are more and more utilized for the dependability 
analyses, concerning aspects like safety, reliability, 
availability and maintainability. Figure 2 shows the number 
of articles per year relating to the BNs application on 
dependability analyses. Since the year 2000, we observe an 
important rising of 800% on its application due to the 
modeling benefits that BNs can offer. 
  
The aim of dependability is to provide a prediction of a 
parameter (remaining time to fail, mean time to failure, etc) 
which is an input data in a decision problem (for example 
maintenance optimization). 

  
Figure 2. Bayesian network application on dependability. 

 
The original work’ objectives by (Torres-Toledano & Sucar, 
1998), (Arroyo et al., 1998) were: a) to estimate a system 
reliability including possibilities of failures´ dependences 
and; b) to model complex systems. This work has also 
compared classical dependability methods with BNs: 
(Mahadevan et al., 2001), (Bobbio et al., 2001), (Bobbio et 
al., 2003). 
 
The project BOLARR emphasizes dynamic modeling for risk 
analyses (Welch, 2001) through Bayesian Networks and, in 
parallel, the project SERENE´s aims at formalizing the 
experts´ reasoning in order to evaluate the different aspects of 
dependability on critical systems (Bouissou et al., 1999).With 
the objective to provide a model with several abstraction 

levels, the project SERENE is also based on building a 
hierarchical object oriented BN with the scope to incorporate 
the factors that influence the system dependability. 
 
With reference to software reliability area, BN modeling has 
been also valuable in order to support the processes of 
software developments (De Melo & Sanchez, 2008). There 
are some significant work in which the objective is to assess a 
reliability prediction within a software taking into account the 
operational conditions (Bai, 2005), (Bai et al., 2005). Axel 
and Helminen (2001) present how a BN, for a software safety 
standard, can be merged with a BN on the reliability 
estimation of software based on digital systems.  
 
Wilson & Huzurbazar (2006) describe different application 
contexts of BN in the reliability field: known or unknown 
conditional probabilities, taking into account new data in 
order to improve the conditional probabilities estimation. 
Helminen & Pulkkinen (2003) exploit the BN abilities when 
combining experts’ judgments with the feedback experience 
data to estimate the reliability of a motor protection critical 
system. 
 
At last, Langseth & Portinale (2007) wrote a summary about 
different building steps in a BN and the use of this formalism 
in reliability. 
 
To conclude, an overview of the modeling aspects to be 
considered in dependability analysis is to:  
 
a. include the temporal aspect in the reliability analysis, 
b. consider exogenous variables to represent maintenance 

action events, production level and environment 
conditions, 

c. integrate, in one model, the technical, organizational, 
informational, decisional and human aspects and the 
impacts on the system’s functioning, 

d. consider multi-state elements, 
e. consider dependences between events, 
f. characterize, represent and propagate epistemic 

uncertainties in reliability analysis of complex systems. 

BNs provide efficient modeling solutions for the points a and 
d (Boudali & Dugan, 2005b), (Weber & Jouffe, 2006) 
(Montani et al., 2006), b (Weber et al., 2004), e (Torres-
Toledano & Sucar, 1998), (Arroyo et al., 1998),  f (Simon et 
al, 2009) but c has not been actually covered. 

The recent work interests are the reliability estimation 
including the temporal aspect by the use of Dynamic 
Bayesian Networks (Boudali & Dugan, 2005b), (Weber & 
Jouffe, 2006). Montani et al., (2006) worked on the 
integration of the dynamic aspect by the transformation of 
dynamic fault trees into dynamic BNs. Dynamic Bayesian 
Networks models are able to represent the impacts on system 
reliability of the operational conditions (representing the 
maintenance action events, production level, environment 
conditions) by means of exogenous variables (Weber et al., 
2004).  
 



To estimate the reliability of a system, Neil et al. (2007) built 
hybrid BNs adding discrete and continuous nodes. The 
algorithm combines a dynamic time sampling to the classical 
propagation algorithms. The time sampling of the continuous 
variables is updated by taking into account the evidence. The 
authors present this concept as an alternative method to 
simulation methods such as Markov Chain Monte Carlo 
(MCMC). 

3.2 Application in risk analysis 

The risk evaluation needs a systematic research of accidental 
scenarios, including the component and the operator 
behavior. The objective of these analyses is to evaluate the 
failures’ event frequency as well as their consequences.  They 
provide the elements that help decision making in terms of 
design evolution, operation, preparation and risk 
management.  

Since 2001, BNs have been used to analyze these risky 
situations. Particularly, BNs represent a formalism use in the 
risk analyses domain due to their capacity to deal with 
probabilistic data and to model the dependencies between 
events. Figure 3 shows the development of BN research 
focused on risk analysis. From 2001 to 2007, the number of 
references per year has been multiplied by 4.  
 
The first contributions on this field were made by Hudson et 
al, (2001), where they use BN as a key component of a 
decision support system for assessing terrorist threats against 
military installations. Gulvanessian and Holicky (2001) use a 
BN to analyze the efficiency of fire protection systems, and 
to find the most effective arrangements in real situations. 
Hansen and Simonsen (2002) show that BNs are used to 
establish a realistic model of the causation probability (failure 
rates) in an integrated software package for grounding and 
collision analysis. 

 
Figure 3. Bayesian Network application on risk analysis. 

 
In 2002, Embrey (2002) takes into account human factors by 
using influence diagrams to analyze and to anticipate critical 
systems’ failure. Then, Kim & Seong (2006) describe a BN 
model including human factors which objective is to evaluate 
the effects of several scenarios in nuclear industry.  The same 
authors use BN to observe the influencing factors in human 
reliability (Kim et al., 2006). 
 
Other important contributions were made by Cornalbaa and 
Giudicib (2004) who present a work in which BN approach is 
used in order to develop a statistical model to measure and, 

consequently, predict, the operational risks to which a 
banking organization is subject. Bayraktarli et al. (2005) 
work with the application of BN for earthquake risk 
management. It is found that the uncertainties associated with 
all elements in the functional chain of an earthquake from the 
source mechanism, site effects, structural response, damage 
assessments and consequence assessment can be handled 
consistently using BN. Straub (2005) demonstrates the 
advantages of BN for the application in risk assessments for 
natural hazards. Lee and Lee (2006) propose a quantitative 
assessment framework integrating the inference process of 
BN to the traditional probabilistic risk analysis in order to 
consider the effects predicted from an evolution of 
environmental conditions of waste disposal facilities. 
 
In the maritime field, some work aims at developing BN 
approaches to consider the human and organizational factors 
in a risk analysis. Norrington et al. (2007) describe the 
process of the experts’ judgments to build a BN. A 
significant BN approach was developed by Trucco et al. 
(2008) which demonstrates the correlation between sources 
events of a collision accident.              
  
In risk analyses, the recent publications of Leger et al. (2008) 
and Duval et al. (2007) propose a BN modeling by 
structuring the model in different levels: organization/ 
actions/ technique. The aim of these works is to 
quantitatively estimate the risk relating to an industrial 
system operation (occurrence probability of scenarios) and 
the evaluation of technical, human and organizational 
barriers’ impact on the global system performance. The 
originality of these models is the unification formalism, 
based on BN, of functional, dysfunctional, behavioral and 
organizational knowledge of a system.    
 
Thus, as highlighted before, in order to perform an efficient 
risk analysis it is necessary to: 

a. model the dependencies between events,  
b. demonstrate the correlation between sources events of an 

accident, 
c. quantitatively estimate the risk relating to an industrial 

system operation and to evaluate the technical, human and 
organizational aspects barriers’ impact on the system 
global performance,  

d. integrate qualitative (functional, dysfunctional and 
organizational analysis) information with quantitative 
knowledge (technical and financial levels) on the different 
abstraction levels, 

e. consider all feasible accidents or failure scenarios and their 
related consequences, with the occurrence probability of 
such scenarios, 

f. search and model causal links among the system elements 
(components, structures, human, etc) and to integrate their 
behaviour so as to develop quantification for the system as 
a whole, 

g. model the relationship between the context (environment 
and operational conditions) and the probability of human 
and technical failures, 

h. characterize, represent and propagate epistemic 
uncertainties. 



i. take into account the resilient aspect of human operators 
and organizations,  

j. include the temporal aspect in the risk analysis. 

In this field, BNs enables to perform effective risk analyses 
fulfilling the following needs: a, c, d, f and g Leger et al. 
(2006), (2008) and Duval et al. (2007), b Trucco et al. (2008), 
e Kim & Seong (2006) and Kim et al., 2006, nonetheless 
some of the pending issues in this domain are h, i and j. 

3.3 Application in maintenance 

The BNs are used in work concerning maintenance decision 
and performances’ evaluation. Figure 4 illustrates the 
increasing use of this tool. In 1999, it is observed the 
beginning of research activities which are increasing with a 
factor of 3 between 2000 and 2007. The activities in this field 
are recent so, there are few references. 
 
In maintenance Kang & Golay (1999) proposed a model with 
influence diagrams which consider evidences. The purpose is 
to estimate the future state of a system after a particular 
action. The proposal of an action is made based on the 
conditional probabilities and the utility values. 

 
Figure 4. Bayesian network application on maintenance. 

 
The performances’ analyses of a system and modeling the 
prognostic process are the key points for maintenance 
optimization. The BN model developed by Weber et al. 
(2001), are built including the functional and dysfunctional 
analysis of the system, allowing to its global performance 
estimation (Muller et al., 2008).   
 
Based on the papers (Weber and Jouffe, 2006) and (Iung et 
al., 2005), the causal relationships between degradation/ 
cause/ consequence are modelled in a dynamic bayesian 
network (DBN). Moreover, utility nodes are integrated into 
the probabilistic model.  
 
In relation to the modeling of a real maintenance problem, 
Celeux et al. (2006) propose a questioning procedure for the 
experts’ judgment. This procedure is set up by rules to collect 
the information and to build the network structure. The 
model’s parameters are determined by feedback experience 
data and later by expertise.   
 
To optimize maintenance strategies, a complete study should 
be performed, including the following aspects: 
 

a. to model the functional and dysfunctional analysis of the 
system, allowing its global performance estimation, 

b. to model the causal relationships between degradation/ 
cause/ consequence, 

c. to integrate qualitative (functional, dysfunctional and 
organizational analysis) information with quantitative 
knowledge (technical and financial level) on the different 
abstraction levels, 

d. to model the degradation mechanisms and to represent: the 
influence factors (service time, age, number of requests, 
environmental conditions, etc), the degradation symptoms, 
the relation between the degradation observation and the 
appearance of other failure modes, the effects of preventive 
and corrective maintenance activities, and the planning and 
execution of maintenance actions, 

e. to consider production goals, the safety, health and 
environment objectives, the maintenance costs and 
penalties for lost production,  

f. to represent the dynamic interactions among the system 
elements which affect the system behaviour and its 
maintenance, 

g. to characterize, represent and propagate epistemic 
uncertainties 

 
Some of the advantages of BNs in maintenance optimization 
strategies are that they allow performing the following 
aspects: a (Weber et al., 2001), b and f (Weber & Jouffe, 
2006 and Iung et al. 2005), but on the other hand this is a 
recent field, so there are still missing some issues to be 
solved such as the points  c, d, e and g. 

4. BAYESIAN NETWORKS MODELING  

This section corresponds to the bibliography related to the 
comparison between BN and the two classical methods of 
dependability evaluation: fault trees and Markov Chains.  

4.1 Fault trees 

The use of fault trees is based on a hypothesis: a Boolean 
representation for the events. The fault trees are a method 
solved by the binary decision diagrams (BDD), which enable 
an exact calculation, considering dependencies between the 
branches due to redundancy of elementary events not 
factorized. However, it is necessary to respect the hypothesis 
of elementary events independency. When multiples failures 
can potentially affect the components, the model needs a 
representation of multiple states variables. Thus, the fault 
trees are not suitable (IEC61025, 2006).   
   
Castillo et al. (1997), Portinale & Bobbio (1999) and Bobbio 
et al. (2001) present a relevant contribution in which they 
explain how fault trees can be translated to BN, maintaining 
its Boolean nature. So, it is possible to represent fault trees as 
BN, but the reciprocity is not true. The BNs enable the 
utilization of modal logic with an unlimited number of 
modalities and, they make possible and easier the treatment 
of dependencies based on a DAG (Bouissou & Pourret, 
2003). 
         
BNs can also represent reliability diagrams. The initial work 
on this area is presented by Torres-Toledano and Sucar 



(1998) who explain the conversion from one representation to 
the other.  
 
Recently, some papers deal with the link between the new 
modeling techniques as dynamic fault trees and BNs, for 
example the articles written by Boudali & Dugan (2005a, 
2006). In these articles, it is proved the equivalence between 
dynamic fault trees and BN. Dugan and Boudali proposed to 
include the temporal notion on the variables. This technique 
requires the BN modeling with continuous variables.   
 
There is a way to model the dynamic notion by BNs; also 
there are several techniques called dynamic fault trees. For 
instance, the publication by Montani et al. (2006) present the 
transformation of a dynamic fault tree into a BN, with a 
representation of a DBN discrete of 2 time slices (2TBN). 

4.2 Markov Chains  

A stochastic process can be represented through a group 
states’ description and their transition rate between states. 
According to the hypotheses assumed for the state transition 
specifications, the process is markovian, semi markovian or 
non-markovian. The representation of the state space is 
identified on the dependability specialized literature (Aven & 
Jensen, 1999), (Ansell & Phillips, 1994), as well as the 
industrial standards IEC61511, (IEC61511, 2004). This 
method is suitable for the reliability and availability system 
studies and it allows analyzing the exact failure probability 
even when there are dependences between components. The 
main drawback of Markov Chains method is combinatory 
explosion of states’ number that leads to an unreadable model 
when studying real industrial systems (De Souza & Ochoa, 
1992). 
             
DBNs enable to represent Markov Chains  The first 
contributors on DBN application to the reliability and 
availability of systems are Welch & Thelen (2000). Later, 
Weber & Jouffe (2003) have shown the factorization 
possibility of a markovian model by  DBN. The factorization 
permits to reduce the model complexity and open the 
possibility to model real systems.  
 
One of the main contributions is a DBNs representation of 
non homogeneous markovian processes when using 
changeable parameters through the time (Weber et al., 2004), 
(Ben Salem et al., 2006). Additionally, Weber et al. (2004) 
have formalized the inclusion of exogenous variables 
representing events (maintenance actions, production level, 
environment conditions) in a degradation process by using a 
process called MSM (Markov Switching Model), or IO-
HMM (Input-Output Hidden Markov Model). The originality 
of the proposed approach is to formalize a component’s 
degradation process and its interaction with the environment 
by an IO-HMM. The models of these processes, interacting 
with the environment, can be integrated in a system’s global 
model formalized by an object oriented dynamic bayesian 
network (OODBN) (Weber et al., 2006). 

5. CONCLUSSION 

The research work and application of Bayesian Networks in 
risk analysis, dependability, and maintenance have shown an 
important growing trend since 2000. Especially in 
dependability nowadays there have been about 30 articles per 
year, and 800% of increased publications between 2000 and 
2007. This method is particularly suitable to collect and to 
represent knowledge on uncertain domains, but also enable to 
perform probabilistic calculus and statistical analyses in an 
efficient and rigorous manner.      
 
The difference of BNs when comparing with other classical 
methods is their polyvalence. They allow dealing with issues 
such as prediction or diagnostic, optimization, data analysis 
of feedback experience, deviation detection and model 
updating.        
 
The main issue of the modeling is about the manipulation of 
the uncertainties within the parameters and the knowledge of 
the model. The theory of Dempster Shafer proposes an 
interesting formalism, and the definition of the evidential 
networks developed by Simon et al. (2009) are very 
interesting for decision making, considering the imprecision 
on the utility calculus.  
 
The second interesting issue is to deal with large systems 
(several  hundred of variables), in order to solve the 
formalism of complex models and to integrate various 
dimensions (technique, organization, information, decision, 
finance) correlated with system's behavior in reliability, risk 
analysis and maintenance fields. The SKOOB project is 
developing a generic model based on Probabilistic Relational 
Model (PRM) (Getoor et al., 2007) which enables to have a 
better understanding of complexity. The network is not 
defined by a graph but in a language. The inference is 
performed through partial views of the global model which is 
actually never built entirely as it is approached in SKOOB 
project. 
 
The third important issue is the representation of the temporal 
aspect and/or the continuous variables. For these 
representations, several inference algorithms exist and are 
still in development. There efficiency depends on the model 
complexity (Murphy, 2002) 
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