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ERGODICITY OF SELF-ATTRACTING MOTION

VICTOR KLEPTSYN, ALINE KURTZMANN

Abstract. The aim of this paper is to study the asymptotic behaviour of a class of self-
attracting motions on Rd. Using stochastic approximation methods, these processes have
already been studied by Benäım, Ledoux and Raimond (2002) in a compact setting. We
also relate the asymptotic behaviour of the self-attracting Brownian motion to the McKean-
Vlasov process that was studied, via the decrease of the free energy, by Carrillo, McCann and
Villani (2003). Mixing these methods, we manage to obtain sufficient conditions for the (limit-
quotient) ergodicity of the self-attracting diffusion, together with a speed of convergence.

1. Introduction

1.1. Statement of the problem. This text is devoted to study the asymptotic behaviour
of a Brownian motion, interacting with its own passed trajectory, so-called “self-interacting
Brownian motion”. Namely, we fix an interaction potential function W : Rd → R, and consider
a stochastic differential equation

(1) dXt =
√

2 dBt −
(

1

t

∫ t

0

∇W (Xt − Xs) ds

)

dt,

where Bt is a standard Brownian motion, with an initial condition of given X0 (with the
condition of continuity at t = 0). This equation can be rewritten using the normalized
occupation measure µt:

µt =
1

t

∫ t

0

δXs ds,

where δx is the Dirac measure, concentrated at the point x. Using this convention, the equa-
tion (1) becomes

(2) dXt =
√

2 dBt −∇W ∗ µt(Xt) dt,

where ∗ stands for the convolution.
Note that the equations (1), (2) clearly have singularities at t = 0, which is the reason why

sometimes these equations are considered only after some positive moment r > 0. We discuss
the existence and uniqueness questions for the solution below, in Section 2.

Similar questions have already been studied since the 90’s. The first time-continuous self-
interacting processes have been introduced by Durrett and Rogers [9] under the name of
“Brownian polymers”. They are solutions to SDEs of the form

(3) dXt = dBt +

(
∫ t

0

f(Xt − Xs) ds

)

dt

where (Bt; t ≥ 0) is a standard Brownian motion and f a given function. We remark that,
in the latter equation, the drift term is given by the non-normalized measure tµt and not by
µt as the process we will study here. As the process (Xt; t ≥ 0) evolves in an environment
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changing with its past trajectory, this SDE defines a self-interacting diffusion, which can be
either self-repelling or self-attracting, depending on the function f . In any dimension, Durrett
& Rogers obtained that |Xt|/t is bounded (by a deterministic constant) whenever f has a
compact support. But, very few results are known as soon as f takes values of both signs.

Self-interacting diffusions, with dependence on the (convoled) normalized occupation mea-
sure (µt, t ≥ 0) have been considered since the work of Benäım, Ledoux & Raimond [3].
The main difference between these diffusions and Brownian polymers is that the drift term
is divided by t. This implies that the long-time away interaction is less important than the
near-time interaction (the interaction is not “uniform in time” anymore). The processes of
Durrett & Rogers, and Benäım, Ledoux & Raimond have been introduced to modelize the
evolution of ants or polymers for instance.

Benäım et al., in [3] and [4], have shown that the asymptotic behaviour of µt can be related
to the analysis of some deterministic dynamical flow defined on the space of the Borel prob-
ability measures. Afterwards, one can go further in this study and give sufficient conditions
for the a.s. convergence of the empirical measure. It happens that with a symmetric interac-
tion, µt converges a.s. to a local minimum of a nonlinear free energy functional (each local
minimum having a positive probability to be chosen). These results are valid for a compact
manifold. They have recently been generalized to R

d (see [10]) assuming a confinement po-
tential satisfying some conditions –these hypotheses on the confinement potential are required
since in general the process can be transient, and is thus very difficult to analyze). Most of
these results are summarized in a recent survey of Pemantle [13], which also includes results
concerning self-interacting random walks.

Coming back to the process introduced by Durrett and Rogers, all the results obtained have
in common that the drift may overcome the noise, so that the randomness of the process is
“controlled”. To illustrate that, let us mention, for the same model of Durrett & Rogers, the
case of a repulsive and compactly supported function f , that was conjectured in 1992 in [9]
and stays still unsolved:

Conjecture (Durrett & Rogers [9]). Suppose that f : R → R is an odd function, of compact
support. Then, for the process X defined by (3), the quotient Xt/t converges a.s. to 0.

In (1), the drift term is divided by t, and so it is bounded for a compactly supported
interaction W . From that point of view, the study of (1) is as difficult as the process of the
conjecture. Indeed, the interaction potential is in general not strong enough for the process
to be recurrent, and the behaviour is then very difficult to analyze. In particular, it is hard to
predict the relative importance of the drift term (in competition with the Brownian motion)
in the evolution. Nevertheless, as the interaction potential is attractive enough, the diffusion
(a bit modified) is comparable to an Ornstein-Uhlenbeck process and so, we have access to its
ergodic behaviour.

Let us now point out a similarity between the self-attracting diffusion studied and the
Markov diffusion corresponding to McKean & Vlasov’s PDE. Consider the Markov process
defined by the SDE

(4) dYt =
√

2 dBt −∇W ∗ νt(Yt) dt,

where νt stands for the law of Yt, and W is a strictly uniformly convex function. When the
random measure µt converges (for instance when W is symmetric), we emphasize that the
asymptotic behaviour of νt is then close to the asymptotic behaviour of µt, corresponding to
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the diffusion process (1). The Markov process (4) corresponds to a famous PDE introduced by
MacKean and Vlasov. The asymptotic law of this process has been intensively studied these
last years, using some mass transportation techniques and functional inequalities. Indeed,
denote

Π(ν)(dx) :=
1

Z
e−W∗ν(x)dx,

where Z is the normalization constant. Consider the process Y , starting from an inital law
ν∗ being a “fixed point” of Π (which is unique for a strictly convex W when the center of
mass is fixed), that is a probability measure solution to ν = Π(ν). Then the probability
measure ν∗ is invariant for the process Y . So, one wishes to prove that each law νt (starting
from any absolutely continuous probability measure) converges to ν∗. In particular, Carrillo,
McCann & Villani [6] have shown that the relative free energy corresponding to νt with respect
to ν∗ decreases exponentially fast to 0. Moreover, by Talagrand’s inequality, one compares
the relative free energy and the Wasserstein distance in case of uniform convexity, and so
they have obtained the decrease to 0 of the quadratic Wasserstein distance between νt and ν∗.
Note that Bolley, Guillin & Villani [5], or Cattiaux, Guillin & Malrieu [8] have also studied
the asymptotics of this Markov process.

We remark that a huge difference between the preceeding Markov process and the (non-
Markov) self-interacting diffusion is that the asymptotic σ-algebra is in general not trivial for
the latter diffusion process.

1.2. Main result. Our results are analogous to those of Carrillo et al. [6]: under some
assumptions imposed on the interaction potential W , we show that the normalized occupation
measure µt almost surely converges to an equilibrium state, which is unique up to a translation:

Theorem 1 (Main result). Suppose, that W ∈ C2(Rd), and:

1) spherical symmetric: W (x) = W (|x|);
2) uniformly convex:

(5) ∃CW > 0 : ∀x ∈ R
d, ∀v ∈ S

d−1,
∂2W

∂v2

∣

∣

∣

∣

x

≥ CW ;

3) W has at most a polynomial growth: for some symmetric polynomial P , we have

(6) ∀x ∈ R
d |W (x)| + |∇W (x)| + ‖∇2W (x)‖ ≤ P (|x|);

Then, there exists a unique symmetric density ρ∞ : Rd → R+, such that almost surely, there
exists c∞ such that

µt
∗−weakly−−−−−→

t→∞
ρ∞(x − c∞) dx.

Remark 1. The assumption 1) corresponds to the physical assumption of the interaction force
between two particles being directed along the line joining them.

The origin of the following remark will be clear after the discussion in §4
Remark 2. The density ρ∞ is the same limit density as in the result of [6], uniquely defined
(among the centered densities) by the following property: ρ∞ is a positive function, propor-
tional to e−W∗ρ∞.

We can also consider the same drifted motion in presence of an external potential V . For
this, the following result is a generalization of Theorem 1:
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Theorem 2. Let X be the solution to the equation

(7) dXt =
√

2dBt −
(

∇V (Xt) −
1

t

∫ t

0

∇W (Xt − Xs)ds

)

dt

Suppose, that V ∈ C2(Rd) and W ∈ C2(Rd), and:

1) spherical symmetric: W (x) = W (|x|);
2) V and W are convex, lim|x|→∞ V (x) = +∞, and one of them is uniformly convex:

(8) ∃C > 0 : ∀x ∈ R
d, ∀v ∈ S

d−1,
∂2V

∂v2

∣

∣

∣

∣

x

≥ C or
∂2W

∂v2

∣

∣

∣

∣

x

≥ C;

3) V and W have at most a polynomial growth: for some symmetric polynomial P we
have

(9) ∀x ∈ R
d |V (x)| + |W (x)| + |∇V (x)| + |∇W (x)| + ‖∇2V (x)‖ + ‖∇2W (x)‖ ≤ P (|x|).

Then, there exists a unique density ρ∞ : Rd → R+, such that almost surely

µt
∗−weakly−−−−−→

t→∞
ρ∞(x) dx.

As the proof of the latter Theorem coincides with the proof of Theorem 1 almost identically,
we do not present it here. It sufficies to add V in the arguments below. Moreover, if V admits
a unique minimum, then the corresponding c∞ is the minimum of V .

The proof of Theorem 1 is split into two parts. Consider a natural “reference point” for a
measure µ:

Definition 1. For a measure µ on R
d, its center is the point cµ such that W ′ ∗ µ(cµ) = 0, or,

equivalently, the point where the convolution W ∗ µ (the potential generated by µ) takes its
minimal value. Also, we define the centered measure µc as the translation of the measure µ,
bringing cµ to the origin:

(10) µc(A) = µ(A + cµ).

Remark 3. This notion of center had previously been introduced by Raimond in [14]. Indeed,
to study the linear d-dimensional case of Brownian polymers, Raimond defined the center and
proved that the process X remains close to ct (and that ct converges a.s.).

The first part of the proof of Theorem 1 consists of proving the convergence of centered
occupation measures:

Theorem 3. Under the assumptions of Theorem 1, for some symmetric density function
ρ∞ : Rd → R+ almost surely

µc
t

∗−weakly−−−−−→
t→∞

ρ∞(x) dx

The second is the convergence of centers:

Theorem 4. Under the assumptions of Theorem 1 almost surely the centers ct := cµt converge
to some (random) limit c∞.

It is clear that the two latter theorems imply the main result. Let us sketch their proof.

1.3. Outline of the proof.
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1.3.1. Existence and uniqueness. First, a standard remark is Markovianization: the behaviour
of the pair (Xt, µt) is Markovian. We make it, together with some other standard remarks,
in §2.1. Unfortunately, the Markov process (Xt, µt) is infinite-dimensional and, in general, we
cannot reduce to a finite-dimensional process. So, we cannot use this information directly in
order to obtain interesting properties on µt, because the state space is then too large.

After that, we discuss the global existence and uniqueness for the solutions of (2) in Sec-
tion 2.

1.3.2. Discretization. A next step is discretization: we take a (well-chosen and deterministic)
sequence of moments Tn → ∞, with Tn ≫ Tn+1 − Tn ≫ 1, and consider the behaviour of the
measures µTn . As Tn ≫ Tn+1 − Tn, it is natural to expect (and we will give the corresponding
statement) that the occupation measures µt on the interval [Tn, Tn+1] almost do not change and
thus stay close to µTn . So, on this interval we can approximate the solution Xt of equation (2)
by the solution of the same equation with µt ≡ µTn:

dYt =
√

2 dBt −∇W ∗ µTn(Yt) dt, t ∈ [Tn, Tn+1],

in other words, by a Brownian motion in a potential W ∗ µTn that does not depend on time.
On the other hand, the interval Tn+1 − Tn becomes longer and longer. So, using Birkhoff

Ergodic Theorem1, we see that the (normalized) distribution µ[Tn,Tn+1] of values of Xt on these
intervals becomes closer and closer to the equilibrium measures Π(µTn) for a Brownian motion
in the potential W ∗ µTn , where (see Section 5)

Π(µ)(dx) :=
1

Z(µ)
e−(W∗µ)(x) dx, Z(µ) :=

∫

Rd

e−(W∗µ)(x) dx.

But

µTn+1 =
Tn

Tn+1
µTn +

Tn+1 − Tn

Tn+1
µ[Tn,Tn+1],

so we have

µTn+1 ≈
Tn

Tn+1

µTn +
Tn+1 − Tn

Tn+1

Π(µTn) = µTn +
Tn+1 − Tn

Tn+1

(Π(µTn) − µTn),

and
µTn+1 − µTn

Tn+1 − Tn

≈ 1

Tn+1

(Π(µTn) − µTn).

This motivates us to approximate the behaviour of measures µt by trajectories of the flow
(on the infinite-dimensional space of measures!)

µ̇ =
1

t
(Π(µ) − µ),

or after a logarithmic change of variables θ = log t,

µ′ = Π(µ) − µ.

These passages are rigorously done in Section 5.

1see for instance [18], chap. XIII
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1.3.3. Flow µ̇ = Π(µ) − µ. In Section 3, we study the properties of the flow µ̇ = Π(µ) − µ.
First (as it is a flow on the infinite-dimensional space) we have to show local existence and
uniqueness of its solutions. It is done by standard means (existence theorem for flows with
Lipschitz right hand-side), together with some estimates for Π(µ), see §3.2. Then, using
some estimates (provided in §2.2), we show global existence of the trajectories. Moreover,
descending this flow on the space of centered measures (as a topological flow), we find a
positively invariant compact set of measures: the probability measures with an exponential
decrease.

Then, we pass to a physical interpretation of this flow in Section 4. This interpretation
motivates to consider the “entropy” function for the measure µ (as was previously done by
Carrillo et al. [6]), which turns out to be a Lyapunov function for this flow.

1.3.4. Proof of Theorem 3. We will proceed in two steps. The idea is to approximate our
random object, that is the normalized occupation measure of the process, by a well-chosen
deterministic flow.

First, we work with our main dynamical system: µ̇ = Π(µ) − µ. We prove that every
trajectory of this flow converges weakly to the unique centered-fixed point of Π. After that,
it remains to show that the centered empirical measure itself converges. To this aim, we
recall the notion of asymptotic pseudotrajectory. That means that the occupation measure is
close (in a certain way we will explain later) to a deterministic flow and that the asymptotic
properties of the random measure are the same as the deterministic flow. This will be done
rigorously in §5.2.1.

1.4. Centers convergence for µ̇ = Π(µ)− µ. Consider a deterministic trajectory µt of this
flow. At this moment, it will already be shown in Section 3, that the centered measures µc

t

converge to µc
∞(dx) := ρ∞(x) dx. Now, we are going to deduce that the centers ct of µt

converge, in other words, that the integral
∫∞
1

ċt dt converges.
But the drift velocity ċt is translation-invariant, so it can be represented by a function ϕ(µc

t).
The density ρ∞ being symmetric, ϕ(µc

t) tends to 0. So, to show the convergence of the integral
of the drift, one has to estimate, on one hand, the function ϕ in terms of distance between µc

and ρ∞, and on the other hand, the speed of the convergence of µc
t to ρ∞. The first step is

technical and is done in §6.1.
For the second step, we will use the estimates of exponential convergence given by Carrillo,

McCann & Villani in [6]. Namely, to obtain a control on the speed of convergence of µc
t to

ρ∞, it (more or less) suffices to estimate the decrease rate for the normalized free energy —
the Lyapunov function F given in Section 4, — that we will obtain using the displacement
convexity of F .

Now, the physical interpretation described in §4 and the estimates of Carrillo et al. motivate
the inequalities, which provide the latter bound for F(Π(µ)) (up to some technical details,
which we do not precise at the moment). We do this in §4.2.

Finally, the (deterministic) trajectories of µ̇ = Π(µ) − µ are not exactly the (random!)
trajectories of the normalized occupation measure µt. The discretization procedure allows
to interpret the latter ones as trajectories of the flow µ̇ = Π(µ) − µ, suffering some random
perturbations (smaller and smaller as the time tends to the infinity). So, to conclude the
proof of Theorem 4, we improve the estimates, including the effects coming from these random
perturbations.
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2. Existence and uniqueness of solutions

2.1. Markovian form; local existence and uniqueness. First step in studying the tra-
jectories of SDE (2) is to pass to the couple (Xt, µt). A standard remark is that the behaviour
of this couple is (infinite-dimensional) Markovian. (Note that, in general, we cannot reduce
the study to a finite-dimensional Markov process.) This reduction is easily implied by the
identity

(11) µt+s =
t

t + s
µt +

1

t + s

∫ t+s

t

δXu du.

Note that the second term in the right hand-side of (11) can be written as s
t+s

µ[t,t+s], where

µ[t,t+s] is the normalized occupation measure during the time interval [t, t + s]:

µ[t1,t2] :=
1

t2 − t1

∫ t2

t1

δXu du.

Now, passing µt to the left hand side of (11), dividing by s and passing to the limit as
s → 0, we obtain the following SDE for the couple (Xt, µt):

(12)

{

dXt =
√

2 dBt −∇W ∗ µt(Xt) dt,
µ̇t = 1

t
(−µt + δXt).

For any t0 > 0, the local existence and uniqueness of solutions to (12), in a neighborhood
of t0, is implied by well-known arguments: see Theorem 11.2 of [15].

However, in order to study the asymptotic behaviour of solutions to (1), we first should
show the global existence of these solutions, in other words, that they do not explode in a
finite time. It will be done in §2.2.

Also, note that the equation (12) clearly has a singularity at t = 0. To avoid this singularity,
sometimes the equation (12) is considered with an initial condition (Xr, µr) at some positive
moment r > 0 (and thus for t ∈ [r,∞)). After the time-shift s = t − r, the system (12)
transforms to

(13)

{

dXs =
√

2 dBs −∇W ∗ µs(Xs) ds,
µ̇s = 1

s+r
(−µs + δXs).

In fact, we can restrict our consideration to such situations only (as, anyway, we are in-
terested in the asymptotic behaviour of solutions at infinity), but it is interesting to show
that the equation (1) has indeed existence and uniqueness of solutions for any initial value
problem X0 = x0. It is done below, in §2.5.

2.2. Center-drift estimates. A natural “reference point” that one can associate to a mea-
sure µ is the equilibrium point c = cµ of the potential it generates with W , defined by the
equation ∇W ∗ µ(c) = 0 (see Definition 1, §1.2), that we refer to as the center of the mea-
sure µ. Also, it will be convenient to consider the centered measure µc, obtained from µ by
the translation that shifts the center to the origin.

Note that the Implicit Function Theorem allows to estimate (on an interval of existence of
solution (Xt, µt) to (12)) the derivative ċt of ct := cµt . In particular, we will see that ct is a
C1-function on this interval.

Indeed, the function (x, t) 7→ ∇W ∗ µt(x) is C1-smooth:

d(∇W ∗µt)(x) = ∇2W ∗µt(x) dx+∇W ∗µ̇t(x) dt = ∇2W ∗µt(x) dx+
1

t
∇W ∗(−µt+δXt)(x) dt,
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and for any (x, t) we have ∇2W ∗ µt(x) ≥ CW > 0. The Implicit Function Theorem thus
implies that ct is a C1-function of t (on the interval of existence of solution), and that

ċt = −
(

∂

∂x
∇W ∗ µt(x) |x=ct

)−1
∂

∂t
(∇W ∗ µt)(ct) = −1

t

(

∇2W ∗ µt(ct)
)−1

(∇W ∗ δXt)(ct)

= −1

t

(

∇2W ∗ µt(ct)
)−1 ∇W (−Xt + ct) =

1

t

(

∇2W ∗ µt(ct)
)−1 ∇W (Xt − ct).

This (rather naturally) justifies, that the center drifts towards Xt in dimension 1, and gives
an upper bound on its speed in terms of distance between them:

(14) |ċt| ≤
1

t
· P (|Xt − ct|)

CW

.

2.3. Law of X-center distances: Ornstein-Uhlenbeck estimate. To continue our study,
first we would like to obtain an estimate on the behaviour of the distance |Xt − ct|. Namely,
we are going to compare it with the (absolute value of) Ornstein-Uhlenbeck process, and to
obtain exponential-decrease bounds on its occupation measure.

2.3.1. One-dimensional estimate. Note, that if Xt 6= ct, we can write

d|Xt − ct| =
√

2 sign(Xt − ct) dBt − sign(Xt − ct) ·
(

W ′ ∗ µt(Xt) +
W ′(Xt − ct)

tW ′′ ∗ µt(ct)

)

dt.

The Brownian term has constant intensity (and has the same law as the Brownian motion βt);
on the other hand, the drift is negative, and its absolute value admits a lower bound

∣

∣

∣

∣

W ′ ∗ µt(Xt) +
1

t
· W ′(Xt − ct)

W ′′ ∗ µt(ct)

∣

∣

∣

∣

≥ |W ′ ∗ µt(Xt)| ≥
CW

2
|Xt − ct|,

because the second derivative W ′′ ∗ µt of W ∗ µt is estimated from below by CW due to the
same estimate for W .

Thus, the trajectories of |Xt − ct| drift towards zero at least as quickly as the trajectories
of an Ornstein-Uhlenbeck process

(15) dZt =
√

2 dβt −
CW

2
Zt dt, Z0 = X0 − c0.

This justifies the following, by the usual comparison result:

Lemma 1. There is a probability-preserving measurable (with the natural filtrations) mapping
from the trajectories of (1) to those of (15), such that for any pair of corresponding trajectories
Xt and Zt, we have almost surely

|Xt − ct| ≤ |Zt|.
2.3.2. d-dimensional case. In dimension d > 1, in case if the potential W (x) depends not only
on the norm |x|, the drift of ct can be directed outwards Xt. Indeed, this component is given by
1
t
(∇2W ∗µt(ct))

−1∇W (Xt−ct), and both angles between Xt−ct and the corresponding gradient
of W , and between the gradient of W and the matrix (∇2W ∗ µt(ct))

−1 applied to it, can be
big (almost 90 degrees). So, this is the place where the assumption 1) is used (see Remark 1),
in order to get (ċt, Xt − ct) ≥ 0. Thus, we show the following comparison result, which proof
is similar to the proof of Lemma 1. Denote Z the d-dimensional Ornstein-Uhlenbeck process

dZt =
√

2 dBt −
CW

2
Zt dt, Z0 = X0 − c0.



ERGODICITY OF SELF-ATTRACTING MOTION 9

Lemma 2. We can compare the trajectories of (1) to those of (15), such that for any pair of
corresponding trajectories Xt and Zt, we have almost surely

|Xt − ct| ≤ |Zt|.

2.4. Global existence.

Proposition 1 (of global existence). For any r > 0 and for any initial condition (Xr, µr) the
solution to (12) exists (and is unique) on the whole interval [r, +∞).

Proof. As we already have the local existence and uniqueness, it suffices to check that the
solution Xt cannot explode in a finite time (this impossibility will imply that the measures µt,
as the occupation measures of Xt, also stay in a compact domain for any bounded interval of
time).

Let us introduce the increasing sequence of stopping times τ0 = 0 and

τn := inf {t ≥ τn−1; |Xt| > n} .

In order to show that the solution never explodes, we use the comparison of Xt − ct with the
Ornstein-Uhlenbeck process (see §2.3). So, we have for the corresponding Ornstein-Uhlenbeck
process Z, that

|Xt∧τn − ct∧τn | ≤ |Zt∧τn |.
As Z does not explode in a finite time, letting n go to infinity, we conclude that Xt − ct does
not explode in a finite time. To conclude, one has to use the inequality (14):

|ċt| ≤
1

t

P (|Xt − ct|)
CW

≤ 1

t

P (|Zt|)
CW

.

Any trajectory of Z being bounded on any finite interval of time, the integral
∫ t

r
1
s

P (|Zs|)
CW

ds is

finite for any t ≥ 0. So, the process (Xt, t ≥ 0) does not explode in a finite time and there
exists a global strong solution. �

2.5. Singularity at t = 0. The last statement that we are going to prove in this paragraph
is that a solution to the equation (1) with any initial condition at t = 0 (where the equation
has a singularity) exists and is unique.

Proposition 2. For any x0 and almost every trajectory Bt of the Brownian motion a (con-
tinuous at t = 0) solution Xt to the equation (1) with the initial condition X0 = x0 exists on
all the interval [0, +∞) and is unique.

Proof. As Proposition 1 provides us global existence and uniqueness of solutions, starting from
any arbitrary positive moment r > 0, it suffices to check the existence and uniqueness on some
interval [0, δ). For the sake of simplicity of notation, suppose that x0 = 0.

Let δ1 > 0 be such that for all 0 ≤ t ≤ δ1, |Bt| ≤ 1
2

and δ1 sup|x|≤2 |∇W (x)| ≤ 1
3
. We work

on the trajectories, which are staying inside B1(0), the unit ball centered in x0 = 0. So, we
consider X· : [0, δ1) → B1(0), t 7→ Xt. Denote by µX

s the empirical measure of the process X.
Then, the application I : X 7→ X̃, such that

X̃t = Bt +

∫ t

0

∇W ∗ µX
s (X̃s)ds,
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is well-defined on this space, and X̃t also remains stuck in B1(0). Indeed, for any moment
t ≤ δ1, such that the solution X̃ is defined on [0, t] and stays in B1(0), we have

∣

∣

∣

∣

∫ t

0

∇W ∗ µX
s (X̃s) ds

∣

∣

∣

∣

=

∣

∣

∣

∣

∫ t

0

1

s

∫ s

0

∇W (X̃s − Xu) du ds

∣

∣

∣

∣

≤
∫ t

0

1

s

∫ s

0

sup
|x|≤2

|∇W (x)| du ds ≤ δ1 sup
|x|≤2

|∇W (x)| ≤ 1

3
.

Thus, if there existed a moment t0 ≤ δ1 such that |X̃t0 | ≥ 7/8 for the first time, then we would

see that |X̃t0 | ≤ 1/2 + 1/3, which would contradict the bound |X̃t0| ≥ 7/8. So, X̃ stays in
B1(0) for any 0 ≤ t ≤ δ1.

Let us now show that for δ < δ1 sufficiently small, the map I is a contraction on the space
of continuous maps X· from [0, δ] to B1(0) with X0 = 0. Indeed, consider now two trajectories
X(1) and X(2), realizing a coupling with the same Brownian motion, and their respective
images (by I) X̃(1) and X̃(2). Then, denoting by L the Lipschitz constant of ∇W on the
2-radius ball ; L := sup{||∇2W (x)||; |x| ≤ 2}, we have

|X̃(1)
t − X̃

(2)
t | =

∣

∣

∣

∣

∫ t

0

∇W ∗ µX(1)

s (X̃(1)
s )ds −

∫ t

0

∇W ∗ µX(2)

s (X̃(2)
s )ds

∣

∣

∣

∣

=

∣

∣

∣

∣

∫ t

0

1

s

∫ s

0

∇W (X̃(1)
s − X(1)

u ) −∇W (X̃(2)
s − X(2)

u ) du ds

∣

∣

∣

∣

≤
∫ t

0

1

s

∫ s

0

|∇W (X̃(1)
s − X(1)

u ) −∇W (X̃(2)
s − X(2)

u )| du ds

≤
∫ t

0

1

s

∫ s

0

L(|X̃(1)
s − X̃(2)

s | + |X(1)
u − X(2)

u |) du ds

≤ tL(||X̃(1) − X̃(2)||C([0,δ]) + ||X(1) − X(2)||C([0,δ])),

where ||X||C([0,δ]) is the norm of X on the space C([0, δ]). As t ≤ δ, we conclude that

||X̃(1) − X̃(2)||C([0,δ]) ≤ δ L(||X̃(1) − X̃(2)||C([0,δ]) + ||X(1) −X(2)||C([0,δ])). As soon as δ L < 1, we
have

||X̃(1) − X̃(2)||C([0,δ]) ≤
δ L

1 − δ L
||X(1) − X(2)||C([0,δ]).

We choose δ such that δ L < 1/3 and then I is a contraction, as stated, with Lip(I) ≤ 1/2.
So, we have obtained existence and uniqueness of the solution on [0, δ]. �

3. Flow µ̇ = Π(µ) − µ

From now on, we precise the hypotheses on the symmetric polynomial P . We suppose that
P ≥ 1, with coefficients greater than 1, of degree k, such that for all x, y ∈ Rd, we have
P (|x−y|) ≤ P (|x|)P (|y|). Indeed, we choose P (|x|) = A(1+ |x|k), where A is a constant large
enough.

3.1. Some useful measure spaces. As usual, we denote by M(Rd) the space of signed
(bounded) Borel measures on Rd and by P(Rd) its subspace of probability measures. We will
need the following measure space:

(16) M(Rd; P ) := {µ ∈ M(Rd);

∫

Rd

P (|y|) |µ|(dy) < ∞},
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where |µ| is the variation of µ (that is |µ| := µ++µ− with (µ+, µ−) the Hahn-Jordan decompo-
sition of µ: µ = µ+−µ−). Belonging to this space will enable us to always get the integrability
of P (and therefore of W , and its derivatives thanks to the domination condition (6)) with
respect to the (random) measures to be considered. We endow this space with the following
dual weighted supremum norm (or dual P -norm) defined for µ ∈ M(Rd; P ) by

(17) ||µ||P := sup
ϕ∈C(Rd);|ϕ|≤P

∣

∣

∣

∣

∫

Rd

ϕ dµ

∣

∣

∣

∣

=

∫

Rd

P (|y|) |µ|(dy).

We recall that P (|x|) ≥ 1, so that ‖µ‖P ≥ |µ(Rd)|. This norm naturally arises in the approach
to ergodic results for time-continuous Markov processes of Meyn & Tweedie [12]. It also makes
M(Rd; P ) a Banach space.
Next, we consider P(Rd; P ) := M(Rd; P ) ∩ P(Rd). We remark that both M(Rd; P ) and
P(Rd; P ) are non empty since they contain any probability measure with an exponential
decreasing density.

3.2. Local existence. We start with an easy result that will be used many times:

Lemma 3. For any µ ∈ M(Rd; P ), we have for all x ∈ Rd

|W ∗ µ(x)| ≤ ||µ||PP (|x|).
Proof. Straightforward thanks to the domination condition (6). �

Lemma 4. On the space M+,P of positive P -integrable measures, the center c is a continuous
function.

Proof. Let µ1, µ2 ∈ M+,P . Denoting by c1 (resp. c2) the center of µ1 (resp. µ2), we have

∇W ∗ µ2(c1) = ∇W ∗ µ1(c1) + ∇W ∗ (µ2 − µ1)(c1),

thus |∇W ∗ µ2(c1)| ≤ P (c1)||µ2 − µ1||P . Joining the points c1 and c2 by a line, recalling that
due to the uniform convexity of W , the second derivative of W ∗ µt along this line is at least
CWµ2(R

d) and noticing that ∇W ∗ µ2(c2) = 0, we obtain

�(18) |c2 − c1| ≤
P (|c1|)

CWµ2(Rd)
‖µ2 − µ1‖P .

To avoid the difficulties created by the fact that probability measures cannot be thought
as a “submanifold” of M(Rd, P ), we will pass to the integral interpretation of µ̇ = Π(µ) − µ.
For its study, for any κ > 0, we define

Pκ(R
d; P ) := {µ ∈ P(Rd; P ) ; ||µ||P =

∫

Rd

P (|x|)µ(dx) ≤ κ},

and consider on the space of probability measures P(Rd; P ) the integral equation

(19) Φt(µ) = e−tµ + e−t

∫ t

0

esΠ(Φs(µ)) ds.

We will prove the existence of the semiflow Φ : R+ × P(Rd; P ) → P(Rd; P ) defined by (19).
Since P(Rd; P ) is not a vector space, to prove the local existence of a solution, we will proceed
directly by approximation. The following lemma will be used afterwards in order to find a
good security cylinder.

Lemma 5. For any κ > 1, the application Π restricted to Pκ(R
d; P ) is bounded and Lipschitz.
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Proof. First, we need to show that µ 7→ Z(µ) is bounded from below. For µ ∈ Pκ(R
d; P ),

Lemma 3 asserts that W ∗ µ(x) ≤ κP (|x|). So we get:

Z(µ) =

∫

Rd

e−W∗µ(x)dx ≥
∫

Rd

e−κP (|x|)dx

and thus, using that W (x) ≥ CW |x|2/2, we have the following bound for Π(µ) (because

|x − y|2 ≥ |x|2/4 − |y|2 and so W ∗ µ(x) ≥ CW

2

(

|x|2
4

− κ
)

):

(20) ||Π(µ)||P ≤
(
∫

Rd

e−κP (|x|)dx

)−1 ∫

Rd

P (|x|)e−
CW
2

(|x|2/4−κ)dx =: Cκ.

Note that Π is C1 on P(Rd; P ) endowed with the strong topology. As the set of probability
measures has no interior points, we have to specify the meaning of C1: there exists a continuous
linear operator DΠ(µ) : M0(R

d; P ) → M0(R
d; P ), continuously depending on µ, such that

‖Π(µ′)−Π(µ)−DΠ(µ)(µ−µ′)‖P = O(‖µ−µ′‖P ) provided that µ′ ∈ P(Rd; P ) and µ′ converges
toward µ. Indeed, it is easy to see that

DΠ(µ) · ν := −(W ∗ ν)Π(µ) − DZ(µ) · ν
Z(µ)2

e−W∗µ

= −(W ∗ ν)Π(µ) +

∫

Rd

W ∗ ν(y)
e−W∗µ(y)

Z(µ)
dy

e−W∗µ

Z(µ)

= −
(

W ∗ ν −
∫

Rd

W ∗ ν(y)Π(µ)(dy)

)

Π(µ).(21)

Now, note that the norms ‖DΠ‖ are uniformly bounded for µ ∈ Pκ(R
d; P ) (for any given κ).

Indeed, fix ν ∈ M0(R
d; P ). Since |W ∗ ν(x)| ≤ ||ν||PP (|x|), we find that

‖DΠ(µ) · ν‖P ≤ (1 + Cκ)‖ν‖P

∫

Rd

P 2(|x|)Π(µ)(dx).

But for µ ∈ Pκ(R
d; P ), the same computation used for the bound of Π(µ) enables to control

the last integral. Hence, we get a bound (call it C ′
κ) on the norm of the differential. Thus, Π

is Lipschitz as stated. �

Proposition 3. For all µ ∈ P(Rd; P ) the ODE has a local solution. This defines a C1

semiflow Φ for the strong topology.

Proof. Let µ belong to Pκ(R
d; P ) where we choose κ > 2‖µ‖P . We introduce the classic Picard

approximation scheme:
{

µ
(0)
t := µ,

µ
(n)
t := e−tµ +

∫ t

0
es−t Π(µ

(n−1)
s )ds.

We set ε small enough such that ||µ||P + (1 − e−ε)Cκ ≤ κ and (1 − e−ε)C ′
κ < 1 where both

constants were defined in Lemma 5. Then, for all n, µ
(n)
t is defined and belongs to Pκ(R

d; P ),
which makes [0, ε) ×Pκ(R

d; P ) a good security cylinder. We have, for t < ε,

||µ(n+1)
t − µ

(n)
t ||P ≤ (1 − e−ε)C ′

κ sup
t<ε

||µ(n)
t − µ

(n−1)
t ||P .

Now the series with general term supt<ε ||µ(n+1)
t − µ

(n)
t ||P converges and thus the sequence of

functions µ(n) is Cauchy for the topology of uniform convergence. Since P(Rd; P ) is complete,
we have successfully built a solution on [0, ε). It remains to show that the semiflow is smooth.
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We have seen that the map Π is C1 for the strong topology. By induction, every Picard

approximation µ 7→ µ
(n)
t is C1 and it is enough to take the limit uniformly in µ on Pκ(R

d; P )
to conclude. �

3.3. Invariant sets, global existence and estimates. Throughout this section, µt and ct

respectively stand for the solution to the deterministic equation

(22) µ̇ = Π(µ) − µ

and its center, and not for the ones of the SDE considered previously.
To prove the global existence of the flow, we will proceed as follows. First, we prove

that the probability measure Π(µ) is exponentially decreasing when one goes away from the
center cµ: for any R > 0, Π(µ){|x − cµ| ≥ R} ≤ ae−bR for some uniform constants a and b.
This implies a uniform bound on the velocity of drift of the center: |ċt| ≤ vc, where vc is a
uniform constant. Joined together, these two statements allow us to conclude that the set of
exponentially decreasing (with respect to their centers) measures is positively invariant (see
the definition below).

Definition 2. A subset A of P(Rd; P ) is positively invariant2 for Φ provided Φt(A) ⊂ A for
all t ≥ 0.

3.3.1. Deterministic center-drift estimates. Prove now the exponential decrease for Π(µ).

Proposition 4. There exists a positive constant C such that for all µ ∈ P(R; P ), for all
R > 0, we have Π(µ)(|x − cµ| ≥ R) ≤ Ce−CW R.

Proof. Note first, that imposing a condition C ≥ e2CW , we can restrict ourselves only on R ≥ 2:
for R < 2, the estimate is trivial. The measure Π(µ) has the density 1

Z(µ)
e−W∗µ(x). To avoid

working with the normalization constant Z(µ), we will prove a stronger inequality, that is

Π(µ)(|x− cµ| ≥ R) ≤ Ce−CW R · Π(µ)(|x− cµ| ≤ 2),

which is equivalent to
∫

|x−cµ|≥R

e−W∗µ(x)dx ≤ Ce−CW R

∫

|x−cµ|≤2

e−W∗µ(x)dx.

Pass to the polar coordinates, centered at the center cµ: we want to prove that
∫

Sd−1

∫ ∞

R

e−W∗µ(cµ+λv)λd−1dλdv ≤ Ce−CW R

∫

Sd−1

∫ 2

0

e−W∗µ(cµ+λv)λd−1dλdv.

It suffices to prove such an inequality “directionwise”: for all v ∈ Sd−1, for all R ≥ 2
∫ ∞

R

e−W∗µ(cµ+λv)λd−1dλ ≤ Ce−CW R

∫ 2

0

e−W∗µ(cµ+λv)λd−1dλ.

But from the uniform convexity of W and the definition of the center, the function f(λ) =
W ∗ µ(cµ + λv) satisfies f ′(0) = 0 and ∀r > 0, f ′′(r) ≥ CW . Hence, f is monotone increasing
on [0,∞), in particular,

(23)

∫ 2

0

e−f(λ)λd−1dλ ≥ e−f(2)

∫ 2

0

λd−1dλ =: C1e
−f(2).

2Throughout this paper, the word “invariant” will mean only “positively invariant”. We will never launch
trajectories of Φt in the past.
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On the other hand, for all λ ≥ 2, f ′(λ) ≥ f ′(2) ≥ 2CW , and thus f(λ) ≥ 2CW (λ − 2) + f(2).
Hence,
(24)
∫ ∞

R

e−f(λ)λd−1dλ ≤ e−f(2)

∫ ∞

R

λd−1e−2CW (λ−2)dλ ≤ C2R
d−1e−2CW R · e−f(2) ≤ C3e

−CW R · e−f(2).

Comparing (23) and (24), we obtain the desired exponential decrease. �

Consider now an arbitrary µ ∈ P(Rd; P ). There exists a unique (maybe local) solution µt

to (22) with µ0 = µ. Then, an easy application of Implicit Function Theorem implies that the
center ct is differentiable, and that

ċt = −(∇2W ∗ µt(ct))
−1 (∇W ∗ Π(µt)(ct)) .

This speed depends on the measure µt only. Thus, we can define the following function ϕ on
P(Rd; P ):

(25) ϕ(µ) := −(∇2W ∗ µ(cµ))
−1 (∇W ∗ Π(µ)(cµ)) .

Proposition 5. The function ϕ is bounded on P(Rd; P ): there exists vc such that for all
µ ∈ P(Rd; P ), we have |ϕ(µ)| ≤ vc.

Proof. The norm of the matrix (∇2W ∗ µ)−1 does not exceed 1/CW , so it suffices to prove the
boundedness for |∇W ∗ Π(µ)(cµ)|. Now,

|∇W ∗ Π(µ)(cµ)| ≤
∫

Rd

|∇W (x − cµ)|Π(µ)(dx) ≤
∫

Rd

P (|x− cµ|)Π(µ)(dx)

=

∫ ∞

0

P (λ) d (Π(µ){|x − cµ| ≤ λ})(26)

≤
∫ ∞

0

P (λ) d
(

1 − Ce−CW λ
)

= CCW

∫ ∞

0

P (λ)e−CW λdλ < ∞,

where the last inequality (26) follows from Proposition 4. The obtained upper bound concludes
the proof. �

Proposition 6. There exists κ0, such that for all κ ≥ κ0, the set {µ; µc ∈ Pκ(R
d; P )} is

invariant by the flow Φ.

Proof. Consider the quantity ‖µc
t‖P . We have ∂

∂t
‖µc

t‖P = ∂
∂t

∫

Rd P (|x − ct|)dµt(x). Remark
that for all ε > 0, there exists R > 0 such that P ′(r) ≤ εP (r) for all r ≥ R. As µ̇ = Π(µ)−µ,
so that

∂

∂t
‖µc

t‖P =

∫

Rd

P ′(|x − ct|)
(

x − ct

|x − ct|
, ċt

)

µt(dx) +

∫

Rd

P (|x − ct|) (Π(µt) − µt) (dx)

≤ ε

∫

|x−ct|≥R

P (|x− ct|)vc µt(dx) +

∫

|x−ct|≤R

P ′(|x − ct|)vc µt(dx)

+

∫

Rd

P (|x− ct|) Π(µt)(dx) −
∫

Rd

P (|x− ct|) µt(dx).
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By Proposition 4, the integral
∫

Rd P (|x− ct|)Π(µt)(dx) is bounded by a positive constant CP .
So, we get the inequality

∂

∂t
‖µc

t‖P ≤ ε

∫

|x−ct|≥R

P (|x − ct|)vcµt(dx) + P ′(R)vc + CP −
∫

Rd

P (|x− ct|) µt(dx)

≤ CP − (1 − ε)‖µc
t‖P .

In particular, ∂
∂t
‖µc

t‖P is negative once ‖µc
t‖P ≥ 2CP . Thus, applying Gronwall’s lemma, for

all κ ≥ 2CP , the set Pκ(R
d; P ) is positively invariant for the flow. �

Now, we can conclude this paragraph with the following

Theorem 5 (of global existence). For all µ ∈ P(Rd; P ), the solution to the flow generated by
µ̇ = Π(µ) − µ with the initial condition µ0 = µ exists for any t ≥ 0.

Proof. As ‖µ‖P < ∞, the measure µc belongs to some Pκ(R
d; P ). Without any loss of gen-

erality, we can suppose κ ≥ κ0 (where κ0 has been defined in Proposition 6). On the other
hand, due to the boundedness and the Lipschitz condition on Π (see Lemma 5), the time for
which the existence of solutions is guaranteed, is uniform over Pκ(R

d; P ) and hence, due to
the translation-invariance of µc, for all {µ; µc ∈ Pκ(R

d; P )}. Finally, the positive invariance
for Φ of {µ; µc ∈ Pκ(R

d; P )}, guaranteed by Proposition 6, allows to make such steps further
and further, justifying the global existence of the solution. �

3.3.2. A new metric: TP -metric. The strong norm that we have used previously is well-adapted
to the proof of existence of solutions by the standard Cauchy-Lipschitz type arguments. How-
ever, its use has some drawbacks: the centering map µ 7→ µc is not continuous, radius one
ball is not compact, etc. On the other hand, for a measure µ, the corresponding probability
measure Π(µ) is defined using the convolution W ∗ µ. So, it would be rather natural to use
a distance, looking like the one for the weak* topology, but allowing to control W ∗ µ for our
unbounded function W . This motivates the following

Definition 3. For µ1, µ2 ∈ P(Rd; P ), we define the P -translation distance between them as

TP (µ1, µ2) := inf

{
∫ ∫ 1

0

P (|f(s, ω)|)|f ′
s(s, ω)| dsdP

}

,

where the infimum is taken over the maps f : [0, 1] × Ω → R, such that {law of f(0, ·)} = µ1,
and {law of f(1, ·)} = µ2.

Remark 4. In one dimension, we have the equivalent definition (the equivalence is left to the
reader):

TP (µ1, µ2) :=

∫

R

P (|x|)|Fµ1(x) − Fµ2(x)| dx,

where Fµ(x) = µ((−∞, x]) is the cumulative distribution function of µ.

It is clear from the definition that TP is a distance; and also taking into account that
|P ′| ≤ P , one easily has

(27) ‖µ2‖P ≤ ‖µ1‖P + TP (µ1, µ2).

Thus, the set P(Rd; P ) is TP -complete. Indeed, a Cauchy sequence (µn) will have a weak limit
µ and it is easy to check that ‖µ‖P = lim

n→∞
‖µn‖P < ∞. So, µ ∈ P(Rd; P ). Now, we are going

to estimate the deviance of trajectories in terms of TP -metric. This will be usefull in Section
5.
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Lemma 6. 1) The map c is Lipschitz in the sense of TP -metric:

|c(µ1) − c(µ2)| ≤
1

CW

min(P (|c(µ1)|), P (|c(µ2)|)) · TP (µ1, µ2);

2) There exists C > 0 such that for all r ∈ Rd, TP (µ, µ(·+ r)) ≤ C|r|dP (|r|)‖µ‖P ;
3)

TP (µ(· + r), ν(· + r)) ≤ sup
x≥0

P (x + |r|)
P (x)

TP (µ, ν) ≤
{

C|r|TP (µ, ν), |r| ≤ 1

P (|r|)TP (µ, ν), ∀|r|;
4) µcPκ(R

d; P ) → Pκ(R
d; P ) is TP -Lipschitz.

Proof. 1) See the proof of Lemma 4.
2) We have by definition of TP that

TP (µ, µ(· + r)) ≤
∫

Rd

P (|x|)
∫

|y−x|≤|r|
µ(dy)dx.

By Fubini’s theorem, we find a upper bound for the latter:
∫

Rd

∫

|y−x|≤|r| P (|x|)dxµ(dy). As

P (|x|) ≤ P (|x − y|)P (|y|), we deduce that

TP (µ, µ(· + r)) ≤ P (|r|)
∫

Rd

∫

|y−x|≤|r|
dxP (|y|)µ(dy) ≤ C|r|dP (|r|)‖µ‖P .

3) It results from a change of variable in the definition of TP . In dimension one, we see that

TP (µ(·+ r), ν(·+ r)) ≤
∫

P (|x− r|)
P (|x|) P (|x|)|µ(−∞, x)−ν(−∞, x)|dx ≤ sup

x≥0

P (x + r)

P (x)
TP (µ, ν).

In dimension d ≥ 1, one uses also the definition of TP and we see that
∫ 1

0

∫

P (|sx + (1 − s)y|)µ(x + r)ν(y + r)dxdyds ≤ sup
x,y∈Rd

P (|sx + (1 − s)y − r|)
P (|sx + (1 − s)y|) TP (µ, ν)

≤ sup
x≥0

P (x + |r|)
P (x)

TP (µ, ν).

4) Suppose that µ, ν ∈ Pκ(R
d; P ). Then, by the preceeding points, we have

TP (µ(· + cµ), ν(· + cν)) ≤ TP (µ(· + cµ), ν(· + cµ)) + TP (ν(· + cµ), ν(· + cν))

≤ P (|cµ|)TP (µ, ν) + C|cµ − cν |dP (|cµ − cν |)||ν||P
≤ P (|cµ|)TP (µ, ν)

+ Cκ|cµ − cν |d−1P (|cµ − cν |)
1

CW
min(P (|cµ|), P (|cν|))TP (µ, ν).

Remark that, as µ, ν ∈ Pκ(R
d; P ), there exists a positive constant C(κ) such that

P (|cµ|)
(

1 + Cκ|cµ − cν |d−1P (|cµ − cν |)
1

CW

)

≤ C(κ)

and thus
TP (µ(· + cµ), ν(· + cν)) ≤ C(κ)TP (µ, ν). �

Proposition 7. For all κ ≥ κ0, there exist β, C > 0 such that if µ0, ν0 ∈ Pκ(R
d; P ), then

TP ((µt)
c, (νt)

c) ≤ CeβtTP (µ0, ν0).
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Proof. First, by Lemma 6, there exists C(κ) such that TP ((µt)
c, (νt)

c) ≤ C(κ)TP (µt, νt). Let
us now prove the upper bound for TP (µt, νt).

Recall that |∂tc(µt)| ≤ vc and |∂tc(νt)| ≤ vc and hence for all t ≥ 0:

|c(µt)| ≤ |c(µ0)| + tvc and |c(νt)| ≤ |c(ν0)| + tvc.

Now let us estimate the norms ‖µt‖P and ‖νt‖P . Actually, for any measure η ∈ Pκ(R
d; P ),

one has ‖Π(η)‖P ≤ CP (c(η)). Thus,

‖µt‖P ≤ e−t‖µ0‖P +

∫ t

0

e−(t−s)‖Π(µs)‖P ds ≤ max (‖µ0‖P , CP (|c(µ0)| + tvc)) .

Consider now the distance TP (Π(µt), Π(µs)). Note first, that the normalization constants
Z(µt), Z(νt) can be estimated using the norms ‖µt‖P , ‖νt‖P and that the difference between
them can be estimated with the help of TP . Recall that

W ∗ µ(x) − W ∗ µ(cµ) =

∫ 1

0

(∇W ∗ µ(t(x − cµ) + cµ), x − cµ) dt

≤ P (|cµ| + 1)‖µ‖P |x − cµ| =: β|x − cµ|,
and thus

Z(µ) =

∫

Rd

e−W∗µ(x)dx ≥ e−W∗µ(cµ)

∫

|x−cµ|≤1

e−(W∗µ(x)−W∗µ(cµ))dx

≥ e−W∗µ(cµ)

∫

|x|≤1

e−β|x|dx = e−W∗µ(cµ)1 − e−β

β
.

So, we have some estimates on Z(µt) and Z(νt) in terms of ‖µt‖P and ‖νt‖P , which are in
their turn already estimated. On the other hand, for x ∈ R

d we have up to a multiplicative
constant

|W ∗ µ(x) − W ∗ ν(x)| ≤ P (|x|)TP (µ, ν).

It implies that

(28)
∣

∣e−W∗µ(x) − e−W∗ν(x)
∣

∣ ≤
∣

∣1 − e−P (|x|)TP (µ,ν)
∣

∣ e−min(W∗µ(x),W∗ν(x)).

Finally, W ∗ µ(x) ≥ CW

2
|x − cµ|2 (and the same estimate holds for ν). Thus, outside a

large interval, the second term in (28) can be estimated from above. This provides us with
(some) upper bound on TP (Π(µ), Π(ν)) in terms of TP (µ, ν) and ‖µ‖P , ‖ν‖P . Solving the
corresponding differential equation (22) and noting that ∂tTP (µt, νt) ≤ TP (Π(µt), Π(νt)) −
TP (µt, νt), we obtain a upper bound on TP (µt, νt). Remark, however, that we need a smooth
at 0 differential equation. So the radius for “cutting off” to estimate the difference |Π(µ)(x)−
Π(ν)(x)| is chosen uniformly in t ∈ [0, 1]. �

4. Free energy functional

Let us now pass to the physical interpretation of the flow µ̇ = Π(µ) − µ. Namely, let us
introduce the free energy functional.

Consider a drifted Brownian motion. Let an absolutely continuous probability measure
µ = µ(x)dx be given (by an abuse of notation, we denote the measure and its density by
the same letter). We can imagine µ(x) as the density of a gas, particles of which implement
the Brownian motion

√
2dBt, as well as interact with the potential W (x − y) in presence

of an exterior potential V . Under the (maybe zero) confinement potential V and with the
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self-interaction potential W , one defines the free energy of µ as the sum of its “entropy” and
“potential energy”:

(29) FV,W (µ) :=

∫

Rd

µ(x) log µ(x) dx +

∫

Rd

V (x)µ(x) dx +
1

2

∫

Rd

∫

Rd

µ(x)W (x− y)µ(y) dx dy.

It will play an important role as it will prove to be a Lyapunov function for the flow induced
by the dynamical system (22).

In the cases of absence of confinement or interaction, the free energy reduces respectively
to

(30) F(µ) :=

∫

Rd

µ(x) log µ(x) dx +
1

2

∫

Rd

∫

Rd

µ(x)W (x − y)µ(y) dx dy,

and to

(31) FV (µ) :=

∫

Rd

µ(x) log µ(x) dx +

∫

Rd

V (x)µ(x) dx.

Let us compute the first derivative of FV , which we will use later. Actually, denote by DFV

its differential function. Let µ ∈ P(Rd; P ) have a density with respect to the Lebesgue measure
and ν ∈ M0(R

d; P ). We remind that the differential function is given by the following

DFV (µ) · ν =

∫

Rd

ν(x) log µ(x) dx +

∫

Rd

V (x)ν(x) dx.(32)

4.1. Fixed point and Lyapunov function. A general physical principle says that in the
absence of any energy flow from outside the system, “the free energy decreases and converges
to its minimum”. In our case, this principle is justified by the following statements:

Lemma 7. For any potential V , the probability measure Z−1e−V is the unique (and thus
global) minimum of FV .

Proof. We see that FV is a strictly convex function, as the function p log p is. It then admits
a unique global minimum. Indeed, we get for all ν ∈ M0(R

d; P ), that

DFV (Z−1e−V ) · ν =

∫

Rd

log(Z−1e−V (x))ν(dx) +

∫

Rd

V (x)ν(dx) = −
∫

Rd

log(Z)ν(dx) ≡ 0. �

Corollary 1. Π(µ) provides the unique (global) minimum of FW∗µ.

Indeed, we have the following

Proposition 8. The function F is a “Lyapunov function” on its domain of definition

Proof. Note by H(µ) :=
∫

Rd µ(x) log µ(x) dx the “entropy” part of µ. Then H(µ) is convex as
the function ρ log ρ is. Thus, if µ̇t = −µt + Π(µt),

(33)
d

dt
H(µt) ≥ −H(µt) + H(Π(µt)).

On the other hand, for the interaction part, we have an exact equality:

d

dt

(

1

2

∫

Rd

∫

Rd

W (x − y)µt(x)µt(y) dxdy

)

= −
∫

Rd

∫

Rd

W (x − y)µt(x)µt(y) dxdy

+

∫

Rd

∫

Rd

W (x − y)µt(x)Π(µt)(y) dxdy.(34)
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Adding (33) and (34) together, we obtain

(35)
d

dt
F(µt) ≥ −FW∗µt(µt) + FW∗µt(Π(µt)).

On the other hand, Lemma 7 states that Π(µ) is the (unique) minimum of the function
Φµ(·) := FW∗µ(·). So, we have d

dt
F(µt) ≤ 0 and the equality holds if and only if µ = Π(µ),

that is if and only if µ = ρ∞. �

Proposition 9. The fixed point of Π exists, is unique up to a translation, and it is the unique
(up to a translation) global minimum of F .

Proof. McCann [11] has proven that, assuming the strict convexity of W , F admits a unique
(global) minimum.

Note that, contrary to the case of Lemma 7, the function F is not convex in the usual
sense, due to the presence of the self-interaction energy part. An amazing fact, discovered
by McCann, is that however F is a displacement convex function. More precisely, given two
probability measures µ1, µ2, one can consider the interpolating path (ρs)0≤s≤1 between them,
minimizing the Wasserstein distance. Then, the map s 7→ F(ρs) is convex.

Proposition 8 and equation (32) imply that DF(µ) ·ν = 0 for all ν ∈ M0(R
d; P ) if and only

if µ = Π(µ), meaning that µ = Π(µ) is a minimum for F . So, we get

(36) 0 ≥ F(Π(µ)) −F(µ) ≥ DF(µ) · (Π(µ) − µ) .

By displacement convexity, such a point is unique. �

In the light of Corollary 1, we can interpret the flow µ̇ = Π(µ)−µ on M+,P in the following
way. A long tube is filled with W -interacting gas, separated in a plenty of very small cells.
It is distributed with respect to the measure µ. Each unit of time, small parts (of proportion
ε) of gas in these cells are separated, allowed to travel along the tube, and are proposed to
equilibrate in the potential generated. This part of all the gas being small, its auto-interaction
is neglectable, thus restricting us to the field V := W ∗ µ, generated by the major part of
the particles, that stay fixed to their cells. The small part is then equilibrated to its weight
ε times Π(µ). Then, it is separated again by the cells, thus the distribution after such step
becomes

(1 − ε)µ + εΠ(µ) = µ + ε(Π(µ) − µ).

On the other hand, this procedure does not require any work (in the physical sense!) to be
done: the only actions are opening and closing the doors.

. . . . . .

Figure 1. Gas: phase “separation”

So, due to the general principle, the free energy of the system F(µ) should decrease. Indeed,
F is a Lyapunov function for the system µ̇ = Π(µ) − µ when it is defined. Though, it is
defined only for measures that are absolutely continuous with respect to the Lebesgue measure
(otherwise, F(µ) = +∞).
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. . . . . .

Figure 2. Gas: phase “re-distribution”

Remark 5. A tedious computation permits to show that the function F ◦ Π is a general
Lyapunov function for the system µ̇ = Π(µ)−µ. Though, we must confess that we do not see
any physical meaning behind the decrease of this function.

4.2. Convergence speed estimates.

4.2.1. Absolutely continuous probability measures. Assume that an absolutely continuous prob-
ability measure µ0 belongs to a given set Kα,C2 . First, we need an estimate on the speed of con-
vergence of the centered measure µc

t toward ρ∞. As F(µ) obtains its minimal values exactly at
the points of a form ρ∞(x+c∞)dx, it is natural to use the difference F(µ|ρ∞) := F(µ)−F(ρ∞)
as a kind of a “distance” from µc to the set ρ∞. Indeed, it was shown in [6] that

(37) W 2
2 (µ(· + µ̄), ρ∞) ≤ 2

CW
F(µ, ρ∞),

where W 2
2 stands for the Wasserstein distance, and µ(· + µ̄) is the mean-centered translation

of µ: we denote µ̄ :=
∫

Rd xµ(x) dx.
We will now prove the following:

Proposition 10. For any absolutely continuous µ0 ∈ Kα,C2 of finite energy, there exists a

constant C > 0 such that F(µc
t |ρ∞) ≤ Ce−a k+1√t, where k is the degree of the polynomial P

and C can be chosen uniformly over the set {F(µ0) ≤ A} (for any fixed A).

Proof. Recall that Π(µ) is the unique minimum of Φµ = FW∗µ and (35). So, to estimate the
speed of decrease of F(ρ|ρ∞) := F(ρ)−F(ρ∞), one should estimate the difference Φµt(Π(µt))−
Φµt(µt). Now, remark that

Φµ(ρ) =

∫

ρ log ρ +

∫ ∫

W (x − y)µ(dx)ρ(dy)

=

∫

ρ log ρ +
1

2

∫ ∫

W (x − y)ρ(dx)ρ(dy)

− 1

2

∫ ∫

W (x − y)(ρ − µ)(dx)(ρ − µ)(dy) +
1

2

∫ ∫

W (x − y)µ(dx)µ(dy)

=: F(ρ) − 1

2

∫ ∫

W (x − y)(ρ− µ)(dx)(ρ − µ)(dy) + C(µ).

On the other hand, Π(µ) is the minimum of Φµ(ρ). So, for any ρ, one has

Φµ(Π(µ))−Φµ(µ) ≤ Φµ(ρ)−Φµ(µ) = F(ρ)−F(µ)− 1

2

∫ ∫

W (x− y)(ρ−µ)(dx)(ρ−µ)(dy).
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Recall now, that F is a displacement convex functional. Hence, if we denote by νs, 0 ≤ s ≤ 1,
the quadratic Wasserstein optimal W2-transport measure from ν0 = µ to ν1 = ρ∞, one obtains

F(νs|ρ∞) ≤ (1 − s)F(µ|ρ∞)

and thus

Φµ(νs) − Φµ(µ) ≤ −sF(µ|ρ∞) − 1

2

∫ ∫

W (x − y)(νs − µ)(dx)(νs − µ)(dy).

Let us now estimate the second right hand term of the inequality, namely −1
2

∫ ∫

W (x −
y)(νs − µ)(dx)(νs − µ)(dy). Indeed, let ξ0, ξ1 be two random variables providing the optimal
transport, in the meaning ξs := sξ1 + (1 − s)ξ0, between the law of ξ0, that is ν0 = µ, and
the law of ξ1, that is ν1 = ρ∞. Let (ηs, 0 ≤ s ≤ 1) be an independent copy of (ξs, 0 ≤ s ≤ 1).
Then,

∫ ∫

W (x − y)(νs − µ)(dx)(νs − µ)(dy) =

= E [W (ξ0 − η0) − W (ξs − η0) − W (ξ0 − ηs) + W (ξs − ηs)] .

For any fixed L, we can divide this expectation into two parts: the one corresponding to
max

i,j∈{0,1}
(|ξi|, |ηj|) > L and the one with |ξi|, |ηi| ≤ L for i = 0, 1. We also remind that νi ∈ Kα,C2

for i = 0, 1 and that P controls W as well as its first and second derivatives. So, there exists
a positive constant C̃ such that

|E [W (ξ0 − η0) − W (ξs − η0) − W (ξ0 − ηs) + W (ξs − ηs)]|

≤
∣

∣

∣

∣

∣

E [W (ξ0 − η0) − W (ξs − η0) − W (ξ0 − ηs) + W (ξs − ηs)] 1

max
i,j∈{0,1}

(|ξi|,|ηj|)≤L

ff

∣

∣

∣

∣

∣

+

∫ ∞

L

W (2l) dFmax(ξ0,ξ1,η0,η1)(l)

≤ E

[

max
|x|≤4L

P (|x|)|ξ0 − ξs||η0 − ηs|1

max
i,j∈{0,1}

(|ξi|,|ηj |)≤L

ff

]

+ 4

∫ ∞

L

P (2l) d(1 − C2e
−αl)4

≤ s2P (4L)W 2
2 (ν0, ν1) + C̃P (2L)e−αL.

So, using the already mentioned comparison W 2
2 (µ, ρ∞) ≤ 2

CW
F(µ|ρ∞) (see [6]), we have

Φµ(νs) − Φµ(µ) ≤ −sF(µ|ρ∞) + s2P (4L)W 2
2 (µ, ρ∞) + C̃P (2L)e−αL

≤ −sF(µ|ρ∞) +
2

CW

s2P (4L)F(µ|ρ∞) + C̃P (2L)e−αL.

Choose now L and s in such a way that the last two terms become sufficiently smaller then the
first one. Provided that F is small enough, take L = 2

α
| logF(µ|ρ∞)| and s = CW

4P (4L)
. Then

there exists a positive constant C ′′ (depending on CW , α) such that

(38) − s +
2

CW

s2P (4L) = −s/2 ≤ − C ′′

| logF(µ|ρ∞)|k
and because x log x goes to zero as x does, we have

P (2L)e−αL = F(µ|ρ∞)2P

(

4

α
| logF(µ|ρ∞)|

)

≤ C ′′

2| logF(µ|ρ∞)|kF(µ|ρ∞).
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Remark, that for any probability measure γ, we have ∂γ−µF(·|ρ∞)|µ ≤ Φµ(γ)−Φµ(µ). Taking
these last inequalities together, we find

d

dt
F(µt|ρ∞) ≤ − C ′′

2| logF(µt|ρ∞)|kF(µt|ρ∞).

Solving the equation ż = − C
| log z|k z, we obtain log z = −((k + 1)C(t − e))1/(k+1). Thus,

Gronwall’s Lemma implies that there exists a constant a such that

F(µc
t |ρ∞) ≤ e−a k+1√tF(µ0|ρ∞)

provided that F(µ0|ρ∞) is sufficiently small. �

Remark 6. We have proved the result only for F(µ0|ρ∞) sufficiently small. Indeed, when
this quantity is not small, then we also get the desired result because the interaction part
∫ ∫

W (x − y)ρ(x)ρ(y) is bounded and the only part we need to control is
∫

ρ log ρ. As we
consider only exponentially-decreasing probability measures, the decrease of the free energy
F is immediately exponential.

4.2.2. Non-absolutely continuous probability measures. The preceeding arguments have shown
that the trajectories of µ̇t = Π(µt)− µt tend to an equilibrium ρ∞(x)dx, using that F(µc

t |ρ∞)

and thus W 2
2 (µc

t , ρ∞) are decreasing as e−a k+1√t. Unfortunately, the entropy of a general mea-
sure with a singular part is ill-defined, since it equals the infinity. However, we will need the
estimates on a distance (in one of the senses, in fact TP ) from µc

t to ρ∞ that are valid for
non-absolutely continuous µ. Indeed, initial measures we are going to consider are occupation
measures (that are singular for d ≥ 2 and that are difficult to control for d = 1). To do this,
prove the following

Lemma 8. Let µc
0 be exponentially decreasing, then TP (µc

t , ρ∞) = O
(

e−a k+1√t
)

.

Proof. Take µ̃0 := µ0 ∗1[−h/2,h/2], where h is small and will be chosen later. Then, we get that
TP (µ0, µ̃0) ≤ ah due to the exponential-decrease estimates. On the other hand, the density
of µ̃0 never exceeds 1/h, so its entropy is not greater than | log h|. Given that, the potential
energy is bounded due to the exponential-decrease and there exists a universal constant C
such that we have

F(µ̃c
0|ρ∞) ≤ | log h| + C.

Due to Remark 6, F(µ̃c
t |ρ∞) decreases exponentially while it is greater than one, and decreases

as e−at1/(k+1)
when it is smaller. So, let t1 ≡ log | log h| ; for t ≤ t1, the value F(µ̃c

t |ρ∞) will

reach 1, and afterwards, it will decrease as e−a(t−t1)1/(k+1)
, what implies the same estimate on

W 2
2 (µ̃c

t , ρ∞), and thus3 on TP (µ̃c
t , ρ∞) (in a way we have already used to compare the potential

part and W2 in Proposition 10). On the other hand, Π(µ) is TP -Lipschitz. So, applying
Gronwall’s lemma, the distance TP (µ̃c

t , µ
c
t) can grow at most exponentially. Finally, we see

TP (µc
t , ρ∞) ≤ TP (µc

t , µ̃
c
t) + TP (µ̃c

t , ρ∞) ≤ eLip(Π)th + e−a(t−t1)1/(k+1)

.

Remark that we choose a new h for each t. Taking h = h(t) ∼ e−2Lip(Π)t, we have the first term
exponentially small in t while t1 ∼ log | log h| ∼ log t. So, once again, changing the constant,

we have a decrease estimated as e−at1/(k+1)
. �

Remark 7. The preceeding result is uniform in µc
0, for µc

0 belonging to a compact set (for the
TP -topology) of exponentially decreasing measures.

3with logarithms, which can be “consumed” by changing the constant a



ERGODICITY OF SELF-ATTRACTING MOTION 23

4.3. Non-symmetric counter-example. When the interaction function is quadratic, we
can express X in terms of a Brownian martingale added to a deterministic part. Consider a
non-symmetric interaction potential W (x) = 1

2
(x − 1)2, so that the system becomes:

{

dXt =
(

−Xt + 1
1+t

Yt

)

dt + d(Bt + t); X0 = 0
dYt = Xt dt; Y0 = 0

Solving the corresponding homogeneous system and using a constant variation permits to get
that the solution to the SDE (2) with the potential W (x) := 1

2
(x − 1)2 is given explicitely by

Xt = X0 +

∫ t

0

[1 − (1 + s)es(F (t) − F (s))] d(Bs + s)

and the empirical mean process reads

µt :=
1

t

∫ t

0

Xs ds = X0 +

∫ t

0

[

1 − (1 + s)es

(

F (t) − F (s) +
1

1 + t
e−t

)]

d(Bs + s)(39)

where F (t) =
∫ t

0
e−s ds

1+s
.

These expressions enable us to show that the variables ct := µt and Xt diverge almost surely.
Indeed, to prove that, we only need to put the following asymptotic development of F in (39):

F (t) = F (∞) − 1

1 + t
e−t +

1

(1 + t)2
e−t + o

(

e−t

t2

)

.

So the deterministic part of µt diverges and we conclude.

Remark 8. Even in that case, we manage to prove that the process (Xt − µ̄t, t ≥ 0) is ergodic,
meaning that a.s. the centered-measure µc

t converges (weakly) to a Gaussian variable, but it
is false that µt itself converges (because ct does not).

5. Proof of Theorem 3

5.1. Exponential decrease estimates. We shall now estimate the behaviour of the centered
measures µc

t . First, we need one easy lemma.

Lemma 9. Let Z be an Ornstein-Uhlenbeck process. Then, there exist C1, C2 > 0, such that
for almost any trajectory Zt, one has almost surely

∃T : ∀t ≥ T, ∀r > 0
1

t
|{s ≤ t : |Zs| > r}| < C1e

−C2r.

Proof. The limit-quotient theorem implies that a.s. the empirical measure of the Ornstein-
Uhlenbeck process Z converges weakly to the Gaussian probability measure γOU (that is

e−CW |x|2/2). Moreover, there exist C, C ′ > 0 such that, for all r > 0,
∫

|x|>r
γOU(x)dx ≤ Ce−C′r.

Consequently, there exist C1, C2 > 0 and T such that for all t ≥ T , for all r > 0,

1

t
|{s ≤ t : |Zs| > r}| < C1e

−C2r. �

The main result of this subsection is the following

Proposition 11. There exist two constants C1, C2 > 0 such that a.s. at any sufficiently large
moment of time, the following estimate of exponential decrease holds:

µc
t({y : |y| ≥ r}) ≤ C1e

−C2r.
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Proof. First, let us estimate the drift of the center. Namely, we know that

ċt =
1

t

(

∇2W ∗ µt(ct)
)−1 ∇W (Xt − ct),

and thus, in the view of Lemma 1, (up to a multiplicative constant)

|ċt| ≤
1

tCW

P (|Xt − ct|) ≤
1

tCW

P (|Zt|)

for the corresponding Ornstein-Uhlenbeck trajectory Zt.
On the other hand, Z is a Harris recurrent process and P (|Z|) is integrable with respect

to the Gaussian measure, thus due to the limit-quotient (or Birkhoff) theorem, almost surely
there exists a limit

lim
t→∞

1

t

∫ t

0

P (|Zs|) ds =

∫

Rd

P (|z|) dγOU(z) =: I.

So, almost surely from some moment t1 we have

∀t > t1
1

t

∫ t

0

P (|Zs|) ds ≤ I + 1.

Therefore, after this moment we can estimate the displacement of the center between t/2 and
t: ∀t > t1

|ct/2 − ct| ≤
∫ t

t/2

|ċs| ds ≤
∫ t

t/2

1

sCW
P (|Zs|) ds ≤ 1

CW t/2

∫ t

0

P (|Zs|) ds ≤ 2(I + 1)/CW =: C3.

In fact, the same estimate holds for any t′ between t/2 and t:

|ct′ − ct| ≤ C3.

This immediately implies that for any t > t1 and n ∈ N such that 2−n+1t > t1, one has

|ct − ct/2n | ≤ C3n.

Now, we estimate the behaviour of µt. Indeed, the Ornstein-Uhlenbeck occupation measures
exponentially decrease. Namely, by Lemma 9, there exist two positive constants C ′

1, C
′
2, such

that for almost any trajectory Zt one has almost surely

∃t2 : ∀t ≥ t2 ∀r > 0
1

t
|{s ≤ t : |Zs| > r}| < C ′

1e
−C′

2r.

Using this, for any t ≥ max(t1, t2) we obtain an estimate on the measure µ[t/2,t]:

µ[t/2,t](|y − ct| > r) =
2

t
|{s ∈ [t/2, t] : |Xs − ct| > r}|

≤ 2

t
|{s ∈ [t/2, t] : |Xs − cs| > r − |ct − cs|}|

≤ 2

t
|{s ∈ [t/2, t] : |Zs| > r − |ct − cs|}|

≤ 2

t
|{s ∈ [0, t] : |Zs| > r − C3}| ≤ (2C ′

1e
C2C3)e−C′

2r = C ′′
1 e−C′

2r,

where C ′′
1 := 2C ′

1e
C2C3 . Note, that if the estimate

µ[t/2,t](|y − ct| > r) ≤ C ′′
1 e−C′

2r
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holds for some C ′
2, it holds also for any C ′′

2 < C ′
2, so we can take C ′′

2 sufficiently small for
eC3C′′

2 < 2.
To finish the proof, for any t ≥ t1 decompose the measure µt as a sum

µt =
1

2
µ[t/2,t] +

1

4
µ[t/4,t/2] + · · ·+ 1

2n
µ[2−(n−1)t,2−nt] +

1

2n
µ2−nt,

where n is the largest integer such that 2−n+1t > max(t1, t2) =: t3.
This implies, that

µt(|y − ct| > r) =
n
∑

j=1

1

2j
µ[2−j+1t,2−jt](|y − ct| > r) +

1

2n
µ2−nt(|y − ct| > r)

≤
n
∑

j=1

1

2j
µ[2−j+1t,2−jt](|y − c2−jt| > r − |ct − c2−jt|) +

1

2n
µ2−nt(|y − ct| > r)

≤
n
∑

j=1

1

2j
C ′′

1 e−C′′
2 (r−jC3) +

1

2n
µ2−nt(|y − ct| > r)

= C ′′
1 e−C′′

2 r
n
∑

j=1

1

2j
eC′′

2 C3j +
1

2n
µ2−nt(|y − ct| > r).

Due to the hypothesis on C ′′
2 , we have

∑∞
j=1

(

eC′′
2 C3

2

)j

< ∞, and thus the first term can be

estimated as C ′′′
1 e−C′′

2 r, where

C ′′′
1 := C ′′

1

∞
∑

j=1

(

eC′′
2 C3

2

)j

.

To estimate the second term, we note that supp µ2−nt ⊂ supp µt3 ⊂ [−K, K] for some
(random!) K, which does not depend on t. Thus, the second term is non-zero only if r <
K + |ct|, and using the bound |ct| < nC3 + |c2−nt| ≤ nC3 + K, we see that this happens only
if r < 2K + C3n.

Thus, either the second term is zero, or r < 2K + C3n, in which case, rewriting the latter
as n < r−2K

C3
and using eC′′

2 C3 < 2, we obtain

1

2n
µ2−nt(|y − ct| > r) ≤ 1

2n
< e

− (r−2K)
C3

C3C′′
2 = e2KC′′

2 e−C′′
2 r.

Moreover, due to the strict inequality eC′′
2 C3 < 2 for any given K for n sufficiently big, one has

1

2n
µ2−nt(|y − ct| > r) ≤ e−C′′

2 r

(a multiplicative constant is minor with respect to the difference of exponent bases). Thus,
for any t large enough, one has for any r,

µt({y; |y − ct| > r}) < C ′′
1 e−C′′

2 r. �

5.2. Convergence for the random trajectories. Now, we are ready to establish the con-
vergence (almost surely) of (random) occupation measures to a random measure ρ∞(x)dx.
As for the deterministic flow, we shall first obtain the convergence of centered-measures4:
µc

t → ρ∞, and then “integrate” it passing to the centers.

4From now on, µt denotes the true normalized occupation measure.
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5.2.1. Asymptotic pseudotrajectories. The notion of asymptotic pseudotrajectories was first
introduced by Benäım & Hirsch [2], and is particularly useful for analyzing the long-term
behaviour of stochastic processes, considered as approximations to solutions of ordinary dif-
ferential equation. We refer to this article for more details and just give the definition.

Definition 4. A continuous function ξ : R+ → P(Rd; P ) is an asymptotic pseudotrajectory
(or asymptotic pseudo-orbit) for the flow Φ (for the weak* topology of measures) if for all
T > 0, we have

(40) lim
t→+∞

sup
0≤s≤T

TP (ξt+s, Φs(ξt)) = 0.

The purpose here is to find an asymptotic pseudotrajectory for the flow Φ defined by (22).
Indeed, we will show that the time-changed process µet (and not µt) is an asymptotic pseudo-
trajectory for Φ. The need for a time-change comes from the normalization of the occupation
measure µt. We will prove in the following Subsections:

Theorem 6. Almost surely, the function t 7→ µet is an asymptotic pseudotrajectory for Φ.

Strategy of the Proof. We shall consider an increasing sequence of moments T1 ≤ T2 ≤ · · ·
(where Tn is increasing to the infinity), with ∆Tn := Tn+1 − Tn ≪ Tn. More precisely,
∆Tn = 3

√
Tn. We will do the following:

1) Compare on [Tn, Tn+1] the trajectories of the true drifted motion

(41) dX1
t =

√
2 dBt −∇W ∗ µt(X

1
t )dt

with the ones where µt is replaced by µTn

(42) dX2
t =

√
2 dBt −∇W ∗ µTn(X2

t )dt;

2) Estimate the convergence speed of the occupation measure for the trajectories of (42)
to Π(µTn) ;

3) Compare the obtained “Euler-method” flow

µ̃[Tn,Tn+1] = µ̃Tn +
∆Tn

Tn+1
(µ̃[Tn,Tn+1] − µ̃Tn + error)

to the true µ̇ = 1
Tn

(Π(µ) − µ) ;

4) Conclude for the centered-measure µc
t ;

5) Conclude for the convergence of µt (in Section 6).

5.2.2. Approximation motion: fix µt. The main idea of this paragraph is to pass from (41) to
(42). Namely, let X1

t and X2
t satisfy

{

dX1
t =

√
2 dBt −∇W ∗ µt(X

1
t ) dt

dX2
t =

√
2 dBt −∇W ∗ µTn(X2

t ) dt,

where we emphasize that X1 and X2 are driven by the same Brownian motion.

Lemma 10. For Tn ≤ t ≤ Tn+1, we have

|X1
t − X2

t | ≤ e−CW (t−Tn)|X1
Tn

− X2
Tn
| + ∆Tn

TnCW
P (2Ln),

where Ln := max
Tn≤t≤Tn+1

|X1
t − cTn|.



ERGODICITY OF SELF-ATTRACTING MOTION 27

Remark 9. Given the estimates of Subsection 2.3, we see that Ln ≤ log Tn, for n large enough,
for almost every trajectory.

Proof. We have that X1
t − X2

t is of class C1, and we immediately compute d
dt

(X1
t − X2

t ) =
−(∇W ∗ µt(X

1
t ) −∇W ∗ µTn(X2

t )). Adding and substracting ∇W ∗ µTn(X1
t ), we see

d(X1
t − X2

t ) = −
[

∇W ∗ (µt − µTn)(X1
t ) − (∇W ∗ µTn(X2

t ) −∇W ∗ µTn(X1
t ))
]

dt.

The last term can be rewritten as

−(∇W ∗ µTn(X2
t ) −∇W ∗ µTn(X1

t )) =
1

Tn

∫ Tn

0

∫ 1

0

∇2W |uX2
t +(1−u)X1

t −X1
s
· (X1

t − X2
t )du ds.

Noting the first term as Dt, and putting a scalar product with X1
t − X2

t , we see
(

X1
t − X2

t ,
d

dt
(X1

t − X2
t )

)

= (Dt, X
1
t − X2

t )

− 1

Tn

∫ Tn

0

(
∫ 1

0

∇2W |uX2
t +(1−u)X1

t −X1
s
du · (X1

t − X2
t ), X1

t − X2
t

)

ds

≤ (Dt, X
1
t − X2

t ) − CW |X1
t − X2

t |2.
Thus, d

dt
|X1

t − X2
t |2 ≤ −2CW |X1

t − X2
t |2 + 2|Dt||X1

t − X2
t |. Redividing by 2|X1

t − X2
t |, we

obtain the desired

(43)
d

dt
|X1

t − X2
t | ≤ |Dt| − CW |X1

t − X2
t |.

Solving (43) and taking into account that |Dt| ≤ P (2Ln)
∆Tn

Tn
, as it is the difference between

the forces generated at X1
t by µTn and by µt = µTn + t−Tn

t

(

µ[Tn,t] − µTn

)

, we obtain the desired
estimate for Tn ≤ t ≤ Tn+1. �

Now, in order to use this new process, we have to estimate the difference between the old
and the new occupation measures. Namely, denote by µ̃[Tn,Tn+1] the occupation measure for
X2

t on the interval of time [Tn, Tn+1]. In the next paragraph, choosing the initial condition
X2

Tn
, we will (for some reasons) choose it within the ball B1(cTn).

For any such initial condition, let us compare the empirical measures in terms of TP -distance,
for the measures centered in cTn. Namely, prove the following for T cTn

P (ν, µ) := TP (ν(· +
cTn), µ(· + cTn))

Proposition 12. For any (family of) choices X2
Tn

∈ B1(cTn), we have T cTn
P (µ[Tn,Tn+1], Π(µTn)) =

o(T
−1/5
n ).

Remark 10. The words “family of” here correspond to the fact that X2
T1

, X2
T2

, . . . can be chosen
independently: we re-launch a new process on every new interval [Tn, Tn+1].

Proof. Due to Lemma 10, we have

|X1
t − X2

t | ≤ e−CW (t−Tn)|X1
Tn

− X2
Tn
| + ∆Tn

TnCW

P (2Ln) ≤ e−CW (t−Tn)(Ln + 1) +
∆Tn

TnCW

P (2Ln),

where Ln = maxTn≤t≤Tn+1 |X1
t − cTn|.

Recall that due to Remark 9, we have almost surely Ln ≤ log Tn for all n sufficiently big.
So, we have almost surely for every n sufficiently big,

|X1
t − X2

t | ≤ e−CW (t−Tn)(log Tn + 1) +
∆Tn

TnCW
P (2 log Tn),
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Denote δn := 1
CW

(log Tn + log(log Tn + 1)). Then, for all t ∈ [Tn + δn, Tn+1], one has

|X1
t − X2

t | ≤
1

Tn
+

∆Tn

TnCW
P (2 logTn) ≤ 1

T
1/2
n

(the latter inequality holds provided n is sufficiently big).
On the other hand, for t ∈ [Tn, Tn + δn] one has |X1

t − cTn| ≤ Ln and |X2
t − X1

t | ≤
Ln + ∆Tn

CW Tn
P (2Ln) ≤ 2Ln. Thus,

|X2
t − cTn | ≤ 3Ln ≤ 3 log Tn.

Together, these estimates imply for the cTn-centered transporting distance

T cTn
P (µ[Tn,Tn+1], µ̃[Tn,Tn+1]) ≤

≤ 1

∆Tn
P (Ln)

(
∫ Tn+δn

Tn

|X1
t − X2

t | dt +

∫ Tn+1

Tn+δn

|X1
t − X2

t | dt

)

≤

≤
(

δn

∆Tn

+
const

T
1/2
n

)

· P (Ln) = O(T−1/3
n (log Tn)k+1),

as δn = O(log Tn) and Ln = O(log Tn) almost surely. �

5.2.3. Approximation: µ̃ and Π(µ). In this paragraph, we will compare the occupation mea-
sure µ̃ with Π(µTn). To do this, we will use Proposition 1.2 of the work Cattiaux & Guillin [7]
(see also Wu [17]), stating that the trajectory mean of a function V is, with a probability
close to 1 that can be exponentially-controlled, close to its stationary mean. Namely, this
proposition says the following:

Proposition 13 (Cattiaux & Guillin [7]). Given a process with a stationary measure m and
an initial measure ν and a function V satisfying |V | ≤ 1, for any 0 < ρ < 1 and any t > 0,
one has

Pν

(

1

t

∫ t

0

V (Xs) ds −
∫

V dm ≥ ρ

)

≤
∥

∥

∥

∥

dν

dm

∥

∥

∥

∥

L2(m)

· exp

(

− tρ2

8CP V arm(V )

)

.

Here the CP denotes the Poincaré constant of the process.

So, we will use this proposition with the function V being the indicator function V = 1M

of various sets M : it then allows to compare the occupation measure of the set M to its
Π(µTn)-measure.

We know that m = Π(µTn) is the unique stationary measure for the drifted Brownian
motion (42). Also, the Poincaré constant for this process is equal to 2CW (see [1]).

Also, to proceed, we have to declare the initial measure ν = νn for X2
Tn

, and we choose it to
be the measure Π(µTn), restricted on the ball B1(cTn) and then normalized accordingly. Then,

∥

∥

∥

∥

dνn

dΠ(µTn)

∥

∥

∥

∥

L2(Π(µTn ))

=
1

Π(µTn)(B1(cTn))
≤ cE = const,

the latter inequality is due to the exponential decrease of Π(µTn).
Having made these choices, we are going to prove the following

Proposition 14. As n → ∞, we have almost surely

T cTn
P (µ̃[Tn,Tn+1], Π(µ)) = O((∆Tn)

−min(8CW , 1
5d)).
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Proof. The estimates of the previous paragraph imply that the process X2
t on [Tn, Tn+1] almost

surely for all n sufficiently big stays inside the ball BRn(cTn), where Rn := 3 log Tn.
Now, take this ball and cut it into some Nn parts M1, . . . , MNn of diameter less than εn :=

2dRn
d√Nn

(simply by cubic the grid with the step 2Rn/
d
√

Nn, that is, decomposing each of the

coordinate segments of length 2Rn into d
√

Nn parts). We will choose and fix the number Nn

later.
For each of these parts, choose

ρj := max

(

1

N2
n

,
Π(µTn)(Mj)

Nn

)

.

Then, the probability that all the occupation measures µ̃[Tn,Tn+1](Mj) are ρj-close to their
“theoretical” values Π(µTn)(Mj) is at least

1 − 2cE

Nn
∑

j=1

exp

(

−
ρ2

j∆Tn

16CW V arΠ(µTn )(Vj)

)

.

As the variance V arΠ(µTn )(Vj) of the indicator function does not exceed Π(µTn)(Vj), we have
a lower bound for the probability by

1 − 2cE

Nn
∑

j=1

exp

(

−ρj∆Tn

16CW
· ρj

Π(µTn)(Vj)

)

≥ 1 − 2NncE exp

(

− ∆Tn

16CWN3
n

)

,

as
ρj

Π(µTn )(Vj)
≥ 1

Nn
and ρj ≥ 1

N2
n
.

So, taking Nn = 10
√

Tn ∼ (∆Tn)3/10, we see that the series

∑

n

Nn exp

(

− ∆Tn

16CWN3
n

)

∼
∑

n

(∆Tn)3/10 exp
(

−(∆Tn)1/10
)

converges, so almost surely for all n sufficiently big, all the closeness conditions on the occu-
pation measures are satisfied: the measures µ̃[Tn,Tn+1](Mj) are a.s. ρj-close to Π(µTn)(Mj).

Now, let us estimate the cTn-centered distance T cTn
P (µ̃[Tn,Tn+1], Π(µTn)), provided that these

conditions are fulfilled.
Indeed, first let us transport inside each Mj the part min(µ̃[Tn,Tn+1], Π(µTn)): we pay at most

P (3 logTn)εn = O
(

(∆Tn)−
1
5d

)

. Next, bring the exterior part of Π(µTn) to the ball BRn(cTn):

due to the exponential decrease estimates, we pay at most
∫ ∞

Rn

P (r)d(1 − Ce−CW r) ∼ Rk+1
n e−CW Rn = O

(

(∆Tn)−8CW
)

as Rn = 3 log Tn. Finally, let us re-distribute the parts left: we pay at most

Nn
∑

j=1

ρjRnP (Rn) = RnP (Rn)

Nn
∑

j=1

max

(

1

N2
n

,
Π(µTn)(Mj)

Nn

)

≤ RnP (Rn)

Nn
∑

j=1

(

1

N2
n

+
Π(µTn)(Mj)

Nn

)

≤ 2RnP (Rn)
1

Nn
= O

(

(∆Tn)−1/5
)

.

Adding these three estimates, we obtain the desired T cTn
P (µ̃[Tn,Tn+1], Π(µTn)) = O

(

(∆Tn)−β
)

with β = min(8CW , (5d)−1). �
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5.2.4. Convergence of µc
t . Due to the Ornstein-Uhlenbeck estimates, it clearly suffices to check

that µc
Tn

−→
n→∞

ρ∞. From Subsections 5.2.2 and 5.2.3, almost surely, for all n large enough with

β := min
(

8CW , 1
5d

)

,

TP (µ[Tn,Tn+1], Π(µTn)) ≤ TP (µ[Tn,Tn+1], µ̃[Tn,Tn+1]) + TP (µ̃[Tn,Tn+1], Π(µTn)) = O
(

(∆Tn)−β
)

.

So, almost every trajectory of the process µTn can be thought as Euler-method with steps ∆Tn

for the differential equation ˙̃µt = 1
t
(Π(µ̃t)−µ̃t), perturbed with an error of Π(µt) determination

at most (∆Tn)−β. Indeed, we will choose ∆Tn = T
1/3
n in the following.

Lemma 11. There exists a > 0 such that TP (µ̃c
t , ρ∞) = O

(

e−a k+1
√

log t
)

(where k is the degree

of the polynomial P ).

Proof. Let us pass to the logarithmic coordinates. Let θ := log t, mθ := µeθ , θn = log Tn,

∆θn = θn+1 − θn = log
(

Tn+1

Tn

)

= ∆Tn

Tn
+ O

(

(

∆Tn

Tn

)2
)

. Then,

mθn+1 =
Tn

Tn+1
mθn +

∆Tn

Tn+1
µ[Tn,Tn+1]

=
Tn

Tn+1
mθn + ∆θn(Π(mθn) − mθn) + OTP

(

(

∆Tn

Tn

)2

+
(∆Tn)−β

Tn

)

.

Now, denote by Φb
a(µ) the time-(b − a)-map under ṁ = Π(m) − m with the initial condition

µ. Then, letting Lip(Π) the Lipschitz constant of Π:

TP (Φ
θn+1

θn
(mθn), mθn + ∆θn · (Π(mθn) − mθn)) = TP

(
∫ θn+1

θn

eθ−θn+1Π(mθ)dθ, ∆θn · Π(mθn)

)

≤ ∆θn · Lip(Π) · max
θn≤θ≤θn+1

(TP (mθ, mθn)).

By the preceeding decomposition of mθ with respect to mθn and due to the exponential decrease
of the measures we are considering, there exists a positive constant C such that

TP

(

Φ
θn+1

θn
(mθn), mθn + ∆θn · (Π(mθn) − mθn)

)

≤ ∆θn · Lip(Π) · ∆θn · C.

As ∆θn ∼ ∆Tn

Tn
, we get (∆θn)2 ∼ T

−4/3
n . Finally, for all n large enough

TP

(

Φ
θn+1

θn
(mθn), mθn+1

)

≤ ∆θn · T−β
n + (∆θn)2C ≤ α(∆θn)1+3β/2.

Once again, taking into account that Π is Lipschitz and thus that

TP

(

Φb
a(m), Πb

a(m̃)
)

≤ e(b−a)Lip(Π)TP (m, m̃),

we obtain the following estimate of deviation between ΦθN
θn

(mθn) and mθN
(with N ≫ n):

TP

(

ΦθN
θn

(mθn), mθN

)

≤
N−1
∑

i=n

TP

(

ΦθN
θi+1

(Φ
θi+1

θi
(mθi

)), ΦθN
θi+1

(mθi+1
)
)

≤
N−1
∑

j=n

e(θN−θj)Lip(Π)α(∆θj)
1+3β/2

≤ e(θN−θn)Lip(Π) max
n≤j≤N

(∆θj)
3β/2 · α(θN − θn).
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Fix δ > 0. Taking θN = (1 + δ)θn, we obtain an exponential of order T
δLip(Π)
n while

max
n≤j≤N

(∆θj)
3β/2 ∼ max

n≤j≤N
T−β

j = T−β
n . Thus TP

(

ΦθN
θn

(mθn), mθN

)

is of order T−β+β′

n , where

β ′ = δLip(Π) (choose for instance δ = β/(2Lip(Π))). On the other hand, due to the conver-
gence speed estimates,

(44) TP

({

ΦθN
θn

(mθN
)
}c

, ρ∞

)

≤ e−a(θN−θn)1/(k+1)

,

and so is of order e−a(δ log Tn)1/(k+1)
. �

We can now state and prove the following

Proposition 15. There exists a > 0 such that TP (µc
t , ρ∞) = O

(

e−a k+1
√

log t
)

(where k is the

degree of the polynomial P ).

Proof. We keep the same notation as in the preceeding Lemma. Finally, as e−(δ log t)1/(k+1) ≫
e−β log t/2, we have the same estimate as (44) for TP (mc

θN
, ρ∞). Thus, TP (mc

θN
, ρ∞) goes to 0

at speed e−a(δθn)1/(k+1)
= e−a(δ log Tn)1/(k+1)

. �

Remark 11. We point out that we have a (rough) lower bound for a: ak+1 ≥ min
(

4CW , 1
10d

)

.

6. Proof of Theorem 4

We will find a compact (for the TP -topology) set K ⊂ P(Rd; P ), of centered absolutely
continuous measures, such that for a solution (µt, t ≥ 0), starting from µ0 ∈ K, one has
µc

t ∈ K.

Proposition 16. There exists α0 > 0 such that for all 0 < α < α0, there exists C1 > 1, such
that for all C2 > C1, the set

Kα,C2 :=
{

µ / ∀R > 0, µ(|x − c(µ)| ≥ R) ≤ C2e
−αR

}

is Φt-(positively) invariant.

Proof. We will construct such a constant C1 explicitly. First, note that imposing on C1 the
condition C1 > e2α, we guarantee that the inequality for any µ holds automatically for any
R ≤ 2. Also, it is clear that it sufficies to consider a “small” interval of time, 0 ≤ t ≤ 1,
decomposing big intervals as a series of small ones if necessary. Now, let (µt, t ≥ 0) be a local
solution, starting from a measure µ0 belonging to some Kα,C2 . Then,

µt(|x − ct| ≥ R) = e−tµ0(|x − ct| ≥ R) +

∫ t

0

e−(t−s)Π(µs)(|x − ct| ≥ R) ds

≤ e−tµ0(|x − c0| ≥ R − |c0 − ct|) +

∫ t

0

e−(t−s)Π(µs)(|x − cs| ≥ R − |ct − cs|) ds.(45)

Recall that |ċt| ≤ vc and thus |ct − cs| ≤ vc|t− s|. Hence, the right hand side of (45) does not
exceed

(46) e−tµ0 (|x − c0| ≥ R − tvc) +

∫ t

0

e−(t−s) · Π(µs) (|x − cs| ≥ R − (t − s)vc) ds.
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Now, by hypothesis µ0(|x−c0| ≥ R−tvc) ≤ C2e
−α(R−tvc) and by Proposition 4, Π(µs)(|x−cs| ≥

R − (t − s)vc) ≤ Ce−CW (R−(t−s)vc). Thus, (46) is less than

C2 e−te−α(R−tvc) + C

∫ t

0

e−(t−s)e−CW (R−(t−s)vc)ds

= C2 e−αRe−t(1−αvc) + Ce−CW R

∫ t

0

e−(t−s)eCW (t−s)vcds

≤ C2 e−αRe−t(1−αvc) + Ce−CW RteCW vc ,(47)

where we have used t ≤ 1 and e−(t−s) ≤ 1 for the latter inequality. Let α0 = min
(

1
2vc

, CW

)

.

Then, for any 0 < α < α0, e−CW R ≤ e−αR and hence the inequality (47) does not exceed
C2e

−αRe−t(1−αvc) + Ce−αRteCW vc . For some λ > 0, e−t(1−αvc) ≤ 1− λt uniformly on 0 ≤ t ≤ 1.
Then,

C2e
−αRe−t(1−αvc) + Ce−αRteCW vc ≤ C2e

−αR(1 − λt) + Ce−αRteCW vc

≤ C2e
−αR + t(CeCW vc − C2λ)e−αR.(48)

Choosing C2λ > CeCW vc , we have that (48) is less than C2e
−αR, concluding the proof of the

invariance. �

6.1. The deterministic flow: convergence of centers. Let µt be a trajectory of the
deterministic flow µ̇ = Π(µ) − µ. Assume that µ0 belongs to a given set Kα,C2 . The aim
of this paragraph is to show that there exists c∞ := lim

t→∞
ct and thus, given the result of

Subsection 4.2, that the deterministic µt converges to ρ∞(x − c∞)dx.

Proposition 17. Assume that µ0 belongs to a given set Kα,C2. Let µt be a trajectory of the
deterministic flow µ̇ = Π(µ) − µ. Then the center of µt, denoted by ct, admits a limit.

Proof. We have obtained an estimate on the decrease of F(µc
t |ρ∞) and thus on the W2-distance

between µc
t and ρ∞. Now, note that they imply the estimates on |ċt|. Indeed,

|ċt| =
∣

∣

∣

(

∇2W ∗ µt(ct)
)−1 ∇W ∗ Π(µt)(ct)

∣

∣

∣
≤ |∇W ∗ Π(µt)(ct)|

CW
.

As Π is Lipschitz, there exists a constant C > 0 such that TP (Π(µc
t), ρ∞) = TP (Π(µc

t), Π(ρ∞)) ≤
CTP (µc

t , ρ∞). Given that, both Π(µt) and ρ∞ are exponentially decreasing (see [6]). Decom-
posing ∇W ∗ Π(µt)(ct) = ∇W ∗ (Π(µc

t) − ρ∞)(0), by the same means, we see that for any
L > 1

|∇W ∗ (Π(µc
t) − ρ∞)(0)| = |E(∇W (ξ0) −∇W (ξ1))|

≤ C̃P (2L)e−αL + E

∫ 1

0

||∇2W (ξs)||ds|ξ0 − ξ1|1|ξ0|,|ξ1|≤L

≤ C̃P (2L)e−αL + P (L)TP (µc
t , ρ∞).

As TP (µc
t , ρ∞) ≤ e−at1/(k+1)

, choosing L = t, we find that

|ċt| ≤
(

C̃P (2t)e−αt + P (t)e−at1/(k+1)
)

/CW .

So,
∫∞
1

|ċt|dt converges and thus the limit of ct exists. This finally implies the existence of
lim
t→∞

µt(dx) = ρ∞(x − c∞)dx in the deterministic case. �
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6.2. Convergence of the random center.

Proposition 18. Assume that µ0 belongs to a given set Kα,C2. Let µt be the empirical measure
of the process (1). Then the center of the random µt, denoted by ct, admits a limit.

Proof. Recall that, due to the estimates of the preceeding section, for some β > 0, one has (up
to the change of variable t 7→ et) for Tn ≤ t ≤ Tn+1, |ct − cTn | = O(T−β

n ) a.s. Hence, to prove
the convergence of the centers, it sufficies to show the existence of the limit lim cTn . For this,
a sufficient condition would be that the series of general term |cTn − cTn+1 | converges. Now, as
∇W ∗ µTn+1(cTn+1) = 0 and ∇W ∗ µTn+1(cTn) = ∇W ∗ µ[Tn,Tn+1](cTn), we get

|cTn+1 − cTn | =

∣

∣

∣

∣

c

(

Tn

Tn+1

µTn +
∆Tn

Tn+1

µ[Tn,Tn+1]

)

− c(µTn)

∣

∣

∣

∣

≤ 1

CW

· ∆Tn

Tn+1

|∇W ∗ µ[Tn,Tn+1](cTn)|.

And we have the Lagrange-like estimate from Lemma 10. So, it is enough to show that for
some β ′ > 0 almost surely |W ∗ µ[Tn,Tn+1](cTn)| = O(T−β′

n ). Indeed, once we have this, then
∑

n

|cTn+1 − cTn | ≤
∑

n

T−β′

n

∆Tn

Tn+1
< ∞

since Tn is of the order of n1/3 and ∆Tn

Tn+1
is equivalent to n−1.

Due to the estimates from the preceeding section, µ[Tn,Tn+1](cTn + ·) is close to Π(µc
Tn

), and
we have an upper bound on the TP -distance that is O(T−β

n ). In particular, this implies that
|∇W ∗µ[Tn,Tn+1](cTn)| = O(T−β

n )+ |∇W ∗Π(µTn)(cTn)|. But, once again, due to the preceeding
estimates of Subsection 5.2.4, TP (µc

Tn
, ρ∞) = O(T−γ

n ). On the other hand, as ρ∞ is symmetric,
we have ∇W ∗ Π(ρ∞)(0) = 0. This added to the fact that Π is Lipschitz implies

|∇W ∗ Π(µTn)(cTn)| ≤ TP (Π(µc
Tn

), Π(ρ∞)) + |∇W ∗ Π(ρ∞)(0)| ≤ CTP (µc
Tn

, ρ∞) = O(T−γ
n ).

This concludes the proof of the estimate |cTn − cTn+1 | = O(T−β
n ) and thus the proposition is

proven. �

References
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