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TRANSPORTATION DISTANCES ON THE CIRCLE

JULIEN RABIN, JULIE DELON, AND YANN GOUSSEAU

ABSTRACT. In this contribution, we study Monge-Kantorovich distances between dis-
crete set of points on the unit circleS1, when the ground distance between two pointsx

andy on the circle is defined asc(x, y) = min(|x − y|, 1 − |x − y|). We first prove that
computing a Monge-Kantorovich distance between two given sets of pairwise different
points boils down to cut the circle at a well chosen point and to compute the same distance
on the real line.

This result is then used to prove a formula on the Earth Mover’s Distance [3], which
is a particular Monge-Kantorovich distance. This formula asserts that the Earth Mover’s
Distance between two discrete circular normalized histogramsf = (f [i])i=0,...,N−1 and
g = (g[i])i=0,...,N−1 onN bins can be computed by

(1) CEMD(f, g) = min
k∈{0,...,N−1}

‖Fk − Gk‖1,

whereFk andGk are the cumulative histograms off andg starting at thekth quanti-
zation bin. This formula is used in recent papers [1, 2] on thematching of local features
between images, where the Earth Mover’s Distance is used to compare circular histograms
of gradient orientations.

1. INTRODUCTION

Consider two discrete set of points{x1, . . . xP } and{y1, . . . yP } on the unit circleS1,
and the corresponding discrete distributions

f =
1

P

P
∑

k=1

δxk
, andg =

1

P

P
∑

k=1

δyk
,

where the notationsxk, yk are used equally for points on the unit circle or for their coor-
dinates in[0, 1[. For anyλ > 0, theλ-Monge-Kantorovich distance betweenf andg is
defined as

(2) MKλ(f, g) := min
(αi,j)∈M





N
∑

i=1

N
∑

j=1

αi,jc(xi, yj)
λ





1

λ

, where

(3) M = {(αi,j); αi,j ≥ 0,
∑

j

αi,j =
1

P
,
∑

i

αi,j =
1

P
}

and wherec(., .) is the periodic distance on[0, 1[

(4) c(x, y) = min(|x − y|, 1 − |x − y|).

The Earth Mover’s Distance [3] is the distance obtained whenλ = 1.
Now, it is well known (see for example the introduction of [4]) that theλ-Monge-

Kantorovich distance betweenf andg equals

(5) MKλ(f, g) := min
σ∈ΣP

Wλ
σ (f, g)

1
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FIGURE 1. F on the left andFx on the right.

whereΣP is the set of permutations of{1, . . . P} and where

(6) Wλ
σ (f, g) :=

1

P

(

∑

k

c(xk, yσ(k))
λ

)
1

λ

is the cost of transportingf tog with the permutationσ. In other words, finding the optimal
transportation betweenf andg boils down to find the optimal permutationσ between the
points{xk} and{yk}.

1.1. Paths. If x andy are two different points ofS1, we considerγ(x, y) the geodesic
path linking x and y on S1 (the path is supposed open : it does not containx andy). This
path is always unique except in the case wherex andy are in opposite positions on the
circle. In this case, we chooseγ(x, y) as the path going fromx to y in the trigonometric
direction. A pathγ(x, y) is said to bepositive if it goes fromx to y in the trigonometric
direction. If the path goes fromx to y in the opposite direction , it is said to benegative.

1.2. Cumulative distribution functions. We define the cumulative distribution function
of f = 1

P

∑P
k=1 δxk

on [0, 1[ as

(7) ∀y ∈ [0, 1[, F (y) =
1

P

P
∑

k=1

1{xk∈[0,y[}.

Observe that on[0, 1[ seen as a the unit circleS1, no strict order can be defined between
points. We can define as many cumulative distribution functions as there are starting points
on the circle. Ifx is a point in[0, 1[, thex-cumulative distribution functionFx of f can be
defined by chosingx as the reference point on the circleS1 and by cumulating the mass in
the trigonometric order from this new reference point. Moreprecisely,Fx can be computed
as

(8) ∀y ∈ [0, 1[, Fx(y) =

{

1
P

∑P
k=1 1{xk∈[x,y+x[} if y < 1 − x,

1
P

∑P
k=1 1{xk∈[x,1[∪[0,y−1+x[} if y ≥ 1 − x.

Observe thatFx is an increasing function and that for each(x, y) in [0, 1[2, Fx(y) =
F (y + x − 1) + 1 − F (x) if y ≥ 1 − x, andFx(y) = F (y + x) − F (x) if y < 1 − x. An
example of a cumulative distributionF and its correspondingx-cumulative distributionFx

is shown on Figure 1.
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2. COMPUTING THE MONGE-KANTOROVICH DISTANCE ON THE CIRCLE

In the following, we show that the Monge-Kantorovich distance on the circle can be
computed very easily forλ = 1 (this case corresponds to the EMD distance). In short, we
show that ifσ is an optimal permutation for (5), there is always a point on the circle which
is not contained in any optimal path ofσ. This result is proven first forλ > 1 and for any
optimal permutationσ, then forλ = 1 and a well chosen optimal permutation. The main
consequence of this result is that the computation of the Monge-Kantorovich distance on
the circle boils down to the computation of the same distanceon an interval ofR.

Proposition 1. Assume thatλ > 1. Let x1, . . . xP and y1, . . . yP be P points in [0, 1[.
Assume that all these points are pairwise different. Then for each permutationσ of ΣP

which minimizes (5) with the cost (4), there existsk ∈ {1, . . . P} such that for alll 6= k,
xk /∈ γ(xl, yσ(l)).

The proof of this proposition needs the following lemma, which describes some prop-
erties of the geodesic pathsγ(xl, yσ(l)) obtained whenσ is a minimizer of (5) withλ > 1.

Lemma 1. Assume thatλ > 1. Letσ be a minimizer of (5) and letγl = γ(xl, yσ(l)) and
γk = γ(xk, yσ(k)) (with l 6= k) be two geodesic paths for the assignment defined byσ.
Assume also thatxl 6= xk andyσ(l) 6= yσ(k). Then, one of the following holds:

• γl ∩ γk = ∅ ;
• γl ∩ γk 6= ∅ and in this caseγl andγk have the same direction (both positive or

both negative) and neither of them is contained in the other.

Proof. Assume thatγl ∩ γk 6= ∅. If γl ∩ γk is equal toγ(xl, xk) or γ(yσ(l), yσ(k)), then

c(xl, yσ(l))
λ + c(xk, yσ(k))

λ > c(xl, yσ(k))
λ + c(xk, yσ(l))

λ,

which contradicts the optimality ofσ. Moreover, if for example the pathγl is included in
γk, then the strict convexity of the functionx 7→ |x|λ (for λ > 1) implies

c(xl, yσ(l))
λ + c(xk, yσ(k))

λ > c(xl, yσ(k))
λ + c(xk, yσ(l))

λ,

which also contradicts the optimality ofσ. Thus,γl ∩ γk is equal toγ(xl, yσ(k)) or to
γ(xk, yσ(l)) and it follows thatγk andγl are either both positive or both negative. �

Proof of Proposition 1 Let σ be a minimizer of (5). In the following, we will denote by
γl the geodesic pathγ(xl, yσ(l)). We can assume without loss of generality that the points
x1, . . . xP are in trigonometric order on the circle.

Assume that for eachl ∈ {1, . . . P}, there existsq(l) 6= l such thatxl belongs to the
open pathγq(l). Then, for eachl, we haveγq(l) ∩ γl 6= ∅, which means that the geodesic
pathsγq(l) andγl are either both positive or both negative (from lemma 1). Assume for
instance that they are both positive and let us show that in this casexl ∈ γl−1 (with
l − 1 = P if l = 0). If q(l) = l − 1, there is nothing to prove. Ifq(l) 6= l − 1, it
means in particular thatxq(l), xl−1, xl are in trigonometric order on the circle. Sinceγq(l)

is a positive path starting fromxq(l) and containingxl, it follows thatγq(l) containsxl−1

(recall that the points are assumed to be pairwise different, in particularxl−1 6= xq(l)).
Thusγl−1 ∩ γq(l) 6= ∅, which implies thatγl−1 is positive. Now,xl must be inγl−1,
otherwise we would haveγl−1 ⊂ γq(l), which is impossible from lemma 1. Thus, if the
pathsγq(l) andγl are both positive,xl ∈ γl−1.

In the same way, ifγq(l) andγl are both negative, thenxl ∈ γl+1. In any case, for each
l ∈ {1, . . . P}, xl ∈ γl−1 ∪ γl+1 (with the obvious conventionγP+1 = γ1, γ0 = γP ).
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Now, suppose that for a givenk ∈ {1, . . . P}, xk is in γk−1. Then,γk−1 andγk have the
same direction. From lemma 1, it follows thatxk−1 cannot be contained inγk. Since we
know thatxk−1 ∈ γk−2 ∪ γk, xk−1 must be inγk−2. Recursively, for eachl ∈ {1, . . . P},
xl ∈ γl−1. It follows that for eachl ∈ {1, . . . P}, c(xl, yσ(l−1)) < c(xl−1, yσ(l−1)), and
then

(9)
P
∑

l=1

c(xl, yσ(l))
λ >

P
∑

l=1

c(xl+1, yσ(l))
λ,

which contradicts the fact thatσ is a minimizer of (5). We come to the same conclusion if
for a givenk ∈ {1, . . . P}, xk is in γk+1 2

The same result can be proven forλ = 1 with the difference that it is only satisfied for
a good choice of the permutationσ which minimizes (5), and not for all of these permuta-
tions. This result can be seen as a limit version of proposition 1 whenλ → 1.

Corollary 1. Assume thatλ = 1. Let x1, . . . xP and y1, . . . yP be P points in [0, 1[.
Assume that all these points are pairwise different. Then there exists a permutationσ of
ΣP which minimizes (5) and a pointxk ∈ {x1, . . . xP } such that for alll 6= k, xk /∈
γ(xl, yσ(l)).

Proof. We know that for anyλ > 1, if σλ minimizes the costσ 7→ Wλ
σ (f, g), there exists

k ∈ {1, . . . P} such that for alll 6= k, xk /∈ γl = γ(xl, yσλ(l)).
Now, observe that ifσ and the pointsx1, . . . xP , y1, . . . yP are fixed,Wλ

σ (f, g) is a
continuous function ofλ. Thus, for eachε > 0, there existsβ > 1, such that for all
λ ∈ [1, β], |Wλ

σ (f, g) − W 1
σ (f, g)| ≤ ε. SinceΣP is a finite set, we can choseβ close

enough to1 such that this property holds for everyσ in ΣP . We can also choseβ such
that |minσ W 1

σ (f, g) − minσ Wλ
σ (f, g)| ≤ ε (the minimum of a finite set of continuous

functions is a continuous function). It follows that forλ ∈ [1, β],

|min
σ

W 1
σ (f, g) − W 1

σλ
(f, g)|

≤ |min
σ

W 1
σ (f, g) − min

σ
Wλ

σ (f, g)|

+|Wλ
σλ

(f, g) − W 1
σλ

(f, g)|

≤ 2ε.

Thus, whenλ is close enough to1, a minimizerσλ of Wλ
σ (f, g) is also a minimizer of

W 1
σ (f, g). Which proves that there exists at least one minimizerσ of σ 7→ W 1

σ (f, g) such
thatxk /∈ γ(xl, yσλ(l)) for somek ∈ {1, . . . , P} and alll 6= k. �

We can now draw a first conclusion on the form of the Monge Kantorovich distance
when all points are pairwise differents.

Corollary 2. Assume thatx1, . . . xP andy1, . . . yP are pairwise different. Then,

(10) ∀λ ≥ 1, MK λ(f, g) =

(

inf
x∈S1

∫

|F−1
x − G−1

x |λ
)1/λ

,

whereF−1
x and G−1

x are the pseudo-inverses of the increasing functionsFx and Gx,
defined asF−1

x (y) = inf{t; Fx(t) > y} andG−1
x (y) = inf{t; Gx(t) > y}.

Proof. Proposition 1 and the above corollary show that for anyλ ≥ 1, if x1, . . . xP and
y1, . . . yP are pairwise different, we can choose some optimal permutation σ for which
there is some pointxk which is not contained in any path (recall that paths are defined
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as open: they do not contain their boundaries). Since all points are supposed pairwise
differents, the only path meeting all the neighborhoods ofxk is γk. It follows that there
exists some open set on one side ofxk and not containingxk which does not cross any path
of the optimal permutationσ. The middlex of this open set is not contained in any path of
σ. We can thus cut the circleS1 at x and reduce the transportation problem on the circle
to the transportation problem on the real line. The optimal permutationσ is thus given by
the sorting of the points (formula (72) in [4]), takingx as the reference point on the circle.
This means that when points are pairwise different, we have

(11) ∀λ ≥ 1, MK λ(f, g) =

(

inf
x∈S1

∫

|F−1
x − G−1

x |λ
)1/λ

,

whereF−1
x andG−1

x are the pseudo-inverses of the increasing functionsFx andGx. �

Observe that in the case whereλ = 1, this result can be rewritten

(12) MK1(f, g) = inf
x∈S1

‖Fx − Gx‖1.

In order to generalize this result to the case where the pointsx1, . . . xP andy1, . . . yP can
coincide, we first show that MK1(f, g) can also be writtenminl∈{−P,...P} ‖F −G− l

P ‖1,
which will be easier to handle. Obviously, the quantity‖Fx − Gx‖1 can be written as

‖Fx − Gx‖1 =

∫ 1−x

0

|F (t + x) − F (x) − G(t + x) + G(x)|dt

+

∫ 1

1−x

|F (t + x − 1) − F (x) − G(t + x − 1) + G(x)|dt

=

∫ 1

x

|F (t) − F (x) − G(t) + G(x)|dt +

∫ x

0

|F (t) − F (x) − G(t) + G(x)|dt

= ‖F − F (x) − G + G(x)‖1.

Now, observe thatF (x) − G(x) takes its values in{ l
P ; l = −P, . . . P}. Moreover, since

F − G takes only a finite number of values, it is easy to see that‖F − G − l
P ‖1 reaches

its minimum at one (non necessarily unique) of these values.Thus,

MK 1(f, g) = min
l∈{−P,...P}

‖F − G −
l

P
‖1.

In the following corollary, we show that this formula can be generalized to the case
where some of the pointsx1, . . . xP andy1, . . . yP coincide.

Corollary 3. Let f = 1
P

∑P
k=1 δxk

and g = 1
P

∑P
k=1 δyk

be two discrete distributions
on S1 (some of the pointsx1, . . . xP and y1, . . . yP can coincide). Then, the1-Monge
Kantorovich distance betweenf andg can be computed as

MK 1(f, g) = min
l∈{−P,...P}

‖F − G −
l

P
‖1.

Proof. Let x1, . . . xP , y1, . . . yP be 2P points onS1, not necessarily different. For ev-
ery ε > 0, we can buildxε

1, . . . x
ε
P , yε

1, . . . y
ε
P , all pairwise different, such that∀k ∈

{1, . . . P}, c(xε
k, xk) ≤ ε andc(yε

k, yk) ≤ ε. Letfε = 1
P

∑P
k=1 δxε

k
andgε = 1

P

∑P
k=1 δyε

k
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be the corresponding distributions. Then,
(13)

∀σ ∈ ΣP , |W 1
σ (fε, gε) − W 1

σ (f, g)| ≤
P
∑

k=1

|c(xε
k, yε

σ(k)) − c(xk, yσ(k))| ≤ 2Pε = Cε.

Since MK1 is a minimum over a finite set, it follows that

MK 1(f
ε, gε) −−−→

ε→0
MK 1(f, g).

Now, if we write F ε andGε the cumulative distribution functions of the distributions
fε andgε, then

∀l ∈ {−P, . . . P}, ‖F ε − Gε −
l

P
‖1 −−−→

ε→0
‖F − G −

l

P
‖1.

Sincel takes a finite number of values,

min
l∈{−P,...P}

‖F ε − Gε −
l

P
‖1 −−−→

ε→0
min

l∈{−P,...P}
‖F − G −

l

P
‖1.

From these two convergences, we can conclude that

(14) MK1(f, g) = min
l∈{−P,...P}

‖F − G −
l

P
‖1.

�

Observe that an alternative proof of this last result whenλ = 1 was proposed by Wer-
man et al. in [5], with some inaccuracies in the case where points may coincide.

Now, using the same sequence of equalities as before, and noting that‖F − G − l
P ‖1

must reach its minimum at one of the values‖F − G − F (x) + G(x)‖1, we can conclude
that formula (12) is satisfied in the case where points may coincide.

3. CONSEQUENCES IN THE CASE OF DISCRETE HISTOGRAMS

Consider two discrete histogramsf = (f [i])i=0...N−1 andg = (g[i])i=0...N−1, sampled
onN equal bins. We suppose thatf andg are normalized, in the sense that

∑N−1
i=0 f [i] =

∑N−1
i=0 g[i] = 1. Now, assume that these histograms arecircular, which means that the

bins0 andN − 1 are neighbors. In this case, these two histograms can be considered as
probability distributions on the unit circleS1, or equivalently as periodic distributions of
period1 onR. These distributions can then be written as

f =
N−1
∑

i=0

f [i]δi/N , andg =
N−1
∑

k=0

g[i]δi/N ,

Now, if all the weightsf [i] andg[i] are rational, which is the case for numerical histograms,
it is always possible to replicate these points as many timesas necessary in order to write

f =
1

P

P
∑

k=1

δxk
, andg =

1

P

P
∑

k=1

δyk
,

where{x1, . . . xP } and{y1, . . . yP } are two sets of points on the unit circleS1. As a
result, several of these points may coincide. For instance,if N = 2 andf = (3/4, 1/4),
we can writef = 1

4 (δ0 + δ0 + δ0 + δ 1

2

).
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The circular Earth Mover’s Distance between the discrete histogramsf andg can thus
be computed as
(15)

CEMD(f, g) = MK 1(f, g) = min
l∈{−P,...P}

‖F − G −
l

P
‖1 = min

l∈{−P,...P}

P
∑

k=−P

∣

∣

∣

∣

k − l

P

∣

∣

∣

∣

ωk,

whereωk = measure{z ∈ [0, 1[; F (z)−G(z) = k
P }. In other words, the valuelP where

this quantity is minimum can be computed as a weighted medianof the valuesF (z)−G(z).
In the case of a discrete histograms, the pointsxk andyk are located on a regular grid of
N bins. Consequently,
(16)

MK 1(f, g) =
1

N
min

j∈{0,...,N−1}

N−1
∑

i=0

|F [i] − G[i] − F [j] + G[j]| =
1

N

N−1
∑

i=0

|F [i] − G[i] − µ| ,

whereµ is the median of all the valuesF [i] − G[i].
In the same way, for discrete histograms, formula (12) becomes

(17) CEMD(f, g) = min
k∈{0,...,N−1}

‖Fk − Gk‖1,

whereFk andGk are the cumulative histograms off andg starting at thekth quantization
bin. For eachk in {0, . . . , N − 1}

Fk[i] =



























k+i
∑

j=k

f [j] if 0 ≤ i ≤ N − k − 1

N−1
∑

j=k

f [j] +

k+i−N
∑

j=0

f [j] if N − k ≤ i ≤ N − 1

.

The definition is similar forGk by replacingf by g. Note thatFk[i] = F [k + i]−F [k−1]
if i ≤ N − k − 1 andFk[i] = F [k + i − N + 1] + 1 − F [k − 1] if i > N − k − 1.

In other words, the distanceCEMD(f, g) is also the minimum ink of theL1 distance
betweenFk andGk, the cumulative histograms off andg starting at thekth quantization
bin.

Observe that this formula remains valid for any translated version ofFk andGk. In
particular, if we define

F̃k[i] =



























i
∑

j=k

f [j] if k ≤ i ≤ N − 1

N−1
∑

j=k

f [j] +

i
∑

j=0

f [j] if 0 ≤ i ≤ k − 1

,

the distanceCEMD(f, g) can also be computed as

(18) CEMD(f, g) = min
k∈{0,...,N−1}

‖F̃k − G̃k‖1.
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