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Self-similar trajectories in multi-input systems

Roland Hildebrand

Abstract

Self-similar trajectories play an important role in deterministic feedback control sys-
tems that possess a symmetry group of Fuller type. We consider self-similar trajectories
in multi-input systems and the linear part of the associated Poincaré maps in orbit space
with respect to the symmetry group. We show that Fuller groups contract the symplec-
tic structure of the system’s phase space and derive some properties of the spectrum
and the eigenvectors of the Poincaré map.

Introduction

We consider self-similar trajectories in deterministic feedback control systems, which give

rise to Hamiltonian dynamics via Pontryagins maximum principle. Self-similar trajectories
were discovered by Fuller in 1960 [1]. Fuller considered the optimal control system

ẋ = y, ẏ = u ∈ [−1, 1], x(0) = x0, y(0) = y0, J(u(·)) =
1

2

∫ ∞

0

x2(t) dt→ inf . (1)

Here u is a bounded scalar control; x, y parametrize the state space R2; and the cost

functional J is to be minimized over all measurable control functions u(t). Fuller has found
that outside the origin the optimal feedback control is bang-bang. The origin itself is a

singular stationary trajectory of second order. The ratio of successive intervals of time
between successive control switchings turned out to be constant. Therefore Fuller named

the corresponding trajectories constant-ratio trajectories. They are the prototype of self-
similar trajectories. In system (1) the origin is an accumulation point of control switchings.
This phenomenon is called chattering and is closely related to self-similar trajectories.

Fuller discovered [2] that system (1) possesses a one-parametric symmetry group GF .
Namely, if (x(t), y(t), u(t)) is an optimal trajectory of the system, then (λ2x( tλ ), λy( tλ), u(

t
λ))

is also an optimal trajectory for any positive number λ. We say that a trajectory is self-
similar if it is invariant with respect to a nontrivial subgroup of GF . Consider an orbit of

GF in state space. The phase velocity of the optimal synthesis has the same direction at
any point of this orbit, and determines a direction field on orbit space. Without the origin

(0, 0), the orbit space will be homeomorphic to S1. It consists of a single periodic orbit of
the direction field and corresponds to a one-parametric family of self-similar trajectories.

This example demonstrates that self-similar trajectories are important elements in the
structure of the optimal synthesis of systems with a symmetry of Fuller type. Namely, they
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correspond to periodic orbits and stationary points of the direction field that is defined on

orbit space with respect to the symmetry group. Fuller [3] developped a detailed algorithm
for calculating self-similar trajectories in the case of a symmetrically bounded scalar input.

He considered the case where the control jumps between the two extremal values and the
intervals between successive control switchings form a decreasing geometric progression.

The techniques presented in this paper allow to find self-similar trajectories in the general
case and to reveal the behaviour of the system in the neighbourhood of these trajectories.

Applications of self-similar trajectories are not restricted to systems with a Fuller group.
Zelikin and Borisov developped a theory of chattering [7]. In particular, they showed that,

provided a certain approximate Fuller symmetry holds, singular manifolds of codimension
2 and order 2 serve as base of a fibration in state space with fibres orbitally equivalent to
the optimal synthesis of system (1). The global structure of the synthesis is retained in the

fibre, and the self-similar trajectories of the non-perturbed system possess equivalents in
the perturbed system, although the latter are no more self-similar.

The paper is organized as follows. In section 1 we define self-similar trajectories and
Fuller groups and describe the treated class of optimal control systems. In sections 2 and

3 we develop algorithms for finding self-similar trajectories and calculating the linear part
of the Poincaré map associated with the corresponding periodic orbits, or alternatively, the

linearization in the neighbourhood of corresponding stationary points (Algorithms 1 and 2,
Theorem 2.1). We provide a criterion of optimality of a self-similar trajectory (Theorem

2.4) and investigate integral manifolds consisting of optimal trajectories in a neighbourhood
of a hyperbolic periodic orbit (Theorem 3.3). In the next section we show that Fuller groups
contract the sympletic structure of phase space and derive some properties of the spectrum

and the eigenvalues of the Poincaré map (Theorems 4.10 and 4.11). Finally we draw some
conclusions.

1 Definitions and preliminaries

We look for self-similar trajectories in systems given by the following generalization of (1).

x = (x1, . . . , xl) ∈ R
l,

l
∑

i=1

mix
(j)
i = 0 ∀ j = 1, . . . , n− 1; J(u(·)) =

1

2

∫ ∞

0

l
∑

i=1

mix
2
i dt→ inf;

x(n) = u, u ∈ U =

{

(u1, · · · , ul) ∈ R
l | ui ≤ 1 ∀ i = 1, . . . , l;

l
∑

i=1

miui = 0

}

. (2)

Here mi > 0; the state space M is parametrized by the l components of the vector x and

its time derivatives x
(j)
i up to order n − 1. Since there are restrictions

∑l
i=1 x

(j)
i = 0, the

state space has n × (l − 1) dimensions. The cost functional J is to be minimized over all
measurable inputs u(t). The set U of admissible control values is an (l − 1)-dimensional

simplex embedded in the space R
l parametrized by the coordinates u1, . . . , ul. Suppose

the initial point (x(0), ẋ(0), . . . , x(n−1)(0)) in state space is fixed; then the functional J is
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strictly convex on the convex set of all admissible functions u(·). Hence by Kuhn-Tucker’s

theorem, the optimal solution exists and is unique for any fixed initial point in state space.
Let us apply Pontryagin’s maximum principle [6] to system (2). We obtain the Pon-

tryagin function H = −1
2

∑l
i=1mix

2
i +

∑n−1
j=1

∑l
i=1 ψ

j
i x

(j)
i +

∑l
i=1 uiψ

n
i . Here the vector

ψj = (ψj1, . . . , ψ
j
l ) is conjugated to the vector of (j−1)-th order derivatives x(j−1). The con-

jugated variables satisfy the equations ψ̇1
i = mixi ∀ i = 1, . . . , l; ψ̇j = −ψj−1 ∀ j = 2, . . . , n.

The control u is determined by ψn according to the maximum principle. Suppose there

exists a i ∈ {1, . . . , l} such that
ψn

i

mi
<

ψn
i′

mi′
for any i′ 6= i, then the control is given by

ui′ = 1 ∀ i′ 6= i, ui = −

∑

i′ 6=imi′

mi
. (3)

Without loss of generality we can put
∑l

i=1 ψ
j
i = 0 for all j = 1, . . . , n [4]. We consider

only regular trajectories in system (2). By [4, Remark on p.3] we then cover also the case

of singular trajectories, anyway.
Let us introduce coordinates yji in phase space; here i ∈ {1, . . . , l}, j ∈ {1, . . . , 2n}:

yji = (−1)j−1ψ
n−j+1
i

mi
, yn+j

i = (−1)n−1x
(j−1)
i , ∀ i = 1, . . . , l; j = 1, . . . , n.

Let us join coordinates with equal upper indices to vectors yj ∈ R
l. Then the restrictions

and Hamiltonian dynamics are given by

ẏj = yj+1 ∀ j = 1, . . . , 2n− 1; ẏ2n = (−1)n−1u;
∑l

i=1
miy

j
i = 0 ∀ j = 1, . . . , 2n. (4)

The control u is given by (3); here i is the index for which y1
i is smallest. The phase space

of the system is parametrized by the 2nl components of the vectors y1, . . . , y2n with 2n
restrictions. Hence it has 2n(l − 1) dimensions. The phase space can be considered as
the cotangent fibration T ∗M over the state space M . The latter is parametrized by the

components of the vectors yn+1, . . . , y2n with n restrictions. It has n(l− 1) dimensions.

Proposition 1.1. [4, Proposition 1] Suppose ρ is a trajectory of system (4). Then ρ is a

lifting to T ∗M of an optimal trajectory if and only if it tends to the origin of T ∗M .
In the sequel, we shall call any trajectory in phase space T ∗M optimal, if it is a lift of

an optimal trajectory in state space M .
On phase space there acts a one-parametric group G of linear transformations. It is

parametrized by a multiplicative parameter λ ∈ R+. The element Gλ corresponding to the

number λ multiplies the coordinate yji by λ2n−j+1, Gλ : (y1, . . . , y2n) 7→ (λ2ny1, . . . , λy2n).

Definition 1.2. We call the group G Fuller group.

The action of G on T ∗M induces an action on state space M , because the action on the
variables yn+1, . . . , y2n does not depend on the values of the other variables. It is readily

seen that Gλ takes any trajectory of system (4) to another trajectory with a change of time
scale by the factor λ. Optimal trajectories are taken to optimal trajectories.
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Corollary 1.3. Suppose y(t) is a trajectory of system (4); then for any λ > 0 the trajectory

y′(t) = Gλ(y(
t
λ)) is also a solution of system (4). If y(t) is optimal, then so is y′(t).

Thus system (4) induces a direction field on orbit space (T ∗M)/G. If we remove the

origin, which is a separate orbit, orbit space will be homeomorphic to the sphere S2n(l−1)−1.
Denote the space ((T ∗M)/G) \ {0} ∼= S2n(l−1)−1 by Σ∗. Since at any point of an orbit the

same control is applied, the control function u given by (3) is defined also on Σ∗. We have
the same situation in state space. The velocity field defined on M by the optimal synthesis

points in the same direction at any point of a given orbit with respect to G. Hence the
optimal synthesis induces a direction field on orbit space M/G. If we remove the origin,

then this orbit space will be homeomorphic to the sphere Sn(l−1)−1. Denote the space
(M/G) \ {0} ∼= Sn(l−1)−1 by Σ. The optimal synthesis defines a section M → T ∗M of the
cotangent fibration. This section induces an embedding Σ → Σ∗. In the sequel, we will

identify Σ with its image in Σ∗. In view of the above, we call a trajectory in Σ∗ an optimal
trajectory if it belongs to Σ.

Definition 1.4. We call any trajectory of system (4) self-similar, if it is invariant with
respect to a non-trivial subgroup of G.

Corollary 1.5. The preimage of a self-similar trajectory in Σ∗ consists of stationary points

and/or periodic orbits.

Definition 1.6. We call a periodic orbit ζ in Σ∗ an s-chain, if the restriction of the control

function to ζ is piecewise constant and has s points of discontinuity.
It can be shown that any periodic orbit in Σ is an s-chain for some s > 1. Hence we

can restrict our study to stationary points and s-chains consisting of regular arcs.

2 An algorithm for finding self-similar trajectories

Beside the group G, there exists a subgroup of the permutation group Sl that acts on state
space of system (4). This group permutes components yji of the vectors yj that correspond

to equal weights mi. Let us denote this subgroup by S. Clearly it takes optimal trajectories
to optimal trajectories. Moreover, the action of S commutes with the action of G. Hence,

S acts also on the spaces Σ and Σ∗.
There exists an involution T of system (4), which multiplies the coordinate yji by

(−1)j+1. Suppose y(t) is a trajectory of system (4); then y′(t) = T (y(−t)) is also a trajec-
tory. However, T does not take optimal trajectories to optimal ones.

We look for periodic orbits in Σ∗ that have a finite number of control switchings and
consist of regular arcs. Let us index the l vertices of the simplex U of admissible controls.

We denote control (3) by control i, i = 1, . . . , l.

Theorem 2.1. Self-similar trajectories with constant control exist only for odd n. In this

case for any i ∈ {1, . . . , l} there is a unique self-similar trajectory with constant control i.
This trajectory passes through the origin and consists of three orbits of the group G. One of

them corresponds to a stationary point on Σ.
The proof is by integrating the system dynamics and applying Proposition 1.1.
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Proposition 2.2. If n is even, then there are no stationary points on Σ. If n is odd, then

there exist exactly 2l−2 stationary points on Σ. l of them correspond to regular trajectories.
Proof. There is a bijection between stationary points on Σ and optimal self-similar trajec-

tories with constant control. By Theorem 2.1, there are no such trajectories for even n.
Suppose n is odd. It is not hard to deduce from the maximum principle that any proper

face of the simplex U contains a unique control that is realized on an optimal trajectory
with constant control. But there are 2l − 2 such faces. The regular trajectories correspond

to the l vertices of the simplex.
Consider an s′-chain ζ (s′ > 1), where the controls i1, . . . , is′ are used successively,

thereafter the chain closes. Denote the initial switching point of ζ by q̃0. Denote the next
switching point, which is attained after using control i1, by q̃1, the next by q̃2 and so on,
up to the terminal point q̃s′ , which coincides with q̃0. Consider a point q0 ∈ T ∗M on the

orbit q̃0. Denote the trajectory of system (4) that goes through q0 by ρ. Denote the next
switching point on ρ by q1, the next by q2 and so on, up to qs′ . The point qs′ lies again

on the orbit q̃s′ = q̃0, but in general it does not coincide with q0. There exists exactly one
positive number λ′ such that the element Gλ′ ∈ G takes q0 to qs′ .

Definition 2.3. We call the number λ′ the contraction coefficient of the s′-chain ζ.

The definition is correct, because λ′ does not depend on the initial point q0 ∈ q̃0. By
Proposition 1.1, the following assertions hold.

Theorem 2.4. An s-chain with contraction coefficient λ is optimal if and only if λ < 1.

Corollary 2.5. Trajectories in Σ∗ that converge to on optimal s′-chain ζ are optimal and
lie in the space Σ.

The complexity of the equations determining q̃0 and λ′ quickly increases with s′. But if
we restrict our investigations to chains that are invariant with respect to an element of the
discrete symmetry group S, then the number of relevant switchings can be reduced.

Suppose there exists a divisor s of s′ and a permutation σ ∈ S such that σ takes q̃0 to
q̃s. There exists a number λ such that Gλ(σ(q0)) = qs. Clearly λ′ = λs

′/s, and the condition

λ′ < 1 is equivalent to λ < 1. Instead of the equation Gλ′(q0) = qs′ we can now consider the
simpler equation Gλ(σ(q0)) = qs, for fixed σ and i1, . . . , is.

By definition, put i0 = σ−1(is) and is+1 = σ(i1). For any k ∈ {1, . . . , s} the point qk
lies on the orbit q̃k. On the arc that connects qk−1 and qk the control ik is applied. On the

interior of this arc the condition of optimality of control ik holds:

y1
ik
< y1

ik′
∀ ik′ 6= ik. (5)

Denote the time that system (4) needs to pass from qk−1 to qk by tk. Let us compute qk
as a function of qk−1 by integrating (4) with control ik. Assemble the coordinates of phase

space in a vector y = (y2n
1 , . . . , y2n

l , y
2n−1
1 , . . . , y1

l )
T ∈ R

2nl. Then we can rewrite system (4)
as ẏ = Ay+ bik . Here A is a constant matrix. The diagonal that is obtained by shifting the

main diagonal by l positions downwards is filled with 1’s, the rest with zeros. The constant
vector bi depends only on the control i. Its first l elements form the control i multiplied by
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(−1)n−1, the other elements are zero. The matrix exponent F (t) = etA is

F (t) =











D0 0 . . . 0

D1 D0 . . . 0
...

...
. . .

...

D2n−1 D2n−2 . . . D0











.

Here Di = ti

i! Il and Il is the l × l identity matrix. By integrating the system with initial
value qk−1 we obtain y(qk) = F (tk)y(qk−1) + B̄k. Here B̄k depends only on tk and bik ,

B̄k =

∫ tk

0
F (tk − τ)bik dτ = C(tk)

∫ 1

0
F (1 − τ)bik dτ = C(tk)Bik .

Here C(t) = diag(tIl, t
2Il, . . . , t

2nIl) is a diagonal 2nl×2nl-matrix, and Bi =
∫ 1
0 F (1−τ)bi dτ

is a constant vector, which depends only on control i.

By iterating the equation y(qk) = F (tk)y(qk−1) + B̄k we finally obtain

y(qk) = F (
∑k

i=1
ti)y(q0) +

∑k

j=1
F (

∑k

i=j+1
ti)B̄j . (6)

By definition empty sums are zero. Denote the linear operator corresponding to the per-

mutation σ by Hσ. The action of the element Gλ can be described as multiplication by the
matrix C(λ). Hence we get the polynomial system of equations

y(qs) = y(Gλ(σ(q0))) = C(λ)Hσy(q0) = F (
∑s

i=1
ti)y(q0) +

∑s

j=1
F (

∑s

i=j+1
ti)B̄j . (7)

Further, F (t) is block-triangular with identity matrices on the diagonal. Since eigenvalues
of permutation matrices have absolute value 1, we get

Proposition 2.6. Suppose |λ| 6= 1, then det(C(λ)Hσ − F (
∑s

i=1 ti)) 6= 0.
For optimal chains we have |λ| 6= 1, and equations (7) can be resolved with respect to

y(q0):

y(q0) =
(

C(λ)Hσ − F (
∑s

i=1
ti)

)−1 (

∑s

j=1
F (

∑s

i=j+1
ti)B̄j

)

. (8)

The point qk lies on the switching hypersurface from control ik to control ik+1. This

implies y1
ik

(qk) = y1
ik+1

(qk). By vk denote the 2nl-dimensional row vector that has a 1 on
position ((2n − 1)l + ik) and a -1 on position ((2n − 1)l + ik+1), all other elements being

zero. vk depends only on the controls ik and ik+1. Then y1
ik

(qk) = y1
ik+1

(qk) transforms into

vk

[

F (
∑k

i=1
ti)y(q0) +

∑k

j=1
F (

∑k

i=j+1
ti)B̄j

]

= 0. (9)

For k = 0, . . . , s− 1 we obtain a system of s polynomial equations. It is easily checked that
equation (9) for k = s follows from equation (9) for k = 0 and equation (7).
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Equations (7) and (9) form an overdetermined linear system of 2nl + s equations with

respect to the 2nl unknown components of the vector y(q0). Let us join the coefficient
matrix of this system and its right-hand side to the (2nl+ s) × (2nl+ 1)-matrix

L =

















C(λ)Hσ − F (
∑s

i=1 ti)
∑s

j=1 F (
∑s

i=j+1 ti)B̄j
v0 0

v1F (t1) −v1B̄1
...

...

vs−1F (
∑s−1

i=1 ti) −vs−1

(

∑s−1
j=1 F (

∑s−1
i=j+1 ti)B̄j

)

















. (10)

System (7), (9) has a solution if and only if all minors of dimension 2nl+ 1 of L vanish.

By Proposition 2.6, this is equivalent to vanishing of all s minors that contain the first 2nl
rows. Thus we obtain a system of s polynomial equations on s + 1 unknown quantities

t1, . . . , ts; λ. Since the point q0 on the orbit q̃0 can be chosen arbitrarily, we can introduce
an additional condition, e.g.

∑s
i=1 ti = 1. Then the number of unknowns will be equal to

the number of equations. Any solution that satisfies conditions (5) and the inequalities

ti > 0 ∀ i = 1, . . . , s; λ > 0, λ 6= 1 determines an s′-chain on Σ∗. The coordinates of the
point q0 are to be found from (8). It can easily be seen that the restrictions on yji are

fulfilled. On ζ the a priori chosen sequence of controls i1, . . . , is is realized and ζ is invariant
with respect to the symmetry σ. Theorem 2.4 yields that ζ is optimal if λ < 1.

Any minor of L that contains the first 2nl rows is a homogeneous polynomial of degree
2n with respect to t1, . . . , ts and a polynomial of degree nl(2n+1) with respect to λ. Hence

the degree of the polynomials does not depend on the parameters s, σ, i1, . . . , is.
Thus we obtain the following algorithm for detection of chains with a given sequence of

controls and invariance with respect to a given symmetry σ ∈ S. Any solution corresponds
to a one-parametric family of self-similar trajectories related by the action of G.

Algorithm 1: (compare also [4, Section 3]) Calculation of optimal self-similar trajec-

tories.
1. Calculate the matrix L according to (10).

2. Compose a system of polynomial equations by putting all minors of dimension 2nl+1
of L to zero that contain the first 2nl rows.

3. Solve the system with an additional constraint eliminating homogeneity in the ti.

4. Calculate the coordinates of the initial point q0 of the self-similar trajectory according
to (8), and of the other switching points according to (6).

5. Check the conditions λ ∈ (0, 1), ti > 0 and (5).

A similar algorithm was given in [3] for the case l = 2, m1 = m2 = 1, s = 1, σ = (12),

n arbitrary, and in [5] for the case l = 2, n = 2, s = s′ = 2, mi arbitrary.

3 The linear part of the Poincaré map

Let ζ be an s′-chain, invariant with respect to the permutation σ ∈ S, with parameters
t1, . . . , ts; λ and switching points q̃0, . . . , q̃s. Let us investigate the behaviour of the dynam-
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ical system on Σ∗ in a neighbourhood of ζ. We consider only the generic case, when ζ

transversally intersects the switching hypersurfaces at the switching points and the switch-
ing points do not lie on the intersection of more than one switching hypersurface. Then

y1
ik

(qk) = y1
ik+1

(qk) < y1
ik′

(qk) ∀ ik′ 6∈ {ik, ik+1}; ẏ
1
ik

(qk)− ẏ
1
ik+1

(qk) = y2
ik

(qk)−y
2
ik+1

(qk) > 0.

(11)
Let us consider a neighbourhood Q̃ of q̃0 on the switching hypersurface Γ̃i0i1 from control i0
to control i1. If q̃ ∈ Q̃ is sufficiently close to q̃0, then the trajectory that goes through q̃ will
intersect Γ̃i0i1 again in some point P̃ ′(q̃) ∈ Q̃ after s′ control switchings. The mapping P̃ ′

that takes q̃ to P̃ ′(q̃) is called the Poincaré map associated with the periodic orbit ζ. The
point q̃0 is a fixed point of P̃ ′. It is not hard to prove that conditions (11) are sufficient for

nondegeneracy of the Poincaré map at q̃0.
Let us define a mapping P̃ on a neighbourhood of q̃0. Suppose the point q̃ ∈ Q̃ is suffi-

ciently close to q̃0. Consider the trajectory that goes through q̃. After s control switchings
on this trajectory we obtain a point q̃′. By definition, put P̃ (q̃) = σ−1(q̃′). Clearly q̃0 is a
fixed point of the map P̃ , and P̃ ′ ≡ P̃ s

′/s. Conditions (11) are sufficient for nondegeneracy

of P̃ at q̃0. The map P̃ is the Poincaré map associated with the image of ζ in orbit space
Σ∗/σ.

Let us compute the maps P̃ ′, P̃ . Define operators Fi(t) (i = 1, . . . , l) acting on T ∗M
by Fi(t) : y 7→ F (t)y +C(t)Bi . The operator Fi(t) is given by the transition matrix of the

dynamical system defined by the control i.
Let Qk ⊂ T ∗M be a neighbourhood of qk ∈ q̃k. Then qk lies on the switching hy-

persurface Γikik+1
from control ik to control ik+1. Let q be a point in Qk. By ρk (resp.

ρk+1) denote the trajectory through q of the dynamical system on T ∗M defined by control

ik (resp. ik+1). The trajectories ρk, ρk+1 intersect the hypersurface Γikik+1
in some points

q′, q′′. By τk (resp. τk+1) denote the time that is needed to get from q to q′ (resp. q′′) along
the trajectory ρk (resp. ρk+1). The functions τk(q), τk+1(q) are smooth in the neighbour-

hood Qk, provided Qk is sufficiently small. These functions are zero on Γikik+1
, specifically

at qk.

Let us define the mapping Tikik+1
= Fik+1

(τk)◦Fik(−τk) on Qk. Any point on Γikik+1
is a

fixed point of Tikik+1
, specifically qk. We can define the following mappings on a sufficiently

small neighbourhood Q0 of q0: P = σ−1 ◦ Gλ−1 ◦ Tisis+1
◦ Fis(ts) ◦ · · · ◦ Ti1i2 ◦ Fi1(t1),

P ′ = G(λ′)−1 ◦ Tis′is′+1
◦ Fis′ (ts′) ◦ · · · ◦ Ti1i2 ◦ Fi1(t1). The point q0 is a fixed point of the

mappings P, P ′. These mappings commute with the action of G. The mapping Fi1(τ1),
which projects Q0 on the switching surface Γi0i1 along the trajectories of the system defined

by control i1, also commutes with G. Hence the compositions Fi1(τ1)◦P , Fi1(τ1)◦P
′ induce

mappings of a neighbourhood of q̃0 on the switching surface Γ̃i0i1 in Σ∗. It is not hard to see
that these induced mappings coincide with the Poincaré maps P̃ , P̃ ′. Therefore the linear

part of P̃ , P̃ ′ can be computed from the linear part of the mappings P , P ′ at q0.
Note that the phase velocity vector vt = Ay(q0) + bi1 is an eigenvector of the Jacobi

matrices ∂P (y)
∂y |y=y(q0),

∂P ′(y)
∂y |y=y(q0) with eigenvalues λ−1, (λ′)−1 respectively. Hence the

differentials of P and P ′ induce linear operators on the quotient space Tq0(T
∗M)/span{vt}.

Since any point of the switching surface Γi0i1 is invariant with respect to the projec-
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tion operator Fi1(τ1), the differential of the restriction of the mapping Fi1(τ1) ◦ P (resp.

Fi1(τ1) ◦P
′) on Γi0i1 coincides with the differential of P (resp. P ′). Hence the action of the

differentials D(Fi1(τ1) ◦ P ), D(Fi1(τ1) ◦ P
′) on the tangent space Tq0Γi0i1 can be identified

with the action of the differentials of P , P ′ on the quotient space Tq0(T
∗M)/span{vt}.

The vector vλ given by ∂
∂λGλ(y(q0))|λ=1 =

dC(λ)
dλ |λ=1y(q0) in the tangent space to q0 is

tangent to the orbit q̃0. Since the mappings Fi1(τ1)◦P , Fi1(τ1)◦P
′ commute with the action

of G, vλ is an eigenvector of the differentials D(Fi1(τ1) ◦P ), D(Fi1(τ1) ◦P
′) with eigenvalue

1. The vector vλ consists of the components of the vectors y2n(q0), 2y
2n−1(q0), . . . , 2ny

1(q0)
written one after the other. Hence the differentials D(Fi1(τ1) ◦ P ), D(Fi1(τ1) ◦ P

′) induce

an action on the quotient space Tq0Γi0i1/span{vλ}. This action can be identified with the
action of the differentials of the Poincaré maps P̃ , P̃ ′ on the tangent space Tq̃0Γ̃i0i1 . We

proved the following assertion.

Corollary 3.1. The action of the differentials of the Poincaré maps P̃ , P̃ ′ can be canon-

ically identified with the action induced by the differentials of the mappings P , P ′ on the
quotient space Tq0(T

∗M)/span{vt, vλ}.

Let us compute the derivatives ∂P
∂y , ∂P

′

∂y . Consider the differential DTikik+1
at the point

qk. Note that any vector in Tqk(T ∗M) tangent to Γikik+1
is invariant with respect to

DTikik+1
. Furthermore, DTikik+1

takes the phase velocity vector Ay(qk) + bik induced by
the control ik to the phase velocity vector Ay(qk) + bik+1

induced by the control ik+1.

Denote the base vectors in the tangent fibration T (T ∗M) corresponding to differentiation
with respect to yji by eji . Let us introduce another system of base vectors e′ji , where e1ik
is replaced by e′1ik = e1ik + e1ik+1

, e1ik+1
is replaced by e′1ik+1

= Ay(qk) + bik, and the other

vectors e′ji coincide with the corresponding vectors eji . Denote the image of e′ji under the

action of DTikik+1
by e′′ji . Then e′′1ik+1

is given by e′′1ik+1
= Ay(qk) + bik+1

, and the other

vectors e′′ji coincide with the corresponding vectors e′ji .
The switching surface Γikik+1

is given by y1
ik

(qk) = y1
ik+1

(qk). It is easily shown that all

vectors e′ji , e
′′j
i except e′1ik+1

, e′′1ik+1
are tangent to Γikik+1

. By (11), the vectors Ay(qk)+bik ,
Ay(qk) + bik+1

are transversal to Γikik+1
. Hence the matrix E ′ (resp. E ′′) consisting of the

column vectors e′
j
i (resp. e′′

j
i ) is nonsingular. Note that the vectors bik, bik+1

differ only at

the ik-th and ik+1-th positions. By substituting these vectors we obtain e′′1ik+1
− e′1ik+1

=

(−1)n−1 1
mik

(
∑l

i=1mi)e
2n
ik

+ (−1)n 1
mik+1

(
∑l

i=1 mi)e
2n
ik+1

. At the ((2n− 1)l+ ik)-th position

of e′1ik+1
, e′′1ik+1

, which corresponds to the base vector e1ik , we have the term y2
ik

(qk); at the

((2n− 1)l+ ik+1)-th position, which corresponds to the base vector e1ik+1
, we have the term

y2
ik+1

(qk). The differential DTikik+1
is given by E ′′(E ′)−1. By substituting we obtain

DTikik+1
= I2nl +

(−1)n−1 1
mik

∑l
i=1mi

y2
ik

(qk) − y2
ik+1

(qk)
eik ,(2n−1)l+ik +

(−1)n 1
mik

∑l
i=1 mi

y2
ik

(qk)− y2
ik+1

(qk)
eik,(2n−1)l+ik+1

+
(−1)n 1

mik+1

∑l
i=1mi

y2
ik

(qk) − y2
ik+1

(qk)
eik+1,(2n−1)l+ik +

(−1)n−1 1
mik+1

∑l
i=1 mi

y2
ik

(qk) − y2
ik+1

(qk)
eik+1,(2n−1)l+ik+1

, (12)
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where er,s is a matrix which has a 1 at position (r, s) and is elsewhere filled with zeros. Thus

the matrix DTikik+1
differs from I2nl at four positions, which are located at rows ik, ik+1,

which correspond to the base vectors e2nik , e
2n
ik+1

, and columns (2n−1)l+ ik, (2n−1)l+ ik+1,

which correspond to the base vectors e1ik , e
1
ik+1

.

The mappings Fik (tk) are affine and their differential is given by F (tk). Since every
element of the groups S, G is a linear transformation, it coincides with its differential. Thus

DP = Hσ−1C(λ−1)DTisis+1
F (ts) . . .DTi1i2F (t1),

DP ′ = C((λ′)−1)DTis′is′+1
F (ts′ ) . . .DTi1i2F (t1). (13)

We obtain the following algorithm for calculating the differentials of the Poincaré maps

P̃ , P̃ ′ of a given s′-chain ζ that is invariant with respect to a given permutation σ.

Algorithm 2: Calculus of the linear part of the Poincaré map of a given periodic orbit.
1. Compute the matrices DP,DP ′ according to (12),(13).

2. Compute the vector vt = Ay(q0)+ bi1 and the vector vλ, which consists of the compo-
nents of the vectors y2n(q0), 2y

2n−1(q0), . . . , 2ny
1(q0) written one after the other. The vec-

tors vt, vλ span a subspace, which is invariant with respect to the transformations DP,DP ′.
3. Compute the linear transformations that are induced by DP,DP ′ on the quotient

space Tq0(T
∗M)/span{vt, vλ}.

The space Tq0(T
∗M) has dimension 2n(l − 1), whereas the matrices of the differentials

DP,DP ′ given by (13) have size 2nl × 2nl. The space Tq0(T
∗M) is an invariant subspace

of these matrices. Now we shall investigate the linear transformations induced by matrices

(13) on the quotient space span{e2n1 , . . . , e1l }/Tq0(T
∗M).

Firstly, consider how the maps P, P ′ act on the quotient space of the 2nl-dimensional

space parametrized by the coordinates y2n
1 , . . . , y1

l with respect to the subspace T ∗M . This

quotient space can be parametrized by the coordinates Y j =
∑l

i=1 miy
j
i , j = 1, . . . , 2n.

Since
∑l

i=1 miui = 0, the derivatives Ẏ j do not depend on the control. They are given by
Ẏ 2n = 0, Ẏ j = Y j+1, j = 1, . . . , 2n − 1. Hence transition by time t is a linear operator
given by a triangular matrix with 1’s on the diagonal. The sums Y j are invariant with

respect to the action of S, whereas Gλ multiplies Y j by λ2n+1−j. Therefore the mapping
P (resp. P ′) acts linearly on Y j, and this action is given by a triangular 2n × 2n-matrix

with λ−1, . . . , λ−2n (resp. λ′−1, . . . , λ′−2n) on the diagonal. Obviously the induced mappings
coincide with their differentials. Thus we proved the following assertion.

Corollary 3.2. The action induced by matrices (13) on the quotient space

span{e2n1 , . . . , e1l }/Tq0(T
∗M) is given by diagonizable operators with simple eigenvalues

λ−1, . . . , λ−2n (resp. λ′−1, . . . , λ′−2n).
From the spectrum of DP,DP ′ we can conclude on the behaviour of the optimal syn-

thesis in a neighbourhood of optimal self-similar trajectories. By Corollary 2.5, we have

Theorem 3.3. Suppose ζ is an optimal s′-chain with control sequence i1, . . . , is′, satisfying

conditions (11). Let its Poincaré map P̃ ′ be hyperbolic, and m− be the dimension of its stable
invariant manifold. Then ζ is embedded in an (m− + 1)-dimensional integral submanifold
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of Σ. The preimage of this submanifold in state space is an (m− + 2)-dimensional integral

submanifold, which consists of optimal trajectories. These trajectories undergo chattering
with periodic sequence i1, . . . , is′ of controls when approaching the origin.

4 Contracting groups and Poincaré map

In this section we prove that the action of G contracts the symplectic structure on T ∗M .
We will deduce some properties of the linear part of the Poincaré maps associated with

optimal periodic orbits in Σ∗. We depart from a generalization of the Theorem of Lyapunov-
Poincaré, whose proof is purely algebraic and omitted here for space limitation reasons.

Proposition 4.1. Suppose B is a regular complex n × n matrix and Λ 6= 0 is a complex

number. Suppose W is a complex n × n matrix such that ΛB = WTBW . Then for any
complex number λ 6= 0 and any natural number m ∈ N the equations B[Ker(W − λ)m] =

Ker(WT− Λ
λ )m, BT [Ker(W − λ)m] = Ker(WT− Λ

λ )m are satisfied.

Corollary 4.2. Suppose λ is an eigenvalue of W ; then Λ
λ is also an eigenvalue of W . The

dimensions of their root subspaces and their proper subspaces coincide.
Suppose the matrices B, W and the number Λ are real, and W has only simple eigen-

values. The space R
n decomposes into a direct sum of minimal invariant subspaces of the

operator W . A minimal invariant subspace has dimension 1 if the corresponding eigenvalue

is real, and it has dimension 2, if it corresponds to a complex-conjugated pair of eigenvalues.
Denote the minimal invariant subspaces of W by V1, . . . , Vr. Let us put in correspondence

to each subspace Vi a number λi. If Vi is onedimensional, then define λi as the correspond-
ing real eigenvalue. If Vi is twodimensional, then define λi as the corresponding complex
eigenvalue that has positive imaginary part. By ¯ denote complex conjugation.

Definition 4.3. We call a minimal invariant subspace Vj conjugated to the subspace Vi, if

λjλ̄i = Λ.
By Corollary 4.2, for any subspace Vi there exists a conjugated subspace Vj. Suppose

Vi, Vj are conjugated subspaces. Then we have Vi = Vj if and only if |λi|
2 = Λ.

Proposition 4.4. Suppose the assumptions made above are satisfied. Then

a) For any minimal invariant subspace Vi of W there exist vectors wi ∈ Vi, wj ∈ Vj such
that wTi Bwj 6= 0. Here Vj is the subspace conjugated to Vi.

b) Suppose the minimal invariant subspaces Vi, Vj are not conjugated. Then for any vectors
wi ∈ Vi, wj ∈ Vj we have wTi Bwj = 0.

The proof uses the theorem on the Jordan structure of a matrix and is omitted here.

Consider a differentiable manifold V of even dimension 2m. Let ω be a closed non-
degenerate differential 2-form inducing a symplectic structure on V . By TzV denote the

tangent space to V at the point z ∈ V . Then to any vector v ∈ TzV a 1-form θv ∈ T ∗
z V in

the cotangent space at the point z is assigned. The form θv takes any vector u ∈ TzV to
θv(u) = ω(v, u) and is the convolution ivω of the form ω with the vector v.

11



Definition 4.5. A one-parametric group G of diffeomorphisms gγ of V , where γ ∈ R

is an additive parameter, is called a contracting group, if the following condition holds.
By the action of gγ the form ω is multiplied by e−γ , i.e. for any point z ∈ V we have

ω(z) = e−γg∗γω(g(z)).
Suppose L is a Lagrange submanifold of V , i.e. a submanifold of dimension m on whose

tangent space ω is zero. Then for any z ∈ L and v ∈ TzL we have TzL ⊂ Ker θv . Obviously
any element of a contracting group takes Lagrange manifolds to Lagrange manifolds.

Suppose vG is a smooth vector field on V . It generates a one-parametric group G of
diffeomorphisms of the manifold V .

Proposition 4.6. The following conditions are equivalent:
(i) the group G is a contracting group,
(ii) the form θvG

= ivG
ω satisfies the equation dθvG

= ω.

Proof. By Lv denote the Lie derivative with respect to the vector field v. By defini-
tion, a group is contracting iff for any point z ∈ V and any two vectors u, w ∈ TzV we

have ω(gγ(z))(Dgγ(u), Dgγ(w)) = eγω(z)(u, w). This equation is satisfied iff the equation
LvG

ω = ω holds. Since ω is closed, we obtain LvG
ω = d(ivG

ω) = dθvG
.

Suppose vt(z) is a vector field on V . Parametrize the trajectories of the corresponding
flow by time t. It is well-known that the form θvt(z) is closed if and only if the symplectic

form ω is invariant with respect to transitions along the trajectories of vt. In this case
vt is a Hamiltonian flow. If θvt is exact, then there exists a Hamiltonian H(z) such that

θvt = −dH .
Let L be a continuously differentiable integral Lagrange manifold, which is invariant

with respect to the action of a contracting group G. Then the generating vector field vG
of G and the vector field vt are tangent to L. Suppose there exists a point z0 ∈ L and
numbers T > 0, γ 6= 0 such that gγ ◦ ΦT (z0) = z0, where gγ is an element of the group

G and ΦT is a shift by time T along the trajectories of the Hamiltonian system. The
differential of the mapping gγ ◦ΦT is an automorphism of the tangent space Tz0V . Suppose

u, v are tangent vectors at the point z0. Since the form ω is invariant under shifts in time,
we have ω(u, v) = ω(DΦT (u), DΦT (v)), where DΦT (u), DΦT (v) are tangent vectors at the

point ΦT (z0). On the other hand, the action of the differential Dgγ multiplies the form ω
by eγ . Therefore we have

ω(D(gγ ◦ΦT )(u), D(gγ ◦ΦT )(v)) = eγω(u, v). (14)

ByW denote the matrix of the linear mappingD(gγ◦ΦT ), by ωz0 denote the skew-symmetric

matrix that corresponds to the form ω(z0). Then (14) becomes eγωz0 = WTωz0W .
Since L is invariant under any shift ΦT and any diffeomorhism gγ , the subspace Tz0L of

the tangent space Tz0V is invariant under the mapping W .
Suppose W has only simple eigenvalues. Then the space Tz0V decomposes into a direct

sum of minimal invariant subspaces of W . Denote these subspaces by V1, . . . , Vr. The
tangent space Tz0L is an invariant subspace of W . Hence there exists a subset VS ⊂

{V1, . . . , Vr} such that Tz0L = span{v ∈ Vi | Vi ∈ VS}. Since Tz0L is isotropic, for any
Vi, Vj ⊂ Tz0L and vi ∈ Vi, vj ∈ Vj we have ω(vi, vj) = 2vTi ωz0vj = 0.
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Since the matrix ωz0 is nonsingular, the matrix W satisfies the assumptions of Proposi-

tions 4.1 and 4.4. By Corollary 4.2, the set of eigenvalues of W breaks up into pairs. The
product of the eigenvalues in each pair equals eγ .

By Proposition 4.4, conjugated subspaces Vi, Vj cannot at the same time be contained in
the set VS. Since dimTz0L = 1

2 dim Tz0V , there cannot exist any subspace Vi that coincides

with its conjugated subspace. Hence the number of minimal invariant subspaces is even.
There exist exactly 2

r
2 Lagrange subspaces of Tz0V that are invariant under W .

Let us summarize these results.

Proposition 4.7. Suppose the matrix W = D(gγ ◦ ΦT ) has only simple eigenvalues.
Then the minimal invariant subspaces V1, . . . , V2r of W and the corresponding eigenval-

ues λ1, . . . , λ2r with nonnegative imaginary part can be arranged in a manner such that the
following conditions hold.
a) Tz0L = V1 ⊕ V2 ⊕ · · · ⊕ Vr.

b) λi λ̄r+i = λ̄i λr+i = eγ for any i = 1, . . . , r.
c) For any i = 1, . . . , r there exist vi ∈ Vi, vr+i ∈ Vr+i such that ω(vi, vr+i) 6= 0.

d) For any vi ∈ Vi, vj ∈ Vj such that (j − i) 6≡ 0 mod(r) we have ω(vi, vj) = 0.
e) dim Vi = dimVr+i for any i = 1, . . . , r.

Suppose the differential of the diffeomorphism gγ multiplies the vector field vt by eκγ ,
κ > 0, i.e. at any point z ∈ V we have Dgγ(vt(z)) = eκγvt(gγ(z)). This equation holds iff

LvG
vt = −κvt, i.e.

[vt, vG] = κvt. (15)

Let us compute the images W (vt), W (vG). We have DΦT (vt(z0)) = vt(ΦT (z0)). Now we

shall compute DΦT (vG(z0)). We have LvtvG = κvt, therefore vG(ΦT (z0)) = DΦT (vG(z0))+
κTvt(ΦT (z0)). Hence we obtain DΦT (vG(z0)) = (vG−κTvt)(ΦT (z0)). The differential Dgγ
multiplies the vector field vt by eκγ and leaves vG invariant. This yields

W (vt) = eκγvt, W (vG) = vG − κeκγTvt.

Thus the vectors vt and vG + κT
1−e−κγ vt are eigenvectors of the matrix W with eigenvalues

eκγ and 1, respectively.
Suppose vt, vG are linearly independent at z0. Denote the (2m−2)-dimensional quotient

space Tz0V/span{vt, vG} by Ṽ . The linear operator W induces an automorphism W̃ of Ṽ .
Since vt, vG ∈ Tz0L, the quotient space L̃ = Tz0L/span{vt, vG} is well-defined. It is a

(m− 2)-dimensional subspace of Ṽ . By Proposition 4.7, the following assertion holds.

Proposition 4.8. Suppose W has only simple eigenvalues, and the assumptions made
above are satisfied. Then the 2r−2 minimal subspaces Ṽ1, . . . , Ṽ2r−2 of Ṽ that are invariant

under the action of W̃ , and the corresponding eigenvalues λ1, . . . , λ2r−2 with nonnegative
imaginary part can be arranged in a manner such that the following conditions hold.

a) L̃ = Ṽ1 ⊕ Ṽ2 ⊕ · · · ⊕ Ṽr−2.
b) λi λ̄r−2+i = λ̄i λr−2+i = eγ for any i = 1, . . . , r− 2.

c) dim Ṽ2r−3 = dim Ṽ2r−2 = 1, λ2r−3 = e(1−κ)γ , λ2r−2 = eγ.
d) dim Ṽi = dim Ṽr−2+i for any i = 1, . . . , r− 2.
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Now we apply these results to the self-similar trajectories of system (4). In our case

V is the phase space T ∗M with its canonical symplectic structure. The section of T ∗M
corresponding to the optimal synthesis is a Lagrange submanifold.

Proposition 4.9. The Fuller group G is a contracting group. The parameters γ and λ are

related to each other by the equation λ2n+1 = eγ .
Proof. We have vG(q) = dGλ(q)

dλ (d((2n+1) lnλ)
dλ )−1|λ=1 = 1

2n+1
dC(λ)
dλ y(q). Hence the relation

between the generating vector field vG and the vector field vλ, which was defined in the

previous section, is given by

vG(q) =
1

2n+ 1
vλ =

1

2n+ 1

l
∑

i=1

2n
∑

j=1

(2n+ 1 − j)yji (q)
∂

∂yji
.

The phase velocity vector vt is given by

vt(q) = Ay(q) + bk =

l
∑

i=1

2n
∑

j=2

yj−1
i (q)

∂

∂yji
+

l
∑

i=1

ui
∂

∂y1
i

.

Here k is the applied control. It is easily checked that the Lie bracket [vt, vG] is equal to
1

2n+1vt. Therefore condition (15) with κ = 1
2n+1 is satisfied.

The symplectic form on V = T ∗M is given by ω = 1
2

∑l
i=1

∑2n
j=1(−1)n+1−jmidy

2n+1−j
i ∧

dyji . In coordinate representation we have

(ωij) =
1

2















0 0 . . . 0 (−1)n∆m

0 0 . . . (−1)n−1∆m 0
...

... . .
. ...

...

0 (−1)−n+2∆m . . . 0 0
(−1)−n+1∆m 0 . . . 0 0















. (16)

Here ∆m = diag{m1, . . . , ml} is a diagonal l × l-matrix.
Hence the form θvG

= ivG
ω is given by

θvG
(q) =

1

2n+ 1

l
∑

i=1

2n
∑

j=1

(−1)n+1−jmijy
2n+1−j
i (q)dyji .

It is not hard to prove that the differential of this form after alternation is equal to (16).
Proposition 4.6 concludes the proof.

Since the mappings σ−1◦Tisis+1
◦Fis(ts)◦· · ·◦Ti1i2 ◦Fi1(t1), Tis′is′+1

◦Fis′(ts′)◦· · ·◦Ti1i2 ◦
Fi1(t1) are not transitions in time of system (4), Proposition 4.7 cannot be applied formally

to the mappings P and P ′. But recall that for proving Propositions 4.7 and 4.8 we used only
that ΦT preserves the form ω. The mappings Fi(t) are transitions in time and preserve ω.

Clearly the action of the group S preserves ω. The differential of the mapping Tikik+1
can be

represented as a composition of differentials of the mappings Fik+1
(τk) and Fik (−τk) with
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frozen argument τk and the differential of Tikik+1
at some point on the switching surface

Γikik+1
. The first two differentials are differentials of transitions in time and hence preserve

ω. By multiplying (12) and (16), we obtain (ωij) = (DTikik+1
)T (ωij)DTikik+1

. Therefore

Tikik+1
also preserves ω.

Note that on any self-similar trajectory corresponding to an s′-chain with s′ > 1 the

vector fields vG and vt are linearly independent. Hence Propositions 4.7 and 4.8 remain
valid also for system (4). By L denote the Lagrange section of the cotangent fibration

T ∗M that is induced by the optimal synthesis. We proved the following assertion on the
differentials of the mappings P , P ′.

Theorem 4.10. Suppose the differential DP has only simple eigenvalues. Then the min-

imal subspaces V1, . . . , V2r of the space Tq0(T
∗M) that are invariant under the action of

DP , and the corresponding eigenvalues λ1, . . . , λ2r with nonnegative imaginary part can be
arranged in a manner such that the following conditions hold.

a) If L is differentiable at q0, then Tq0L = V1 ⊕ V2 ⊕ · · · ⊕ Vr.
b) λi λ̄r+i = λ̄i λr+i = λ−(2n+1) for any i = 1, . . . , r.

c) For any i = 1, . . . , r there exist vi ∈ Vi, vr+i ∈ Vr+i such that ω(vi, vr+i) 6= 0.
d) For any vi ∈ Vi, vj ∈ Vj such that (j − i) 6≡ 0 mod(r) we have ω(vi, vj) = 0.

e) λ1 = λ−1, λ2 = 1, V1 = span{vt}, V2 = span{vλ +
Ps

i=1 ti
1−λ vt}.

f ) dimVi = dimVr+i for any i = 1, . . . , r.
Here the vector vt is the phase velocity vector defined by control i1, and the vector vλ is

tangent to the orbit q̃0.
Analogous assertions hold for the differential DP ′, with λ, s replaced by λ′, s′.

By L̃ denote the image of the intersection L ∩ Γi0i1 in space Σ∗. The results on the
differentials of the Poincaré maps P̃ , P̃ ′ can be summarized as follows.

Theorem 4.11. Suppose the differential DP has only simple eigenvalues. Then the mini-

mal subspaces Ṽ1, . . . , Ṽ2r−2 of the space Tq̃0Γ̃i0i1 that are invariant under the action of the
differential DP̃ , and the corresponding eigenvalues λ1, . . . , λ2r−2 with nonnegative imagi-

nary part can be arranged in a manner such that the following conditions hold.
a) If L̃ is differentiable at q̃0, then Tq̃0L̃ = Ṽ1 ⊕ Ṽ2 ⊕ · · · ⊕ Ṽr−2.
b) λi λ̄r−2+i = λ̄i λr−2+i = λ−(2n+1) for any i = 1, . . . , r− 2.

c) dim Ṽ2r−3 = dim Ṽ2r−2 = 1, λ2r−3 = λ−2n, λ2r−2 = λ−(2n+1).
d) dim Ṽi = dim Ṽr−2+i for any i = 1, . . . , r− 2.

Analogous assertions hold for the differential DP̃ ′, with λ replaced by λ′.
Note that the spectrum of the matrices (13) does not coincide with the spectrum of the

differentials DP,DP ′. By Corollary 3.2, the eigenvalues λ−1, λ−2n (resp. (λ′)−1, (λ′)−2n) of
matrices (13) are always multiple, whereas absence of multiple eigenvalues in the spectrum

of the differentials DP,DP ′ is the generic case. Corollary 3.2 yields the following criterion
of absence of multiple eigenvalues in the spectrum of the differentials DP,DP ′.

Proposition 4.12. The differential DP (resp.DP ′) has only simple eigenvalues if and only

if the numbers λ−1, . . . , λ−2n (resp. λ′−1, . . . , λ′−2n) are eigenvalues of the corresponding
matrix (13) with multiplicity not greater than 2, and any other eigenvalue is simple.
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5 Conclusions

When constructing an optimal synthesis in a deterministic control problem, one usually
first considers singular trajectories and submanifolds provided by the maximum principle.

These act as structuring elements in the phase portrait. In classical dynamical systems,
however, the structuring elements are fixed points, periodic cycles and associated invariant

submanifolds. If the optimal control problem possesses a certain symmetry group (a Fuller
group), one can consider these classical objects in orbit space with respect to the group.

Computing them yields valuable information on the global structure of optimal synthesis.
In this paper we provide tools and algorithms to compute such elements. To this end we

expolited the interaction of the symplectic structure of the Hamiltonian dynamics emanating
from the maximum principle on the one hand and the Fuller group on the other hand.
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