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EXPLICIT UNIFORM ESTIMATION OF RATIONAL POINTS

II. HYPERSURFACE COVERINGS

Huayi Chen
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1. Introduction

This article is a continuation of [12]. Let K be a number field and X be a sub-
variety of Pn

K of dimension d and of degree δ. The purpose of this article is to establish
the following explicit estimation (see Theorem 4.2)

Theorem A. — Let ε > 0 and D be an integer such that

D > max
{
(ε−1 + 1)

(
2δ−

1
d (d + 1) + δ − 2

)
, 2(n − d)(δ − 1) + d + 4

}
.

There is an explicitly computable constant C = C(ε, δ, n, d, K) such that, for any
B ∈ R, B > eε, the set S1(X ; B) of regular rational points of X with exponential

height 6 B is covered by no more than CB(1+ε)δ−

1
d (d+1) + 1 hypersurfaces of degree

D not containing X.

This theorem generalizes some results of Heath-Brown [16, Theorem 14] and
Broberg [6, Theorem 1] in the following two aspects. Firstly, we do not require any
hypothesis on the number of equations defining the subvariety X (recall that Heath-
Brown has considered the hypersurface case, and Broberg’s estimation depends on
the number of the generators of the ideal of X); secondly, we estimate explicitly
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the degree and the number of the auxiliary hypersurfaces needed to cover the set of
rational points with bounded height.

The strategy of Heath-Brown in the proof of [16, Theorem 14] consists of estab-
lishing that a family of rational points having the same reduction modulo a “large”
prime number are contained in one hypersurface (not containing X) with “low” de-
gree. This idea is inspired by results of Bombieri-Pila [1] and Pila [21], and has been
developed later by authors such as [6, 7, 8, 9, 10, 14, 22, 23].

Suggested by Bost, we adapt the above idea into the framework of his slope method
[2, 3, 4]. Note that Bogomolov has asked a similar question on the possibility
of replacing the method of Heath-Brown by arguments in Arakelov geometry (see
[13, Question 34]). We consider the evaluation map from the space of homogeneous
polynomials to the space of values of these polynomials on a family of rational points.
If the rational points in the family have the same reduction modulo some finite place
p of K such that the norm of p is big, then the (logarithmic) height of this evaluation
map is very negative. Hence by the slope inequality, the evaluation map cannot be
injective and thus we obtain a non-zero homogeneous form vanishing by the evaluation
map, which defines the desired hypersurface.

The flexibility of the slope method permits to develop several interesting variants.
For example, instead of considering the reduction modulo a finite place p, we treat
the case where the family of rational points have the same reduction modulo some
power of p. In other words, we can take a finite place p with relatively lower norm
and consider a family of rational points whose p-adic distances is very small. Such
family is also contained in a hypersurface of low degree. This argument permits to
prove that the constant C figuring in Theorem A depends on the degree of K over Q

but not on the discriminant. Another variant consists of taking into account the local
Hilbert-Samule functions of the variety, which generalizes a result of Salberger [22,
Theorem 3.2]. This permits us to sharpening the estimation of Theorem A in the case
where X is a plane curve and B is small. As a consequence, we obtain that if X is a
plane curve of degree δ whose integral model is Cohen-Macaulay, then the number of
rational points of X with height 6 δ is of order δ2+ε (where ε > 0 is arbitrary). This
gives an answer to a question of Heath-Brown [13, Question 27].

To obtain an explicit upper bound for the number and the degree of the auxiliary
hypersurfaces, we need several effective estimations in algebraic geometry and in
Arakelov geometry. They are either classical or developed in [12]. We shall recall
them in the second section. In the third section, we explain the conditions which
ensure that a family of rational points lies in the same hypersurface of low degree.
Finally, in the fourth section, we estimate the number of hypersurface needed to cover
rational points; in the fifth section, we discuss the plane curve case.

We keep the notation 1–8 introduced in [12, §2]. Reminder that K denotes a
number field and OK denotes its integer ring. We shall also use the following notation.

Notation. — 9. Denote by n ∈ N∗ an integer and by E the trivial Hermitian

vector bundle of rank n+1. In other words, E = O⊕(n+1)
K , and for any embedding

σ : K → C, the canonical basis of E is an orthonormal basis of ‖·‖σ. See Notation
4 for the notion of Hermitian vector bundles.
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10. Denote by L the universal quotient sheaf on Pn
OK

= P(E), equipped with the
Fubini-Study metrics.

11. Any point P = (x0 : · · · : xn) ∈ Pn(K) gives rise to a unique OK-point P ∈ P(E).
The height of P (with respect to L) is by definition the slope (see Notation 6)
of P∗(L), denoted by h(P ). Note that one has

h(P ) =
1

[K : Q]

( ∑

p∈SpmOK

log max
16i6n

|xi|p +
1

2

∑

σ:K→C

log

n∑

j=0

|xj |2σ)

)
.

See Notation 2. for the definition of the absolute values | · |p and | · |σ. Define
H(P ) := exp(h(P )). The readers should be careful, here our height function is
the absolute one (i.e., invariant under finite field extensions of K).

12. For any integer D > 1, let ED be the OK-module H0(P(E),L⊗D), equipped
with the John metrics ‖ ·‖σ,J associated to the sup-norm ‖ ·‖σ,sup. We reminder
that the sup-norm is defined as follows

∀ s ∈ ED ⊗OK ,σ C, ‖s‖σ,sup := sup
x∈Pn

σ(C)

‖s(x)‖σ.

The John norm ‖ · ‖σ,J is a Hermitian norm on ED ⊗OK,σ C such that

‖s‖σ,sup 6 ‖s‖σ,J 6
√

rk(ED) · ‖s‖σ,sup.

Denote by r(D) the rank of ED. One has r(D) =
(
n+D

D

)
.

13. Let X be an integral closed subscheme of Pn
K = P(EK). Let d be the dimension

of X and δ be the degree of X . Recall that one has δ = deg(c1(LK)d · [X ]).
Denote by X the Zariski closure of X in P(E).

14. For any integer D > 1, let FD be the saturation (in H0(X ,L|⊗D
X

)) of the image
of the restriction map

ηX,D : ED,K = H0(P(EK ,L⊗D
K )) −→ H0(X,L|⊗D

X ).

We equip FD with the quotient metrics (from the metrics of ED) so that FD

becomes a Hermitian vector bundle on SpecOK . Denote by r1(D) the rank of
FD.

15. Let p be a maximal ideal of OK with the residue field Fp. For any point in
X (Fp), denote by Oξ the local ring of X at ξ and by mξ the maximal ideal
of Oξ. Note that Oξ is a local algebra over OK,p. Denote by Hξ : N → N

the Hilbert-Samuel function of Oξ/pOξ (which is the local ring of XFp
at ξ),

namely,

Hξ(k) = rkFp

(
(mξ/pOξ)

k
/

(mξ/pOξ)
k+1

)
.

Let (qξ(m))m>1 be the increasing sequence of integers such that the integer
k ∈ N appears exactly Hξ(k) times. Let Qξ(m) = qξ(1) + · · · + qξ(m). Denote
by µξ the multiplicity of the local ring Oξ/pOξ. Recall that one has

Hξ(k) =
µξ

(d − 1)!
kd−1 + o(kd−1).
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16. For any real number B > 0, let S(X ; B) be the subset of X(K) consisting of
points P such that H(P ) 6 B (see Notation 11 for the definition of H(·)).
Denote by S1(X ; B) the subset of S(X ; B) of regular points. Define N(X ; B)
and N1(X ; B) to be the cardinal of S(X ; B) and S1(X ; B) respectively.

17. For all maximal ideal p of OK , ξ ∈ X (Fp) and B > 0, denote by S(X ; B, ξ) the
set of points P ∈ S(X ; B) whose reduction modulo p is ξ. Define

S1(X ; B, p) =
⋃

ξ∈X (Fp)
ξ regular

S(X ; B, ξ),

where ξ regular means that ξ is a regular point of XFp
, or equivalently, Oξ/pOξ

is a regular local ring.

18. More generally, for any maximal ideal p and any a ∈ N∗, denote by A
(a)
p

the Artinian local ring OK,p/paOK,p. For any point η ∈ X (A
(a)
p ), denote by

S(X ; B, η) the set of points in S(X ; B) whose reduction modulo pa coincides
with η. We shall use the fact that

∀ a ∈ N∗, ∀ξ ∈ X (Fp), S(X ; B, ξ) =
⋃

η∈X (A
(a)
p )

ξ=(η mod p)

S(X ; B, η).

19. We introduce several constants as follows.

C1 = (d + 2)µ̂max(S
δ(E∨

)) +
1

2
(d + 2) log rk(SδE) +

δ

2
log

(
(d + 2)(n − d)

)
,

C2 =
r

2
log rk(SδE) +

1

2
log rk(Λn−dE) + log

√
(n − d)! + (n − d) log δ,

C3 = (n − d)C1 + C2.

Recall that the constant C1 has been defined in [12, (21)](1). With the
notation of [12, Theorem 3.8] the constant C2 is just C2(E , n − d, δ) in [12,
(24)] (see also Remark 3.9 loc. cit.). Finally, the constant C3 appears in [12,
Theorem 3.10]. Recall that one has C3 ≪n,d δ (see Theorem 3.10 loc. cit.).

20. By the effective version of Chebotarev theorem (cf. [18], see also [24, Theorem
2]) there exists an explicitly computable constant α(K) such that, for any real
number x > 1, there exists a finite place p ∈ Σf such that Np ∈ (x, α(K)x].
This is an analogue of Bertrand’s postulate for number fields.

2. Reminders

Recall several results that we shall use in the sequel. They are either classical or
introduced in [12].

(1)since SδE is a direct sum of Hermitian line bundles, the quantity ̺(d+2)(Γδ(E)) vanishes (see [12,

§2.2]). Furthermore, when E is trivial, one has bµmax(Λn−dE) = 0.
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2.1. — Let (Pi)i∈I be a collection of distinct rational points of X (see Notation 13)
and D > 1 be an integer. Assume that the evaluation map f : FD,K → ⊕

i∈I P ∗
i L⊗D

is an isomorphism (see Notation 14). Then the equality

µ̂(FD) =
1

r1(D)

[∑

i∈I

Dh(Pi) + h(det f)

]

holds. In particular, one has

(1)
µ̂(FD)

D
6 sup

i∈I
h(Pi) +

1

Dr1(D)
h(det f),

where h(det f) is defined as

h(det f) =
1

[K : Q]

( ∑

p

log ‖ det f‖p +
∑

σ:K→Q

log ‖ det f‖σ

)
.

A slight variant of this argument shows that, if (Pi)i∈I is a family of rational points
of X such that

(2) max
i∈I

h(Pi) <
µ̂(F D)

D
− 1

2
log(n + 1),

then there exists a hypersurface of degree D in Pn
K not containing X which contains

all rational points Pi. See [12, Proposition 2.12] for details.

2.2. — For any integer D > 1, one has the following estimations

(3)

(
D + d + 1

d + 1

)
−

(
D − δ + d + 1

d + 1

)
6 r1(D) := rk(FD) 6 δ

(
D + d

d

)
.

See [11] for the upper bound and [25] for the lower bound.

2.3. — For any integer D > 2(n − d)(δ − 1) + d + 4, one has

(4)
µ̂(F D)

D
>

d!

δ(2d + 2)d+1
hPh(X) − log(n + 1),

where hPh(X) is the Philippon height of X , defined in [20]. See [12, Theorem 4.8
and Remark 4.9].

2.4. — Since FD is a quotient of ED, one has (see Notation 12)

(5) µ̂(FD) > µ̂min(ED) > −1

2
D log(n + 1).

We refer to [12, Corollary 2.9] for the proof. Note that this bound is much less precise
than (5). However, it works for any integer D > 1.

2.5. — For any integer D > 1, one has

(6)
µ̂(FD)

D
6

1

δ
hPh(X) + log(n + 1).

See [12, Remark 4.11].
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2.6. — There exists a Hermitian vector subbundle M of S(δ−1)(n−d)E such that,

1) µ̂min(M) > −(n − d)hPh(X) − C3,
2) the subscheme of P(E) defined by vanishing of M contains the singular loci of fibres

of X but not the generic point of X ,

where the constant C3 is defined in Notation 19. This result has been proved in [12,
Theorem 3.10].

2.7. — Suppose that P ∈ X(K) is a regular point and P be the OK-point of P(E)
extending P . For any maximal ideal p of OK , if the reduction of P modulo p is a
singular point of XFp

, we write αp(P ) = 1, else we write αp(P ) = 0. We have shown
in [12, Proposition 2.11] that, for any real number N0 > 0, the following inequality
holds

(7)
∑

Np>N0

αp(P ) 6
(n − d)(δ − 1)h(P ) + (n − d)hPh(X) + C3

log N0
.

In fact, it suffices apply [12, Proposition 2.11] on the special case I = M , where M
is as in §2.6.

3. Existence of the auxiliary hypersurface

The purpose of this section is to establish the following theorem.

Theorem 3.1. — Let S = (pj)j∈J be a finite family of maximal ideals of K and

(aj)j∈J ∈ NJ
∗ . For each pj, let ηj be a point in X (A

(a)
pj

) (see Notation 18) whose
reduction modulo p is denoted by ξj . Consider a family (Pi)i∈I of rational points of
XK such that, for any i ∈ I and any j ∈ J , the reduction of Pi modulo p

aj

j coincides

with ηj. Assume that (see Notation 11, 14–15)

(8) sup
i∈I

h(Pi) <
µ̂(F D)

D
− log r1(D)

2D
+

1

[K : Q]

∑

j∈J

Qξj
(r1(D))

Dr1(D)
log N

aj

pj
.

Then there exists a section s ∈ ED,K which does not vanish identically on XK and
such that Pi ∈ div(s) for any i ∈ I.

This theorem generalizes a result of Salberger [22, Theorem 3.2] in two aspects.
On one hand, we treat projective varieties over a number field; on the other hand, we
consider a family of thickening of points over finite places.

The proof of Theorem 3.1 consists of adapting the idea of Bombieri-Pila and Heath-
Brown in the framework of the slope method. Note that Broberg has generalizes [16,
Theorem 14] to number fields, which corresponds to the case where |J | = 1 and aj = 1
here. However, his method is quite different from our approach. In fact, the slope
method permits us to avoid using Siegel’s lemma. Moreover, in (8), there appears
only the degree of the number field K but not the discriminant.

The coming subsections are devoted to the proof of Theorem 3.1 and to discuss
several applications. We first estimate the heights of the determinants of some
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evaluation maps. This stage is quite similar to the determinant argument of Bombieri-
Pila and Heath-Brown. Then we use the slope inequality to obtain the desired result.
To apply the theorem, we need explicit estimations of the functions Qξj

and r1(D),
which we discuss in the end of this section.

3.1. Estimation of norms. —

Lemma 3.2. — Let A be a ring and M be an A-module.

1) If N is a sub-A-module of M such that M/N is generated by q elements, then for
any integer m > q, we have ΛmM = (Λm−qN) ∧ (ΛqM).

2) If M = M1 ⊃ M2 ⊃ · · · ⊃ Mi ⊃ Mi+1 ⊃ · · · is a decreasing sequence of sub-A-
modules of M such that, for any i > 1, Mi/Mi+1 is isomorphic to a principal ideal
of A, then for any integer r > 1, we have

ΛrM = M1 ∧ M2 ∧ · · · ∧ Mr.

Proof. — 2) is a consequence of 1). To prove 1), by induction it suffices to estab-
lish the case where m = r + 1. Since M/N is generated by q elements, we have
Λr+1(M/N) = 0 (see [5] chap. III, §7 n◦3 proposition 3). Furthermore, since the
kernel of the canonical homomorphism of exterior algebras ΛM → Λ(M/N) is the
ideal generated by N (loc. cit.), we obtain that Λr+1M ⊂ N ∧ (ΛrM).

Lemma 3.3. — Let k be a field equipped with a non-archimedean absolute value | · |,
U and V be two k-linear Banach spaces of finite rank and ϕ : U → V be a k-linear
homomorphism. Let m be the rank of U . For any integer 1 6 i 6 m let

λi = inf
W⊂U

codimW=i−1

‖ϕ|W ‖.

If i > m, let λi = 0. Then for any integer r > 0, we have

(9) ‖Λrϕ‖ 6

r∏

i=1

λi.

Proof. — Let ε > 0 be an arbitrary positive real number. We shall construct a
decreasing filtration of U

(10) U = U1 ) U2 ) · · · ) Um

such that ‖ϕ|Ui
‖ 6 λi + ε. By definition, there exists a vector xm ∈ U of norm 1

such that ‖ϕ(xm)‖ 6 λm + ε. Suppose that we have chosen Ui+1 ⊃ · · · ⊃ Um such
that ‖ϕ|Uj

‖ 6 λj + ε for any i + 1 6 j 6 m. Since Ui+1 has codimension i in U ,
the set of vectors x ∈ U of norm 1 with ‖ϕ(x)‖ 6 λi + ε can not be containd in
Ui+1. Pick an element xi ∈ U \ Ui+1 of norm 1 with ‖ϕ(xi)‖ 6 λi + ε. Let Ui be the
linear sub-space generated by xi and Ui+1. Since the norm of U is ultrametric, one
obtains ‖ϕ|Ui

‖ 6 λi + ε. By induction we can construct the filtration as announced.
By Lemma 3.2, one obtains

‖Λrϕ‖ 6

r∏

i=1

(λi + ε).
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Since ε > 0 is arbitrary, the proposition is proved.

3.2. A preliminary result on local homomorphisms. — Let p be a maximal
ideal of OK and ξ be a Fp-point of X . Suppose given a family (fi)16i6m of local
homomorphisms of OK,p-algebras from Oξ (see Notation 15) to OK,p. Let E be a free
sub-OK,p-module of finite type of Oξ and let f be the OK,p-linear homomorphism
(fi|E)16i6m : E → Om

K,p. As f1 is a homomorphism of OK,p-algebras, it is surjective.

Let a be the kernel of f1. One has Oξ/a ∼= OK,p. Furthermore, since Oξ is a local ring
of maximal ideal mξ, one has mξ ⊃ a. Moreover, since f1 is a local homomorphism, the
equality a+pOξ = mξ holds. For any integer j > 0, aj/aj+1 is a Oξ/a ∼= OK,p-module
of finite type, and

Fp ⊗OK,p
(aj/a

j+1) ∼= (a/pOξ)
j
/

(a/pOξ)
j+1 ∼= (mξ/pOξ)

j
/

(mξ/pOξ)
j+1.

By Nakayama’s lemma, the rank of aj/aj+1 over OK,p equals to the rank of

(mξ/pOξ)
j
/

(mξ/pOξ)
j+1 over Fp, i.e. Hξ(j) according to Notation 15. The filtration

Oξ = a
0 ⊃ a

1 ⊃ · · · ⊃ a
j ⊃ a

j+1 ⊃ · · ·
of Oξ induces a filtration

(11) F : E = E ∩ a
0 ⊃ E ∩ a

1 ⊃ · · · ⊃ E ∩ a
j ⊃ E ∩ a

j+1 ⊃ · · ·
of E whose jth subquotient E ∩ aj/E ∩ aj+1 is a free OK,p-module of rank 6 Hξ(j).

Assume that a ∈ N∗ is such that the reductions of fi modulo pa are the same

(in other words, the composed homomorphisms Oξ
fi→ OK,p → OK,p/paOK,p are

the same), then the restriction of f on E ∩ aj has norm 6 N−ja
p . In fact, for any

1 6 i 6 m, one has fi(a) ⊂ paOK,p and hence fi(a
j) ⊂ pajOK,p.

By Lemma 3.3, we obtain the following result.

Proposition 3.4. — Let p be a maximal ideal of OK and ξ ∈ X (Fp). Suppose that
(fi)16i6m is a family of local OK,p-linear homomorphisms from Oξ to OK,p whose
reduction modulo pa are the same, where a ∈ N∗. Let E be a free sub-OK,p-module of
finite type of Oξ and f = (fi|E)16i6m. Then, for any integer r > 1, one has

(12) ‖ΛrfK‖ 6 N
−Qξ(r)a
p ,

where Np is the degree of Fp over its characteristic field. See Notation 15 for the
definition of Qξ.

Proof. — Consider the filtration (11) above. The restriction of f on E ∩ aj has norm

6 N−ja
p , which implies that (see Notation 15 for the definition of qξ)

inf
W⊂EK

codimW=j−1

‖fK |W ‖ 6 N
−qξ(j)a
p ,

where we have used the fact that rk(E ∩ aj) − rk(E ∩ aj+1) 6 Hξ(j). The inequality
(12) then follows from Lemma 3.3.
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3.3. Proof of Theorem 3.1. — Let D > 1 be an integer. Let FD and r1(D) =
rkFD be as in Notation 14. Assume that the section predicted by the theorem does
not exist. Then the evaluation map f : FD,K →

⊕
i∈I P ∗

i LK is injective. By possibly
thrilling I, we may suppose that f is an isomorphism. For any embedding σ : K → C,
one has

1

r1(D)
log ‖ det f‖σ 6 log ‖f‖σ 6 log

√
r1(D),

where the second inequality comes from the definition of metrics of John (see No-
tation 12). Furthermore, f comes from a homomorphism of OK-modules FD →⊕

i∈I P∗
i L⊗D, where Pi denotes the OK-point of X extending Pi. Hence for any

finite place p of K, one has log ‖ det f‖p 6 0.
Let j ∈ J . For each i ∈ I, the OK-point Pi defines a local homomorphism from

Oξj
to OK,pj

which is OK,pj
-linear. By taking a local trivialization of L at ξj , we

identify FD with a sub-OK,pj
-module of Oξj

. Proposition 3.4 then implies that

log ‖ det f‖pj
6 −Qξj

(r1(D)) log N
aj

pj
.

We then obtain (see §2.1)

µ̂(F D)

D
6 sup

i∈I
h(Pi) +

1

2D
log r1(D) − 1

[K : Q]

∑

j∈J

Qξj
(r1(D))

Dr1(D)
log N

aj

pj
,

which leads to a contradiction. Thus the evaluation homomorphism FD,K →⊕
i∈I P ∗

i L⊗D is not injective. In other words, there exists a homogeneous polynomial
of degree D which does not identically zero on X but vanishes on each Pi.

3.4. Applications. — Let p be a maximal ideal of OK and ξ be a rational point of
XFp

. Recall (see Notation 15) that Oξ denotes the local ring of X at ξ, mξ denotes
its maximal ideal, and the local Hilbert-Samuel function of ξ is defined as

Hξ(k) := rkFp

(
(mξ/pOξ)

k/(mξ/pOξ)
k+1

)
.

In some particular cases, the local Hilbert-Samuel function of ξ can be explicitly
estimated.

1) If ξ is regular (i.e., the local ring Oξ/pOξ is regular), then one has Hξ(k) =
(
k+d−1

d−1

)

for any k > 0.
2) Assume that the local ring Oξ/pOξ is one dimensional and Cohen-Macaulay (that

is, mξ/pOξ contains a non zero-divisor of Oξ/pOξ), then by [19, Theorem 1.9],
one has Hξ(k) 6 µξ for any integer k > 0, where µξ denotes the multiplicity of
the local ring Oξ/pOξ. Moreover, if k > µξ − 1, then one has Hξ(k) = µξ (see [17,
Theorem 2]).

Proposition 3.5. — Let p be a maximal ideal of OK , ξ be a rational point of XFp
,

and r be an integer, r > 1.

1) If the Fp-point ξ is regular, then (see Notation 15 for the definition of Qξ)

(13) Qξ(r) > (d!)
1
d

d

d + 1
r1+ 1

d − 2dr.
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2) If d = 1 and XFp
is Cohen-Macaulay, then

Qξ(r) >
r2

2µξ
− r

µξ
.

Proof. — Let Uξ be the partial sum function of Hξ. Namely,

Uξ(k) := Hξ(0) + · · · + Hξ(k).

One has

Qξ(Uξ(k)) =

k∑

j=0

jHξ(j).

Moreover, if r ∈ (Uξ(k−1), Uξ(k)], then one has Qξ(Uξ(k−1)) 6 Qξ(r) 6 Qξ(Uξ(k)).
1) In the case where ξ is regular, one has

(14) Uξ(k) =

k∑

j=0

(
j + d − 1

d − 1

)
=

(
k + d

d

)
.

Therefore

Qξ(Uξ(k)) =

k∑

j=0

jHξ(j) =

k∑

j=0

j

(
j + d − 1

d − 1

)
=

k∑

j=0

d

(
j + d − 1

d

)
= d

(
k + d

d + 1

)
.

Let r be an integer in (Uξ(k − 1), Uξ(k)]. One has

Qξ(r) > Qξ(Uξ(k − 1)) = d

(
k + d − 1

d + 1

)
=

d

d + 1

(
k + d

d

)
k(k − 1)

k + d
.

Note that

r 6 Uξ(k) =

(
k + d

d

)
6

(k + d)d

d!

implies k > (rd!)
1
d − d; and

r > Uξ(k − 1) =

(
k + d − 1

d

)
>

kd

d!

implies k 6 (rd!)
1
d . Moreover,

(
k+d

d

)
= Uξ(k) > r, and

k(k − 1)

k + d
= k − (d + 1) +

d(d + 1)

k + d
> k − (d + 1) > (rd!)

1
d − 2(d + 1).

So (13) holds.
2) Assume that d = 1 and Oξ/pOξ contains a non zero-divisor, then one has

1 6 Hξ(k) 6 µξ for any integer k > 1. Let (ak)k>1 be the increasing sequence of non-
negative integers such that the integer 0 appears exactly one time, and other integers
appear exactly µξ times. Note that one has qξ(k) > ak for any k ∈ N∗. Hence

Qξ(r) =

r∑

k=1

qξ(k) >

r∑

k=1

ak =
µξ

2
A(A + 1) + (A + 1)(r − 1 − µξA)

= (A + 1)(r − 1) − µξ

2
A(A + 1) = (A + 1)(r − 1 − µξA/2),
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where A = ⌊ r−1
µξ

⌋. Using the fact that r−1
µξ

− 1 6 A 6 r−1
µξ

, we obtain

Qξ(r) >
r − 1

µξ

(
r − 1 − r − 1

2

)
>

r2

2µξ
− r

µξ
.

Corollary 3.6. — Let (pj)j∈J be a finite family of maximal ideals of OK and ε > 0.
For any j ∈ J , let aj ∈ N∗, ξj ∈ X (Fpj

) be a regular rational point of XFpj
and

ηj ∈ X (A
(aj)
pj

) whose reduction modulo pi is ξi. If

(15)
∑

j∈J

log N
aj

pj
> (1 + ε)[K : Q]

(
log B + log(n + 1)

)
δ−

1
d
d + 1

d
,

the for any integer D such that

(16) D > (ε−1 + 1)
(
2δ−

1
d (d + 1) + δ − 2

)
,

there exists a hypersurface of degree D of Pn
K not containing X which contains⋂

j∈J S(X ; B, ηj).

Proof. — Assume that such hypersurface does not exist. By Theorem 3.1, one has

(17) log B >
µ̂(F D)

D
− log r1(D)

2D
+

∑

j∈J

Qξj
(r1(D))

Dr1(D)

log N
aj

pj

[K : Q]
.

Moreover, since ξj is regular, Proposition 3.5 shows that

Qξj
(r1(D)) > (d!)

1
d

d

d + 1
r1(D)1+

1
d − 2dr1(D).

Hence
Qξj

(r1(D))

Dr1(D)
> (d!)

1
d

d

d + 1

r1(D)
1
d

D
− 2d

D
.

By a result of Sombra recalled in §2.2, one has (for D > δ − 2)

r1(D) >

(
D + d + 1

d + 1

)
−

(
D − δ + d + 1

d + 1

)
=

δ∑

j=1

(
D − δ + d + j

d

)
>

δ(D − δ + 2)d

d!
.

Combining with (5) and the trivial estimation r1(D) 6 (n + 1)D, (17) implies

log B > −1

2
log(n + 1) − 1

2
log(n + 1) +

(
δ

1
d

d

d + 1

D − δ + 2

D
− 2d

D

) ∑

j∈J

log N
aj

pj

[K : Q]
.

Or equivalently
(
δ

1
d

d

d + 1

∑

j∈J

log N
aj

pj

[K : Q]
− log B − log(n + 1)

)
D 6

∑

j∈J

log N
aj

pj

[K : Q]

(
δ

1
d

d

d + 1
(δ − 2) + 2d

)
.

By the hypothesis (16), the left side is no less than

ε

1 + ε
δ

1
d

d

d + 1

∑

j∈J

log N
aj

pj

[K : Q]
D,
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which implies that

D 6 (ε−1 + 1)
(
2δ−

1
d (d + 1) + δ − 2

)
.

This contradicts (16).

Corollary 3.7. — Assume that X is Cohen-Macaulay and d = 1. Let (pj)j∈J be
a finite family of maximal ideals of OK and ε > 0. For any j ∈ J , let aj ∈ N∗,

ξj ∈ X (Fpj
) and ηj ∈ X (A

(aj)
pj

) whose reduction modulo pj is ξj. If

(18)
∑

j∈J

log N
aj

pj

µξj

> (1 + ε)[K : Q]
2

δ

(
log B + log(n + 1)

)
,

then for any integer D such that

(19) D > (1 + ε−1)
(
δ − 2 + 2δ−1

)
,

there exists a hypersurface of degree D of Pn not containing X which contains⋂
j∈J S(X ; B, ηj).

Proof. — The proof is quite similar to that of Corollary 3.6. By Proposition 3.5, one
has the estimation

Qξj
(r1(D))

Dr1(D)
>

r1(D)

2µξj
D

− 1

µξj
D

.

Assume that the hypersurface does not exist. By Theorem 3.1, one has

log B + log(n + 1) >
∑

j∈J

log N
aj

pj

[K : Q]

( δ

2µξj

· D − δ + 2

D
− 1

µξj
D

)
,

or equivalently

D

( ∑

j∈J

log N
aj

pj

[K : Q]

δ

2µξj

− log B − log(n + 1)

)
6

∑

j∈J

log N
aj

pj

[K : Q]µξj

(δ(δ − 2)

2
+ 1

)
.

By the assumption (18), one obtains

D
ε

1 + ε

∑

j∈J

log N
aj

pj

[K : Q]

δ

2µξj

6
∑

j∈J

log N
aj

pj

[K : Q]µξj

(δ(δ − 2)

2
+ 1

)
,

D 6 (1 + ε−1)
(
δ − 2 + 2δ−1

)
.

The last formula leads to a contradiction.

4. Covering rational points by hypersurfaces

In this section, we explain how to suitably cover S1(X ; B) and S(X ; B) by hy-
persurfaces of low degree. We remind that if p is a maximal ideal of OK and ξ is a
singular rational point of X (Fp), in general we do not know any explicit estimation of
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the local Hilbert-Samuel function Qξ
(2). The idea of Heath-Brown is to consider only

regular points. The difficulty then comes from the fact that the reduction modulo p of
a regular point P in X(K) is not necessarily regular. Hence we need to estimate the
“smallest” maximal ideal p such that (P mod p) is regular. This has been obtained in
[16] and in [6] by using the Jacobian criterion. I believe that it is also a reason why
Broberg has introduced a supplementary hypothesis on the equations defining the
variety X . Here we prove that the singular loci of fibres of X are actually contained
in a divisor whose degree and height are controlled.

Lemma 4.1. — Let N0 > 0 be a real number and r the the integral part of the
number

(20)
(n − d)(δ − 1) log B + (n − d)hPh(X) + C3

log N0
+ 1,

where the constant C3 is defined in Notation 19. If p1, · · · , pr are r distinct finite
places of K such that Npi

> N0 for any i, then

S1(X ; B) =
r⋃

i=1

S1(X ; B, pi).

Proof. — With the notation of §2.7, if P is a rational point in S1(X ; B) which does
not lie in any S1(X ; B, pi), then one has αpi

> 1 for any i = 1, · · · , r. Hence, by §2.7,
one has

r 6
∑

Np>N0

αp(P ) 6
(n − d)(δ − 1)h(P ) + (n − d)hPh(X) + C3

log N0
,

which leads to a contradiction.

Theorem 4.2. — Let ε > 0 be an arbitrary positive real number. Let D be an integer
such that

D > max
{
(ε−1 + 1)

(
2δ−

1
d (d + 1) + δ − 2

)
, 2(n − d)(δ − 1) + d + 4

}
.

There exists an explicitly computable constant C(ε, δ, n, d, K) such that, for any B ∈
R, B > eε, the set S1(X ; B) is covered by no more than C(ε, δ, n, d, K)B(1+ε)δ−

1
d (d+1)+

1 hypersurfaces of degree D not containing X.

Proof. — We firstly treat the case where

log B <
d!

δ(2d + 2)d+1
hPh(X) − 3

2
log(n + 1).

By §2.1, inequality (2) and §2.3, we obtain that the set S(X ; B) is contained in a
hypersurface of degree D in Pn which does not contain X . The theorem is true in
this case.

(2)In the case where X is Cohen-Macaulay, there are explicit estimations (see for example [26]).
However, they are far from optimal.
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In the following, we assume that

hPh(X) 6
(2d + 2)d+1

d!
δ
[
log B +

3

2
log(n + 1)

]
.

Let M ∈ N∗ be the least common multiple of 1, 2, · · · , [K : Q]− 1. Let N0 ∈ (0, +∞)
be such that

log N0 = (1 + ε)δ−
1
d
d + 1

dM

(
log B + log(n + 1)

)
.

Let r be the natural number as in Lemma 4.1. Note that one has

r 6
A1 log B + A2

log N0
+ 1,

where

A1 = (n−d)(δ−1)+
(2d + 2)d+1

d!
(n−d)δ, A2 =

3(2d + 2)d+1

2d!
(n−d) log(n+1)+C3.

Recall that the constant C3 is defined in Notation 19. Since we have assumed that
log B > ε, the value of r is bounded from above by a constant A3 which depends only
on ε, n, d and δ:

A3 := M
A1 + ε−1A2

(1 + ε)δ−
1
d (d + 1)/d

+ 1.

By Bertrand’s postulate, there exists r distinct prime numbers p1, · · · , pr such that
N0 6 pi 6 2iN0 for any i ∈ {1, · · · , r}. We choose, for each i, a maximal ideal pi

of OK lying over pi. By Lemma 4.1, one has S1(X ; B) =
⋃r

i=1 S1(X ; B, pi). Note
that, for any i, Npi

is a power of pi whose exponent fi divides M [K : Q] (since
fi 6 [K : Q]). Let ai = [K : Q]M/fi.

Let ξ be an arbitrary regular Fpi
-point of XFpi

. By Corollary 3.6, we obtain that,

for any η ∈ X (A
(ai)
pi

) whose reduction modulo pi is ξ, S(X ; B, η) is contained in a

hypersurface of degree D not containing X . Note that there exists at most N
(ai−1)d
pi

points in X (A
(ai)
pi

) (see Notation 15) whose reduction modulo pi equals ξi and the

cardinal of X (Fpi
) does not exceed δdNd

pi
. Hence S1(X ; B, pi) is covered by at most

(21) δdNaid
pi

= δdpaifid
i = δdp

[K:Q]Md
i 6 2i[K:Q]MdδdN

[K:Q]Md
0

hypersurfaces of degree D not containing X . Therefore, S1(X ; B) is covered by at
most

δdN
[K:Q]Md
0

r∑

i=1

2i[K:Q]Md
6 δdr2r[K:Q]Md

(
(n + 1)B

)(1+ε)δ−

1
d (d+1)

such hypersurfaces. So the theorem is proved with the constant

(22) C(ε, δ, n, d, K) = δdA32
A3[K:Q]Md(n + 1)(1+ε)δ−

1
d (d+1).

Corollary 4.3. — With the notation of Theorem 4.2, assume that d = 1. For any
positive real number B > eε, one has

(23) #S1(X ; B) 6 C(ε, δ, n, d, K)δDB(1+ε)2/δ + δD.
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Proof. — By Bézout’s theorem, the intersection of each hypersurface in the conclusion
of Theorem 4.2 and X contains at most δD rational points. Hence the corollary follows
from Theorem 4.2.

Remark 4.4. — 1) Observe that one has A1 ≪n,d δ and A2 ≪n,d δ and hence

A3 ≪n,d,ε δ1+ 1
d . Therefore, one has

log C(ε, δ, n, d, K) ≪n,d,K,ε δ1+ 1
d .

Moreover, the constant C(ε, δ, n, d, K) does not depend on the discriminant of K
(but on the degree of K over Q).

2) In the component of B there appears the factor [K : Q]. This is because we
consider the absolute height.

3) Observe that, compared to the main result of Broberg [6, Theorem 1], in spite of
computing explicitly the implied constant, our method also allows to remove the
supplementary condition on the degrees of forms generating the ideal of X .

4) The original strategy of Heath-Brown corresponds essentially to the case where
ai = 1 for any i. By taking a larger N0, his strategy also allows to obtain an
explicit upper bound with the same exponent. However, the choice of maximal
ideals forces us to use the Bertrand’s postulate for the number field K where the
discriminant of K is inevitable, according to a counter-example of Heath-Brown
that Browning has communicated to me.

5. The case of a plane curve

In this section, we assume that X is an integral plane curve (that is, d = 1 and
n = 2). Note that model X of X is Cohen-Macaulay since it is a subscheme of P2

OK

defined by one homogeneous equation. We obtain, for “small” value of B, an explicit
estimation of #S(X ; B).

Theorem 5.1. — Assume that X is Cohen-Macaulay, d = 1 and n = 2, and

B < eδ2

. Let D = ⌊2(δ − 2 + 2δ−1)⌋ + 1. Then, for any real number B > 1,
one has

(24) #S(X ; B) 6 C4(K, B)δD,

where

C4(K, B) = (
√

log B + 1)α(K)2
√

log B+2 exp
[
8[K : Q]

log(2B)√
log B

]

+ (log B)
√

log B+1
( δ − 1

δ −
√

log B

)√
log B+1

,

α(K) being the constant introduced in Notation 20.

Proof. — Let N0 ∈ (0, +∞) be such that

log N0 = 4[K : Q]
log B + log 2√

log B
.
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Let r =
⌊√

log B
⌋

+ 1. Choose a family (pi)
r
i=1 of distinct maximal ideals of OK

such that N0 6 Npi
6 α(K)iN0, where α(K) is the constant of Bertrand’s postulate

introduced in Notation 20. For any (ξi)
r
i=1 ∈ ∏r

i=1 X (Fpi
), let

S(X ; B, (ξi)
r
i=1) :=

r⋂

i=1

S(X ; B, ξi).

Note that one has

(25) S(X ; B) =





r⋃

i=1

⋃

ξ∈X (Fpi
)

µξ6δ/
√

log B

S(X ; B, ξ)




∪

⋃

(ξi)
r
i=1∈

Qr
i=1 X (Fpi

)

µξi
>δ/

√
log δ

S(X ; B, (ξi)
r
i=1).

Let p ∈ {p1, · · · , pr}. Assume that ξ is an Fp-point of XFp
whose multiplicity µξ

satisfies µξ 6 δ/
√

log B. Note that one has

log Np

µξ
>

log N0

δ/
√

log B
= [K : Q]

4

δ
(log B + log 2).

By Corollary 3.7 (the case where ε = 1), there exists a hypersurface of degree D not
containing X which contains S(X ; B, ξ). Note that the cardinal of the set

r⋃

i=1

{ξ ∈ X (Fpi
) |µξ 6 δ/

√
log B}

does not exceed

(26)

r∑

i=1

#P2(Fpi
) 6

r∑

i=1

N2
pi

6 rα(K)2rN2
0 .

Let i ∈ {1, · · · , r}. By Bézout’s theorem (see [15, 5-22, page 115]), one has

(27)
∑

ξ∈X (Fpi
)

µξ(µξ − 1) 6 δ(δ − 1).

Hence one has

#{ξ ∈ X (Fpi
) |µξ > δ/

√
log B} 6 (log B)

δ − 1

δ −√
log B

,

which implies that the number of r-tubes (ξi)
r
i=1 ∈ ∏r

i=1 X (Fpi
) with µξi

> δ/
√

log B
does not exceed

(28) (log B)r
( δ − 1

δ −
√

log B

)r

.

Note that the inequality (27) also implies that µξ 6 δ for any ξ ∈ X (Fpi
). Therefore,

if (ξi)
r
i=1 is an element in

∏r
i=1 X (Fpi

), then one has

r∑

i=1

log Npi

µξi

> r
log N0

δ
> [K : Q]

4

δ
(log B + log 2).
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Still by Corollary 3.7, one obtains S(X ; B, (ξi)
r
i=1) is contained in a hypersurface of

degree D not containing X .
By (25), (26) and (28), the set S(X ; B) is contained in a family of hypersurfaces of

degree D not containing X , and the number of the hypersurfaces in the family does
not exceed

rα(K)2rN2
0 + (log B)r

( δ − 1

δ −
√

log B

)r

6 C4(K, B).

By Bézout’s theorem the intersection of each hypersurface with X contains δD ratio-
nal points. Therefore, we obtain

#S(X ; B) 6 C4(K, B)δD.

Remark 5.2. — The logarithmic of the first summand of C4(K, δ) is

8[K : Q]
log(2δ)√

log δ
+

(
2
√

log δ + 2
)
log α(K) + log(

√
log δ + 1) ≪

√
log δ (δ > e),

while the logarithmic of the second summand is

(
√

log δ + 1)
(

log log δ + log
( δ − 1

δ −
√

log δ

))
≪

√
log δ · log log δ (δ > e).

Hence there exists a constant MK which only depends on K such that

C4(K, δ) 6 M
√

log δ·log log δ+
√

log δ
K ≪K δε

for any ε > 0.

Corollary 5.3. — Assume that X is a plane curve. Then, for any ε > 0, one has

#S(X ; δ) 6K δ2+ε.
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(d’après D. Masser et G. Wüstholz), Astérisque (1996), no. 237, p. Exp. No. 795, 4, 115–
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Scientifiques. Publications Mathématiques (1986), no. 64, p. 5–52.

[21] J. Pila – Density of integral and rational points on varieties, Astérisque (1995), no. 228,
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