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EXPLICIT UNIFORM ESTIMATION OF RATIONAL POINTS

I. ESTIMATION OF HEIGHTS

Huayi Chen

Abstract. — By using the slope method, we obtain an explicit uniform estimation
for the density of rational points in an arithmetic projective variety with given degree
and dimension, embedded in a given arithmetic projective space.

Résumé. — On obtient, en utilisant la méthode de pentes, une estimation uniforme
et explicite de la densité des points rationnels dans une variété arithmétique projective
de degré et dimension fixés, plongée dans un espace projectif arithmétique donné.
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1. Introduction

Let K be a number field and X be a projective variety defined over K. The
complexity of the rational points ofX is measured by the height function. Northcott’s
theorem asserts that there are only finitely many rational points of X with bounded
height. Namely, for any real number B > 0, the set S(X ;B) := {P ∈ X(K) | H(P ) 6

B} is finite, where H(P ) is the height of P . Let N(X ;B) = #S(X ;B) be the
counting function of X . The asymptotic behaviour of N(X ;B) when B goes to
infinity describes the density of X(K). For example, N(X ;B) = O(1) if and only if
X(K) is finite.

Among the estimations of the counting function N(X ;B), the work of Heath-
Brown [31] is of a uniform nature, where the word “uniform” concerns all closed
subvarieties with given degree and dimension in a projective space. His idea is to use



2 HUAYI CHEN

a determinant argument, inspired by Bombieri and Pila [2], and Pila [39], which can
be summarized as follows. The monomials of a certain degree evaluated on a family
of rational points in S(X ;B) having the same reduction modulo some prime number
form a matrix whose determinant is zero by a local estimation. Hence there exists a
hypersurface of X containing all rational points in the family. The set S(X ;B) is then
covered by several hypersurfaces of bounded degree. The upper bound of N(X ;B) is
thus obtained by estimating the number of these auxiliary hypersurfaces.

The results in [31] are obtained for K = Q. Further research in this direction
includes works of Heath-Brown, Browning, Salberger and Broberg etc. (see [9, 12,
13, 14, 15, 24, 41, 42]). In particular, Broberg has generalized [31] to the number
field case. It should be pointed out that the determinant argument plays an important
role in most of the works cited above.

Based on an observation of Bost that the determinant argument mentioned above
is quite similar to his slope method [3], or to the interpolation matrix method of
Laurent [35], we revisit this problem in the context of Arakelov geometry by using
the slope method. The aim of this approach is twofold. On one hand, it avoids using
Siegel’s lemma and hence treats the problem for all number fields in a uniform way
without supplementary difficulties. On the other hand, the geometrical interpretation
permits us to establish explicit estimations.

Recall the main theorem of [9] which generalizes the Theorem 14 of [31].

Theorem. — Let X be an integral closed sub-variety of Pn
K, n ∈ N∗. Let d and δ be

respectively the dimension and the degree of X, and ε > 0 be a positive number. As-
sume that the ideal I ⊂ K[T0, · · · , Tn] of X is generated by homogeneous polynomials
of degrees at most τ , where τ ∈ N∗. Then there exists an integer a depending only on
n, τ and ε, an integer k satisfying

k ≪n,τ,ε B
(d+1)/

d
√

δ+ε

and a family (Fi)
k
i=0 of homogeneous polynomials of degree 6 a which are not identi-

cally zero on X and such that

S(X ;B) ⊂
k⋃

i=0

{x ∈ X(K) | Fi(x) = 0},

where S(X ;B) denotes the set of all rational points of X with height 6 B.

Note that Heath-Brown had considered the case where X is a hypersurface (that
is, the ideal I is principal) defined over Q and Broberg has investigated the general
case.

The aim of this article and the companion one [19] is to remove the supplementary
assumption on the degrees of polynomials generating I and to calculate explicitly
the constants a and k figuring in the above theorem. For the first purpose, we shall
use the theory of Cayley-Chow form to construct explicitly a system of generators
of the variety X . This theory, in its classical form, is due to Chow and Van de
Warden [21]. Their original objective was to describe a projective variety X by
one single homogeneous equation, called the Chow form of X . Later this theory
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has been applied in transcendental number theory by Gelfond [28], Nesterenko [36],
Brownawell and Waldschmidt [11], and Philippon [37]. By [36] (see also [10]), one
can construct explicitly a system of generators of a projective variety from its Chow
form in controlling the degrees and the heights of these polynomials. However, the
degrees of the polynomials thus constructed are in general much larger than the degree
of the variety. To overcome this difficulty, we shall use a variant called the Cayley
form. This approach is inspired by a work of Catanese [16] (see also [27]). The
Cayley form permits us to construct a system of generators of lower degree. Using
the theory of Cayley form, we can remove the supplementary condition in the above
theorem.

The explicit computation of the constants a and k requires highly non-trivial
effective minoration of the arithmetic Hilbert-Samuel function developed in [22] where
higher Chow forms involve, and also several new estimations in the slope theory. It is
known since the article [29] of Gillet and Soulé that the coefficient of the leading term
of the arithmetic Hilbert-Samuel function is equal to the normalized auto-intersection
number in the sense of the arithmetic intersection theory. In order to obtain explicit
lower bounds of the arithmetic Hilbert-Samuel function, we shall reformulate the
result of David and Philippon in the language of slope method. Note that the lower
bound thus obtained is not asymptotically optimal. The coefficient of its leading term
is smaller than the normalized auto-intersection number. This result will be used to
prove that all rational points of small height are contained in a single hypersurface of
low degree.

We also study effective upper bounds of the arithmetic Hilbert-Samuel function (or
more generally, the maximal slope variant of it) and obtain an explicit upper bound
in terms of the essential minimum of the variety. The proof is based on the slope
inequality applied to the evaluation map on points of small height.

It turns out that these results have their own interest in Arakelov geometry, and
deserve to be written independently. In the forthcoming article [19], we shall prove
the explicit version of the theorem previously cited.

This article is organized as follows. In the second section, we establish several
slope inequalities and discuss their arithmetic consequences. The third section is
devoted to the construction of Cayley forms and its application in the estimation of
the complexity of the singular locus of an arithmetic projective variety. Finally in
the fourth section, we discuss the estimation of the geometric and arithmetic Hilbert-
Samuel functions in the framework of Arakelov geometry. Several computation of
norms of tensor operators on Hermitian spaces are left in the Appendix.

We present the notation and the terminologies that we shall use in the current
article and in [19].

Notation. — 1. Denote by K a number field and by OK its integer ring.
2. Any maximal ideal p of OK corresponds to a discrete valuation vp on K. Denote

by Fp its residue field, by Np the cardinal of Fp and by | · |p the absolute value on

K such that |a|p = N
−vp(a)
p for any a ∈ K×, which extends continuously to the

completion Kp of K (with respect to vp).
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For any embedding σ : K → C, denote by | · |σ the absolute value on K such
that |a|σ = |σ(a)|, where | · | is the usual absolute value on C.

3. By arithmetic projective variety we mean an integral projective OK-scheme which
is flat over SpecOK .

4. Let X be an arithmetic projective variety. A Hermitian vector bundle on X is a
pair E = (E, (‖ · ‖σ)σ:K→C), where E is a locally free OX -module of finite rank,
and for any embedding σ : K → C, ‖ · ‖σ is a continuous Hermitian metric on
Eσ(C), invariant under the action of the complex conjugation. The rank of E is
defined to be the rank of E, denoted by rk(E). A Hermitian vector bundle of rank
1 is called a Hermitian line bundle.

5. Let E be a Hermitian vector bundle on SpecOK . The Arakelov degree of E is
defined as(1)

d̂eg(E) := log #
(
E/(OKs1 + · · ·OKsr)

)
− 1

2

∑

σ:K→C

log det(〈si, sj〉σ),

where (s1, · · · , sr) ∈ Er forms a basis of EK over K, r = rk(E).
6. Let E be a non-zero Hermitian vector bundle on SpecOK . The slope of E is

µ̂(E) :=
1

[K : Q]

d̂eg(E)

rkE
.

Denote by µ̂max(E) the maximal value of slopes of all non-zero Hermitian subbun-
dles (i.e., submodule of E equipped with induced metrics) of E and by µ̂min(E) the
minimal value of slopes of all non-zero Hermitian quotient bundle (i.e., projective
quotient module of E equipped with quotient metrics) of E.

7. Let E and F be two non-zero Hermitian vector bundles on SpecOK , and φ : EK →
FK be a non-zero homomorphism. The height of φ is defined as

h(φ) :=
1

[K : Q]

(∑

p

log ‖φ‖p +
∑

σ:K→C

log ‖φ‖σ

)
,

where ‖φ‖p and ‖φ‖σ are respectively the norms of the linear operators φKp
:

EKp
→ FKp

and φσ : Eσ,C → Fσ,C.

8. For any integer n > 1 and any n-tube (E1, · · · , En) of non-zero Hermitian vector
bundles on SpecOK , denote by ̺(E1, · · · , En) the difference

µ̂max(E1 ⊗ · · · ⊗En) −
n∑

i=1

µ̂max(Ei).

For simplifying notation, we use the expression ̺(n)(E) to denote ̺(E, · · · , E︸ ︷︷ ︸
n copies

).

(1)By the product formula, this definition does not depend on the choice of (s1, · · · , sr).
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2. Slope inequalities

We firstly recall the basic ingredients of Bost’s slope theory (for references, see [3,
5, 17, 6]), then discuss several slope (in)equalities and their arithmetic consequences.

We begin with the following classical slope (in)equalities relating the source and
the target of a homomorphism between Hermitian vector bundles, see [3, Appendix
A].

Proposition 2.1. — Assume that E and F are two Hermitian vector bundles on
SpecOK , and φ : EK → FK is a non-zero K-linear homomorphism.

1) If φ is injective, then µ̂max(E) 6 µ̂max(F ) + h(φ).
2) If φ is surjective, then µ̂min(E) 6 µ̂min(F ) + h(φ).

3) If φ is an isomorphism, then µ̂(E) = µ̂(F ) +
1

rk(E)
h(Λrk(E)φ).

2.1. A slope equality. — We give below a variant of the slope equality in Propo-
sition 2.1 3) where the target Hermitian vector bundle can be written as a direct sum
of Hermitian line bundles.

Proposition 2.2. — Let E be a Hermitian vector bundle of rank r > 0 on SpecOK

and (Li)i∈I be a family of Hermitian line bundles on SpecOK . If φ : EK → ⊕
i∈I Li,K

is an injective homomorphism, then there exists a subset I0 of cardinal r of I such
that the following equality holds

(1) µ̂(E) =
1

r

[ ∑

i∈I0

µ̂(Li) + h(Λr(prI0 ◦φ))

]
,

where prI0 :
⊕

i∈I Li,K →
⊕

i∈I0
Li,K is the projection.

Proof. — Since φ is injective, there exists I0 ⊂ I of cardinal r such that prI0 ◦φ is an
isomorphism. Therefore, Proposition 2.1 3) implies

µ̂(E) = µ̂
( ⊕

i∈I0

Li

)
+

1

r
h(Λr(prI0 ◦φ)) =

1

r

[ ∑

i∈I0

µ̂(Li) + h(Λr(prI0 ◦φ))

]
.

2.2. Tensor product and image. — Let (Ei)
n
i=1 be a family of non-zero Her-

mitian vector bundles on SpecOK , and E =
⊗n

i=1Ei be their tensor product. One
always has

(2) µ̂max(E) >

n∑

i=1

µ̂max(Ei).

The inverse inequality is a conjecture of Bost [4], which is still an open problem.
If L is a Hermitian line bundle on SpecOK , then for any non-zero Hermitian vector

bundle E on SpecOK , one has

µ̂max(E ⊗ L) = µ̂max(E) + µ̂(L) = µ̂max(E) + µ̂max(L).
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Hence ̺(E,L) = ̺(L,E) = 0. More generally, for any family (Ei)
n
i=1 of non-zero

Hermitian vector bundles, one has ̺(E1, E2, · · · , En) = 0 if all Hermitian vector
bundles except at most one among E1, · · · , En are direct sum of Hermitian line
bundles (see Notation 8.).

Let (Ei)
n
i=1 and (F j)

m
j=1 be two families of non-zero Hermitian vector bundles on

SpecOK . By (2), one has

(3) ̺(E1, · · · , En, F 1, · · · , Fm) > ̺(E1, · · · , En) + ̺(F 1, · · · , Fm).

In particular, for any non-zero Hermitian vector bundle E on SpecOK , one has

(4) ∀n, m ∈ N∗, ̺(n+m)(E) > ̺(n)(E) + ̺(m)(E).

Moreover, (2) implies that ̺(m)(E) > 0 for any m ∈ N∗. Hence by (4), the sequence(
̺(n)(E)

)
n>1

is increasing.

Remark 2.3. — By the duality between maximal slope and minimal slope

µ̂min(E) = −µ̂max(E
∨
), one has

(5) ̺(E
∨
1 , · · · , E

∨
n) =

n∑

i=1

µ̂min(Ei) − µ̂min(E1 ⊗ · · · ⊗En)

Bost’s conjecture can be reformulated as : ̺(E1, · · · , En) ≡ 0 for any n-tube
(Ei)

n
i=1 of non-zero Hermitian vector bundles over SpecOK . For estimations of ̺,

see [23, 8, 20]. One has(2)

(6) ̺(E1, · · · , En) 6

n∑

i=2

1

2
log(rkEi).

Note that the summation index i varies from 2 to n.
Let E and F be two Hermitian vector bundles on SpecOK , and G be a Hermitian

vector subbundle of F ⊗E. We call image of G in E the smallest sub-OK-module H
of E such that F ⊗H contains G, equipped with induced metrics. The minimal slope
of H is estimated in Proposition 2.4 below, the proof of which uses the first part of
Lemma A.1 in Appendix.

Proposition 2.4. — With the above notation, one has

(7) µ̂min(H) > µ̂min(G) − µ̂max(F ) − ̺(F ,G
∨
) − 1

2
log(rkF ).

Proof. — Let ψ be the composed homomorphism F∨ ⊗ G −→ F∨ ⊗ F ⊗ E −→ E,
where the last arrow is induced by the trace homomorphism F∨ ⊗ F → OK . The
image of ψ identifies with H . By Lemma A.1 1), the height of ψ equals 1

2 log(rkF ).
Thus Proposition 2.1 2) implies

µ̂min(H) > µ̂min(F
∨ ⊗G) − h(ψ) = µ̂min(G) + µ̂min(F

∨
) − ̺(F ,G

∨
) − 1

2
log(rkF )

(2)Learned from a personal note of J.-B. Bost. A weaker version is also claimed by Y. André.
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Remark 2.5. — Assume in the above proposition that F can be written as a tensor
product F 1 ⊗ · · · ⊗ Fn. Then then same method gives the following variant of (7):

(8) µ̂min(H) > µ̂min(G) −
n∑

i=1

µ̂max(F i) − ̺(F 1, · · ·Fn, G
∨
) − 1

2
log(rkF ).

2.3. Applications. — We give several applications of slope (in)equalities estab-
lished in previous subsections. More applications will be discussed in §3.

In Arakelov theory, the slope inequalities are often applied on evaluation maps
to obtain arithmetic results. See [6] for a survey of this method. Classically the
evaluation map means the evaluation of some polynomials at one or several points in
an affine space. The choice of the evaluation map is a crucial step in a typical proof
of Diophantine approximation. Note that in Heath-Brown’s determinant argument,
there appears also this procedure. Evaluation maps in Arakelov geometry are quite
similar to classical ones, but their construction is of geometrical nature. Let X be a
projective variety over SpecK and L be an ample line bundle on X . Let Y be a closed
subscheme of X and i : Y → X be the inclusion morphism. The evaluation map (of
global sections of L) on Y is the K-linear mapping from H0(X,L) to H0(Y, i∗L)
defined by restriction of sections.

To apply the slope method, we also need a metric structure. Let n > 1 be an
integer and E be a Hermitian vector bundle of rank n + 1 on SpecOK . Denote by
π : P(E) → SpecOK the structural morphism. Let L := OP(E)(1) be the universal
quotient of π∗E . The Hermitian metrics on E induce by quotient a structure of
Hermitian metrics on L which define a Hermitian line bundle L on P(E). For any
integer D > 1, let ED = H0(P(E),L⊗D) and let r(D) be its rank over OK , which is

equal to
(
n+D

D

)
. For any σ ∈ Σ∞, denote by ‖·‖σ,sup the norm on ED,σ := ED⊗OK ,σC

such that

∀ s ∈ ED,σ, ‖s‖σ,sup = sup
x∈P(EK)σ(C)

‖s(x)‖σ.

Let ‖·‖σ,J be the Hermitian metric of John (cf. [32], see also [26, Definition-Theorem
2.4]) associated to the norm ‖ · ‖σ,sup. Recall that, for any s ∈ ED,σ, the following
inequalities hold

(9) ‖s‖σ,sup 6 ‖s‖σ,J 6
√
r(D)‖s‖σ,sup,

where r(D) is the rank of ED. The OK-module ED, equipped with Hermitian metrics
‖ · ‖σ,J , forms a Hermitian vector bundle ED on SpecOK .

Remark 2.6. — As an OK-module, ED is canonically isomorphic to SDE . Thus for
any σ ∈ Σ∞, the Hermitian metric on Eσ,C induces by symmetric power a Hermitian

metric ‖ · ‖σ,sym on SDEσ,C. Denote by SDE the corresponding Hermitian vector
bundle on SpecOK . Note that for any σ ∈ Σ∞, both metrics ‖ · ‖σ,J and ‖ · ‖σ,sym

are invariant under the action of the unitary group U(Eσ,C, ‖ · ‖σ), therefore they
are proportional and the proportion is independent of σ. We denote by C0(D) the
constant such that, for any 0 6= s ∈ ED,σ,

(10) log ‖s‖σ,J = log ‖s‖σ,sym + C0(D).
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Proposition 2.7. — With the above notation, the following inequality holds:

(11) 0 6 C0(D) 6 log
√
r(D), where r(D) = rk(ED).

Proof. — Let s be a non-zero section in H0(Xσ,C,Lσ,C). By definition, one has

‖sD‖σ,sup = ‖s‖D
σ = ‖sD‖σ,sym.

As C0(D) = log ‖sD‖σ,J − log ‖sD‖σ,sym, by (9), we obtain (11).

Remark 2.8. — By Proposition 2.1 2), Proposition 2.7 implies that

(12) µ̂min(S
DE) − 1

2
log r(D) 6 µ̂min(ED) 6 µ̂min(S

DE).

The following corollary gives an explicit lower bound of the minimal slope of ED

in terms of the minimal slope of E .

Corollary 2.9. — For any integer D > 1,

(13) µ̂min(ED) > Dµ̂min(E) − ̺(D)(E∨
) − 1

2
D log(n+ 1).

Proof. — By definition, one has µ̂min(E
⊗D

) = Dµ̂min(E)− ̺(D)(E∨
) (see (5)). More-

over, SDE is a quotient of E⊗D
, so µ̂min(S

DE) > µ̂min(E
⊗D

). Hence we obtain,
according to (12),

(14) µ̂min(ED) > µ̂min(S
DE) − 1

2
log r(D) > Dµ̂min(E) − ̺(D)(E∨

) − 1

2
log r(D).

Finally, (13) comes from (14) and the estimation r(D) =
(
n+D

D

)
6 (n+ 1)D.

Definition 2.10. — If P is a rational point of P(EK), it extends in a unique way
to a section P of π. The height of the point P with respect to L is by definition the
slope (see Notation 6.) of the Hermitian line bundle P∗(L) on SpecOK , denoted by
hL(P ).

Proposition 2.11. — Let D > 1 be an integer and I be a Hermitian vector subbun-
dle of ED. Let Y be the subscheme of P(E) defined by annihilation of I. Suppose that
P is a rational point of P(EK) which is not in Y(K). Denote by P the OK-point of
P(E) extending P . For any finite place p of K, let αp be as follows:

αp =

{
1, (P mod p) ∈ Y(Fp),

0, else.

Then, for any real number N0 > 0, the following inequality holds:

(15) #{p | αp = 1, Np > N0} 6
DhL(P ) − µ̂min(I)

logN0
.
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Proof. — Let η : I → P∗L⊗D be the homomorphism induced by the evaluation map
ED → P∗L⊗D. Since P 6∈ Y(K), the homomorphism ηK is surjective. By the slope
inequality (Proposition 2.1 2)), we have

DhL(P ) > µ̂min(I) − h(ηK) > µ̂min(I) +
∑

p

αp logNp.

Therefore the inequality (15) holds.

Let X be an integral closed subscheme of P(EK) and X be its Zariski closure in
P(E). Denote by

ηX,D : ED,K = H0(P(EK),L⊗D
K ) −→ H0(X,L|⊗D

X )

the evaluation map on X . Denote by FD the saturation of Im(ηX,D) in H0(X ,L|⊗D
X

).
Note that, for sufficiently largeD, the homomorphism ηX,D is surjective, and therefore

FD = H0(X ,L|⊗D
X

).
The following result show that the evaluation on a collection of rational points with

small heights cannot be injective. Let Z = (Pi)i∈I be a collection of distinct rational
points of X . The evaluation map

ηZ,D : H0(P(EK),L⊗D
K ) −→

⊕

i∈I

P ∗
i L⊗D

K

factorizes through ηX,D. Denote by

(16) φZ,D : FD,K −→
⊕

i∈I

P ∗
i L⊗D

K

the homomorphism such that φZ,DηX,D = ηZ,D, where FD is the saturation of

Im(ηX,D) in H0(X ,L|⊗D
X

).

We equip FD with quotient metrics (from that of ED) so that FD becomes a Her-

mitian vector bundle on SpecOK . Note that the quantity d̂eg(FD) is the normalized
version of the “Dth-height” of X , defined and studied in [40, §2.2].

Proposition 2.12. — Assume that

sup
i∈I

hL(Pi) <
µ̂(FD)

D
− 1

2D
log r1(D), where r1(D) = rk(FD).

Then the homomorphism φZ,D cannot be injective.

Proof. — Assume that φZ,D is injective. By Proposition 2.2, there exists I0 ⊂ I of
cardinal r1(D) such that

µ̂(FD) =
1

r1(D)

[ ∑

i∈I0

DhL(Pi) + h(Λr1(D)(prI0 ◦φ))

]
,

The quantity 1
r1(D)

∑
i∈I0

hL(Pi) is bounded from above sup
i∈I

hL(Pi). Furthermore,

one has

h(Λr1(D)(prI0 ◦ φZ,D)) 6 r1(D)h(prI0 ◦ φZ,D) 6
1

2
r1(D) log r1(D).
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Hence

max
i∈I

hL(Pi) >
µ̂(FD)

D
− 1

2D
log r1(D).

3. The complicity of singular locus

In this section, we consider the following problem. Given a closed subvariety X
of a projective space Pn, how to describe the complexity of the singular locus of X
by the arithmetic invariants of X? When X is a hypersurface in Pn defined by a
homogeneous polynomial F (T0, · · · , Tn) of degree d, then the singular locus of X is
determined by the equations

F =
∂

∂T0
F = · · · =

∂

∂Tn
F = 0.

Therefore the ideal of Sing(X) is generated by n+2 polynomials of height 6 dh(F ). In
the general case, the singular locus can be described by using the Jacobian criterion,
provided a system of generators of the ideal of X .

Given a subvariety X ⊂ Pn of dimension d and of degree δ, a method to construct
explicitly a system of polynomials defining X is to use the Chow form. The Chow
form ΦX of X is a multi-homogeneous polynomial of multi-degree (δ, · · · , δ) on the
multi-projective space (Pn)d+1. The general theory of Chow and Van de Warden [21]
asserts that set-theoretically any subvariety of dimension d and of degree δ of Pn is
uniquely determined by its Chow form.

Philippon [37] has defined the height of an arithmetic variety as that of its Chow
form and applied his height theory on criteria of algebraic independence. The Philip-
pon height can be compared to the Arakelov height [44, 38, 7]. As mentioned in
Introduction, one can construct explicitly a system of generators of a projective vari-
ety from its Chow form. This permits us in principle to understand the complexity of
the singular locus of the projective variety by using the Jacobian criterion. However,
the generating system obtained by the Chow form is not saturated with respect to the
maximal homogeneous ideal. For example, if the projective variety is a hypersurface
in a projective space defined by a homogeneous equation F of degree δ, then the
generating system obtained from the Chow form will be the linear space of equations
of the form FG, where G runs over all homogeneous polynomials of degree δd. There-
fore, if we try to estimate the complexity of the singular locus of the variety by using
this linear system, supplementary errors will occur in the procedure of differential and
also in that of taking determinant.

In this article, we shall use the point of view of Cayley form. This approach is
inspired by [27, 16]. The construction of Cayley form is quite similar to that of
Chow form. The only difference is that, in the construction of Chow form, we use
Stiefel coordinates; while in that of Cayley form, we use Plücker coordinates.

In the following, we recall the definition of Chow form and Cayley form, the
calculation of their heights, and the estimation of the complexity of the singular
locus of a variety by using its Cayley form. In the rest of this section, let n ∈ N∗
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and E be a Hermitian vector bundle of rank n+ 1. Denote by L the invertible sheaf
OP(E)(1) equipped with the Fubini-Study metrics. By sub-variety of P(EK) we mean
a closed integral subscheme of P(EK).

3.1. Chow form and Cayley form. — Let W be the product P(EK)×P(E∨
K)d+1

and Γ be the incident subvariety of W which classifies all points (ξ, u0, · · · , ud) such
that ξ(u0) = · · · = ξ(ud) = 0. Denote by p : W → P(EK) and q : W → P(E∨

K)d+1 the
two projections.

Proposition 3.1. — Let X ⊂ P(EK) be a subvariety. Then the set-theoretical inter-
section Γ∩p−1(X) is irreducible. Furthermore, if we consider Γ∩p−1(X) as a reduced
subvariety of W , then the scheme-theoretical image q(Γ ∩ p−1(X)) is a hypersurface
of multi-degree (δ, · · · , δ).

Remark 3.2. — See [37] for an algebraic proof of this result in its generalized form,
see [7, §4.3] for a geometric proof.

The hypersurface in Proposition 3.1 corresponds to a subspace of rank one of
Sδ(E∨

K)⊗(d+1) whose saturation in Sδ(E∨)⊗(d+1) determines a Hermitian line subbun-

dle ΦX of Sδ(E∨
)⊗(d+1). The generic fibre ΦX,K is called the Chow form of X . The

Philippon height of the arithmetic variety X is defined as hPh(X) := −µ̂(ΦX).
Let s(i) : E∨

K → EK (0 6 i 6 d) be generic antisymmetric homomorphisms and

ξ be a generic element in E∨
K . The expression ΦX,K(s(0)ξ, · · · , s(d)ξ) represents a

multihomogeneous polynomial of degree δ in each s(i) and of degree (d+ 1)δ in ξ. By
specifying s(i), one obtains a linear system JX,K of homogeneous polynomials of degree
(d + 1)δ on E∨

K . The heights of these equations can be estimated by the Philippon

height of X . The linear system JX,K defines a subscheme X̃ of P(EK) containing X .
By [36, Lemma 11], it coincides with X on an open subscheme containing the regular

subscheme Xreg. Furthermore, X̃red = X . However, in general the homogeneous ideal
generated by JX,K is not saturated with respect to the maximal homogeneous ideal⊕

n>1 S
nEK . For example, in the case where X is a hypersurface of degree δ defined

by a homogeneous polynomial F , one has JX,K = F · SδdEK .
In the following, we introduce a variant of the Chow form, called the Cayley form

of X . The advantage of the Cayley form is that we can construct from it a system of
generators of X which are of degree δ.

Recall that in the construction of the Chow form, one has actually used the
Stiefel coordinates of the Grassmannian. If we use Plüker coordinates instead, the
same procedure leads to the so-called Cayley form. Let Ǧ = Gr(d + 1, E∨

K) be the
Grassmannian which classifies all quotients of rank d + 1 of E∨

K (or equivalently, all

subspaces of rank d + 1 of EK). Denote by Γ′ the incident subvariety of P(EK) × Ǧ
which classifies all points (ξ, U) such that ξ(U) = 0 (here we consider U as a subspace
of EK). Let p′ : P(EK)× Ǧ→ P(EK) and q′ : P(EK)× Ǧ→ Ǧ be the two projections.

Proposition 3.3 (see [27] §3.2.B). — Let X ⊂ P(EK) be a subvariety of dimen-

sion d and of degree δ. The set-theoretical intersection Γ′ ∩ p′−1
(X) is irreducible.
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Furthermore, if we consider Γ′ ∩ p′−1
(X) as a reduced subvariety of W ′, the scheme-

theoretical image q′(Γ′ ∩ p′−1
(X)) is a hypersurface of degree δ of Ǧ.

Proof. — The incident variety Γ′ is a fibration on P(EK) in Grassmannian varieties.

Since X is irreducible, also is Γ′ ∩ p′−1
(X) = p′|−1

Γ′ (X). Denote by Y = Γ′ ∩ p′−1
(X),

considered as a subvariety of Γ′. The projection q′ being proper, the image Z = q′(Y )
is a closed integral subscheme of Ǧ. Let ξ = SpecK ′ be a geometric generic point of
Z, which corresponds to a subspace V of rank d + 1 of EK′ . The fibre Yξ coincides
with the subscheme of XK′ defined by vanishing on V . Note that the dimension of
XK′ is d. So q′ maps Y birationally to Z and hence dimZ = dimY = dim Ǧ− 1.

To calculate the degree of Z in Ǧ, we consider the following equality of cycle classes

[Z] = (q′|Γ′)∗(p
′|Γ′)∗[X ] = δ(q′|Γ′)∗(p

′|Γ′)∗[U ],

where U is the projective space associated to an arbitrary quotient space of rank d+1
of EK . Note that (q′|Γ′)∗(p′|Γ′)∗[U ] is just the first Schubert class in the Grassmannian
Ǧ (see [25, §14.7]). Therefore the degree of Z is δ.

By Plücker’s morphism Ǧ → P(Λd+1E∨
K), the coordinate algebra B(Ǧ) =⊕

D>0BD(Ǧ) of Ǧ is a homogeneous quotient algebra of
⊕

D>0 S
D(Λd+1E∨

K). To
explain the role played by the Plücker coordinates, we consider the following con-
struction. Denote by θ : E∨

K ⊗ (Λd+1EK) → ΛdEK the substraction homomorphism
which sends ξ ⊗ (x0 ∧ · · · ∧ xd) to

d∑

i=0

(−1)iξ(xi)x0 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ · · · ∧ xd.

Let Γ̃ be the subvariety of P(EK) × P(Λd+1E∨
K) which classifies the points (ξ, α) such

that θ(ξ⊗α) = 0. Let p̃ : P(EK)×P(Λd+1E∨
K) → P(EK) and q̃ : P(EK)×P(Λd+1E∨

K) →
P(Λd+1E∨

K) be the two projections.

Proposition 3.4. — Let X ⊂ P(EK) be a subvariety of dimension d and of degree

δ. The set-theoretical intersection Γ̃∩ p̃−1(X) is irreducible. Moreover, if we consider

Γ̃∩ p̃−1(X) as a reduced subvariety of P(EK)×P(Λd+1E∨
K), then the scheme-theoretical

image q̃(Γ̃ ∩ p̃−1(X)) is a hypersurface of degree δ of P(Λd+1E∨
K).

Denote by ΨX,K the one-dimensional subspace of Sδ(Λd+1E∨
K) which defines the

hypersurface in Proposition 3.4. We call it the Cayley form of X . The saturation
of ΨX,K in Sδ(Λd+1E), quipped with induces metrics, is called the Cayley form of

X . Note that the incident variety Γ′ of P(EK) × Ǧ is just the intersection of Γ̃ with
P(EK) × Ǧ (embedded in P(EK) × P(Λd+1E∨

K) via the Plücker morphism).
The relationship between the Plücker and the Stiefel coordinates (see [27, p.101]

for details) leads to the following observation. Let ψX be a representing element of
ΨX,K , considered as a homogeneous polynomial of degree δ on Λd+1E∨

K . Then the
multihomogeneous polynomial φX of multidegree ( δ, · · · , δ︸ ︷︷ ︸

d+1 copies

) defined as

φX(x0, · · · , xd) := ψX(x0 ∧ · · · ∧ xd)
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represents the Chow form ΦX,K of X . This phenomenon can also be interpreted

in the following way. Let τδ : Sδ(Λd+1E∨
K) → Sδ(E∨

K)⊗(d+1) be the homomorphism

which sends
∏δ

i=1 xi,0 ∧ · · · ∧ xi,d to

(17)
( 1

(d+ 1)!

)δ ∑

(σ1,··· ,σδ)∈Sδ
d+1

sgn(σ1) · · · sgn(σδ)

d⊗

j=0

x1,σ1(j) · · ·xδ,σδ(j).

Then ΦX,K is just the image of ΨX,K under the homomorphism τ . Note that the
direct sum of τδ is a homomorphism of algebras

τ :
⊕

δ∈N

Sδ(Λd+1E∨
K) −→

⊕

δ∈N

Sδ(E∨
K)⊗(d+1),

which corresponds to the natural rational morphism P(E∨
K)d+1 → P(Λd+1E∨

K) which

sends a general point (x0, · · · , xd) ∈ E(d+1)
K to x0 ∧ · · · ∧ xd. From the construction

above, we obtain the following relation on the slopes of the Chow form and the Cayley
form.

Corollary 3.5. — One has

(18) µ̂(ΨX) = µ̂(ΦX) +
δ

2
log(d+ 1)!.

We construct a system of generators of X from ΨX,K . Choose a representative
element ψX in ΨX,K and consider it as a homogeneous polynomial of degree δ on
Λd+1E∨

K . Let x, y0, · · · , yd be generic elements in EK and let ξ be a generic element
in E∨

K . For any i = 0, 1 · · · , d, let zi = ξ(x)yi − ξ(yi)x. As

z0 ∧ · · · ∧ zd

= ξ(x)d+1y0 ∧ · · · ∧ yd −
d∑

i=0

ξ(x)dξ(yi)y0 ∧ · · · ∧ yi−1 ∧ x ∧ yi+1 ∧ · · · ∧ yd

= ξ(x)d
(
ξ(x)y0 ∧ · · · ∧ yd −

d∑

i=0

ξ(yi)y0 ∧ · · · ∧ yi−1 ∧ x ∧ yi+1 ∧ · · · ∧ yd

)
,

we obtain

ψX,K(z0 ∧ · · · ∧ zd) = ξ(x)δdψX,K

(
ξ(x)y0 ∧ · · · ∧ yd

−
d∑

i=0

ξ(yi)y0 ∧ · · · ∧ yi−1 ∧ x ∧ yi+1 ∧ · · · ∧ yd

)
.

By specifying x, y0, · · · , yd in

ψX,K

(
ξ(x)y0 ∧ · · · ∧ yd −

d∑

i=0

ξ(yi)y0 ∧ · · · ∧ yi−1 ∧ x ∧ yi+1 ∧ · · · ∧ yd

)
,

we obtain a linear system IX,K of polynomials of degree δ on E∨
K , which also defines

the subscheme X̃ of P(EK). In fact, a generic antisymmetic homomorphism E∨
K → EK
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acting on a generic element ξ in E∨
K can be written as a linear combination over K of

elements of the form ξ(x)y − ξ(y)x, where x and y are generic elements in EK .
Let IX be the saturated Hermitian vector subbundle of SδE whose generic fibre

coincides with IX,K . We are interested in estimating the complexity of IX , for which
we need the following tensoriel construction of IX .

Consider the OK-linear homomorphism E ⊗ E⊗(d+1) ⊗ E∨ → Λd+1E sending x ⊗
y0 ⊗ · · · ⊗ yd ⊗ ξ to

ξ(x)y0 ∧ · · · ∧ yd −
d∑

i=0

ξ(yi)y0 ∧ · · · ∧ yi−1 ∧ x ∧ yi+1 ∧ · · · ∧ yd,

which induces a homomorphism

(19) Γδ(E) ⊗ Γδ(E)⊗(d+1) ⊗ Γδ(E∨) → Γδ(Λd+1E),

where for any projective OK-module of finite type F , Γδ(F ) is the sub-OK-module
of F⊗δ consisting of all elements which are invariant by the action of the symmetric
group Sd. By the canonical isomorphism Γδ(F )∨ ∼= Sδ(F∨), we obtain from (19) a
homomorphism

Sδ(Λd+1E∨) → Sδ(E∨) ⊗ Sδ(E∨)⊗(d+1) ⊗ Sδ(E)

by duality. Denote by fX the composed homomorphism

ΨX
// Sδ(Λd+1E∨) // Sδ(E∨) ⊗ Sδ(E∨)⊗(d+1) ⊗ Sδ(E) ,

where ΨX is the submodule of Sδ(Λd+1E∨) corresponding to the Cayley form. Then

IX is just the saturation of the image (see page 6 for definition) of fX(ΨX) (with
induced metrics) in Sδ(E).

Proposition 3.6. — With the above notation, the following inequality holds:

(20) µ̂min(IX) > −hPh(X) − C1,

where the constant C1 = C1(E , d, δ) is defined as

C1 = (d+ 2)µ̂max(S
δ(E∨

)) +
1

2
(d+ 2) log rk(SδE) + ̺(d+2)(Γδ(E))

+
δ

2
log

(
(d+ 2)(n− d)

)
.

(21)

Proof. — By Proposition 2.1 and Lemma A.1 2), the slope of fX(ṽ(ΦX)) can be
estimated as follows:

µ̂(fX(ΨX)) > µ̂(ΨX) − h(fX) > µ̂(ΨX) − δ

2
log

(
(d+ 2)! · (n− d)

)
.

By (18), this implies

(22) µ̂(fX(ΨX)) > −hPh(X) − δ

2
log

(
(d+ 2)(n− d)

)
,
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where we reminder that the Philippon height hPh(X) is defined as −µ̂(ΦX). By
Proposition 2.4 (see also Remark 2.5), we obtain

µ̂min(IX) > µ̂(fX(ΨX)) − (d+ 2)µ̂max(S
δ(E∨

))

− ̺(d+2)(Γδ(E)) − 1

2
(d+ 2) log rk(SδE).

(23)

Combining (22) with (23), one obtains (20).

Remark 3.7. — By [5] (see also [30, 26]), one obtains µ̂max(S
δ(E∨

)) ≪E δ. Fur-

thermore, one has ̺(d+2)(Γδ(E)) ≪ log rk(SδE) 6 δ log(n+ 1). Therefore, C1 ≪E,d δ.

3.2. Complexity of the singular locus. — In the previous subsection, we have

constructed explictely a linear systeme IX,K which defines a subscheme X̃ of P(EK)

containing X . Since X̃red = X (see [36, ??]), we obtain X̃reg ⊂ Xreg, where X̃reg

and Xreg are respectively the open subschemes of all regular points of X̃ and of X .

Moreover, since X̃ coincides with X on a dense open subset (loc. cit.), X̃reg is a dense
open subscheme of X . Using Jacobian criterion, we shall construct from IX,K a linear

system defining the singular locus X̃sing of X̃, which contains Xsing, the singular locus

of X . Before discussing the complexity of X̃, we treat a slightly general case where
we consider a Hermitian subbundle of certain symmetric power of E and estimate the
complexity of linear systems constructed from minors of its Jacobian matrix.

For any integer a > 1, denote by Da : SaE → E ⊗ Sa−1E the homomorphism of
derivation which sends x1 · · ·xa to

∑a
i=1 xi ⊗ (x1 · · ·xi−1xi+1 · · ·xa). Suppose that I

is a Hermitian subbundle of SaE and that r is an integer such that r > 1. We denote

by g
(r)
I the following composed homomorphism

I⊗r // Sa(E)⊗r
D⊗r

a
// E⊗r ⊗ Sa−1(E)⊗r // ΛrE ⊗ S(a−1)r(E) ,

where the last arrow is induced by canonical homomorphisms E⊗r → ΛrE and

Sa−1(E)⊗r → S(a−1)rE . Let F
(r)

I be the image of g
(r)
I , equipped with induced metrics.

Denote by I
(r)

the image of F
(r)

I in S(a−1)rE .

Theorem 3.8. — With the above notation, the following inequality holds:

(24) µ̂min(I
(r)

) > rµ̂min(I) − C2,

where the constant C2 = C2(E , r, a) is defined as

(25) µ̂max(Λ
rE) +

r

2
log rk(SaE) + log rk(ΛrE) + log

√
r! + r log a.

Proof. — By Lemma A.1 3) and 4), the height of g
(r)
I is bounded from above by

log
√
r! + r log a. Therefore, Proposition 2.1 2) shows that

(26) µ̂min(F
(r)

I ) > µ̂min(I
⊗r

)−log
√
r!−r log a = rµ̂min(I)−̺(r)(I

∨
)−log

√
r!−r log a
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where F
(r)

I is the image of g
(r)
I , equipped with induced metrics. Note that (see (6))

̺(r)(I
∨
) 6

r

2
log(rk I) 6

r

2
log(rkSaE).

By Proposition 2.4, one has

(27) µ̂min(I
(r)

) > µ̂min(F
(r)

I ) − µ̂max(Λ
rE) − ̺(ΛrE∨

, F
(r)

I ) − 1

2
log(rk ΛrE).

Therefore the required estimation follows from (26), (27) and the inequality

̺(ΛrE∨
, F

(r)

I ) 6
1

2
log(rk ΛrE).

Remark 3.9. — 1) One has C2(E , r, a) ≪E,r a.

2) When E is a direct sum of Hermitian line bundles, the term ̺(ΛrE∨
, F

(r)

I ) vanishes.
Hence we can choose C2 to be

µ̂max(Λ
rE) +

r

2
log rk(SaE) +

1

2
log rk(ΛrE) + log

√
r! + r log a.

3) If Bost’s conjecture is true, then we can choose

C2 = µ̂max(Λ
rE) +

1

2
log rk(ΛrE) + log

√
r! + r log a.

We apply Theorem 3.8 on IX ⊂ SδE and on r = n− d. Using the estimation (18),
we obtain the following result:

Theorem 3.10. — Let X ⊂ P(EK) be a subvariety of dimension d and of degree
δ. Denote by X the Zariski closure of X in P(E). There exists a Hermitian vector
subbundle M of S(δ−1)(n−d)E satisfying

(28) µ̂min(M) > −(n− d)hPh(X) − C3

and such that the subscheme of P(E) defined by vanishing of M contains the singular
loci of fibres of X but not the generic point of X , where the constant C3 = C3(E , d, δ)
is defined as

(n− d)C1(E , d, δ) + C2(E , n− d, δ).

Furthermore, one has C3(E , d, δ) ≪E,d δ.

Proof. — We take M = I
(n−d)

X , where IX is defined in page 14. Let X̃ be the

subvariety of P(EK) defined by vanishing of IX,K and X̃ be its Zariski closure in P(E)
(which is defined by vanishing of IX since IX is saturated). By Jacobian criterion,
the subscheme of P(E) defined by vanishing of M coincides with the locus of singular

points of fibres of X̃ , which contains the locus of singular points of fibres of X . The
inequality (28) is a consequence of (24) and (20). The last assertion results from
Remarks 3.7 and 3.9 1).
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4. Estimations of Hilbert-Samuel functions

In this section, we discuss the estimations of the geometric and arithmetic Hilbert-
Samuel functions. We fix in this section a Hermitian vector bundle E of rank n + 1
over SpecOK and a subvariety X ⊂ P(EK) which is of dimension d > 1 and of degree
δ. Denote by X the Zariski closure of X in P(E). Let L = OP(E)(1) be the universal
line bundle. We equip it with the Fubini-Study metrics and then obtain a Hermitian
line bundle L on P(E). For any integer D > 1, let ED := H0(P(E),L⊗D) and r(D)

be its rank; let FD be the saturation of the image of ED in H0(X ,L|⊗D
X

) by the
homomorphism of restriction of sections and let r1(D) := rkFD.

4.1. Estimations of the geometric Hilbert-Samuel function. — In this sec-
tion, we recall several known results on explicit estimations of the geometric Hilbert-
Samuel function. Let X ⊂ P(EK) be a closed subvariety of dimension d and of degree
δ. The (geometric) Hilbert-Samuel function of X is by definition the function on N∗
which sends D ∈ N∗ to the rank of H0(X,L|⊗D

X ). By the asymptotic Riemann-Roch
theorem, one has the following relation

rkH0(X,L|⊗D
X ) =

δ

d!
Dd +O(Dd−1).

However, here our concern is to obtain the upper and lower bounds of this quantity
which hold for any D in N∗ except an explicit finite subset. In this direction there is
a result of Kollár and Matsusaka [33] which asserts that when X is normal, one has

∣∣∣∣ rkH0(X,L|⊗D
X ) − δ

d!
Dd +

(KX · L|d−1
X )

2(d− 1)!
Dd−1

∣∣∣∣ 6 C ·Dd−2,

where C is an explicitly computable constant depending only on δ and (KX · L|d−1
X ),

KX being the dualizing line bundle of X . However, here we need the estimations
independent of the dualizing sheaf (but asymptotically less precise than the estimation
of Kollár and Matsusaka). For the upper bound, we refer to the following result of
Chardin [18] (see also [43, 1]).

Proposition 4.1. — For any integer D > 1, one has

(29) rkH0(X,L|⊗D
X ) 6 δ

(
D + d− 1

d

)
+

(
D + d− 1

d− 1

)
.

The proof relies on the generic hyperplane intersection of X and proceed by
induction on the dimension d. For details see [1, §1.2].

Remark 4.2. — Chardin has actually proved the following upper bound for the
function r1(D):

(30) ∀D > 1, r1(D) = rkFD 6 δ

(
D + d

d

)
.

As for the lower bound of rkH0(X,L|⊗D
X ), the following is an elementary result,

which can be found in the book of Kollár [34].
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Proposition 4.3. — For any integer D > δ, one has

rkH0(X,L|⊗D
X ) >

δ

d!
(D + 1 − δ)d.

The proof consists of projecting generically X to a hypersurface of degree δ, which
we refer to [34, p. 92].

In [43], Sombra has proved the following (optimal) lower bound for the function
r1(D), which holds for all D.

Proposition 4.4. — For any integer D > 1, one has

(31) r1(D) >

(
D + d+ 1

d+ 1

)
−

(
D − δ + d+ 1

d+ 1

)
.

4.2. Lower bound of the arithmetic Hilbert-Samuel function. — In this sub-
section, we reformulate a result of David and Philippon [22] on an explicit lower bound
of the arithmetic Hilbert-Samuel function in the framework of the slope method. Note
that their argument relies on the higher Chow forms introduced by Philippon [37].
We begin by a reminder on it.

Let m > 1 be an integer. Denote by Wm the product variety P(EK) ×
P(Sm(EK)∨)d+1. Let Γm ⊂ Wm be the incidence subvariety classifying all points
(α, u0, · · · , ud) such that α⊗m(u0) = · · ·α⊗m(ud) = 0, where we have considered a
quotient of rank one of Sm(EK)∨ as a subspace of rank one of Sm(EK). Denote by
pm : Wm → P(EK) and qm : Wm → P(Sm(E∨

K))d+1 the two projections.
The following proposition asserts the existence of the higher Chow forms, which

generalizes Proposition 3.1. This result has also been proved in [37]. See [7] for a
geometric proof.

Proposition 4.5. — Let X ⊂ P(EK) be a subvariety. Then the set-theoretical in-
tersection Γm ∩ p−1

m (X) is irreducible. Furthermore, if we consider Γm ∩ p−1
m (X) as

a reduced subvariety of W , then the scheme-theoretical image qm(Γm ∩ p−1
m (X)) is a

hypersurface of multi-degree (δmd, · · · , δmd).

Denote by Φ
[m]

X the Hermitian line subbundle of Sδmd

(Sm(E)∨)⊗(d+1) correspond-

ing to the hypersurface in Proposition 4.5. By definition, one has ΦX = Φ
[1]

X .
We recall a result in [7] (Theorem 4.3.2) where the Arakelov degree of higher Chow

form Φ
[m]

X is computed by using the Philippon height.

Proposition 4.6. — The following equality holds:

(32) µ̂(Φ
[m]

X ) = md+1µ̂(ΦX).

In order to obtain an effective estimation of the arithmetic Hilbert-Samuel function,

we need the following algebraic construction of Φ
[m]
X given by Philippon in [37].

Denote by A the symmetric algebra SymOK
(E). The algebra A identifies with⊕

D>0H
0(P(E),L⊗D). For any integer m > 1, define

(33) O[m]
K := SymOK

(Sm(E)∨⊕(d+1))
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(34) A[m] := SymOK
(E ⊕ Sm(E)∨⊕(d+1)) ∼= SymO[m]

K

(O[m]
K ⊗OK

E).

As a symmetric algebra, the OK-algebra O[m]
K is naturally graded. We equip A[m]

with the grading which is induced from that of A, or equivalently the natural grading

corresponding to the symmetric O[m]
K -algebra structure of SymO[m]

K

(O[m]
K ⊗OK

E).

For i ∈ {0, 1, · · · , d}, let tri be the image of the trace element of Sm(E) ⊗ Sm(E)∨

in A[m] via the (i+ 1)th component of Sm(E)∨⊕(d+1). It is a homogeneous element of
degree m in A[m]. Recall that the trace element corresponds to Id : Sm(E) → Sm(E)
through the natural isomorphism Sm(E) ⊗ Sm(E)∨ ∼= HomOK

(Sm(E), Sm(E)). Let
I be the kernel of the restriction homomorphism A → ⊕

D>0H
0(X ,L⊗D). It is a

homogeneous ideal of A. Denote by

(35) I[m] = A[m]I +A[m]tr0 + · · · +A[m]trd.

It is a homogeneous ideal of A[m].

Proposition 4.7. — 1) The ideal

C[m]I :=
⋃

D>0

(I[m] :O[m]
K

AD)

of O[m]
K is principal, and is generated by Φ

[m]
X .

2) Assume that D > (n− d)(δ − 1) + 1. Then for any integer m > 1, one has

(I[m] :O[m]
K

AD+m(d+1)−d) 6= 0.

See [37, Proposition 1.5] for the proof of 1), [22, Proposition 4.2] for that of 2),
see also loc. cit. page 528.

By using Proposition 4.7, we obtain the following lower bound of the arithmetic
Hilbert-Samuel function, which reformulates [22, Proposition 4.10] in the language of
the slope theory.

Theorem 4.8. — Let X ⊂ P(EK) be a closed subvariety of dimension d and of degree
δ, X be the Zariski closure of X in P(E). For any integer D > 1 let AD = SDE and
let ID be the kernel of the restriction homomorphism AD → H0(X ,L⊗D). Then, for
any integer D > (n− d)(δ − 1) + 1, one has

µ̂(AD/ID) > −
(
D − (n− d)(δ − 1) − 2

)d+1

(d+ 1)d+1 rk(AD/ID)

[
µ̂(ΦX) + δ(d+ 1)µ̂min(E)

]

− 1

2
D log(n+ 1) +Dµ̂min(E) − ̺(D rk(AD/ID))(E∨

)

rk(AD/ID)
.

(36)

Proof. — Let m ∈ N∗ be a parameter which will be chosen in the end of the proof.

Let O[m]
K , A[m] and I[m] be as in (33), (34) and (35) respectively. For any integer

D > 1, A
[m]
D is a free O[m]

K -module of rank
(
D+n

n

)
. The Dth homogeneous component

I
[m]
D of I[m] can be considered as a sub-O[m]

K -module of A
[m]
D . By definition, one has

I
[m]
D = O[m]

K ID ⊕O[m]
K AD−mtr0 ⊕ · · · ⊕ O[m]

K AD−mtrd.
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Consider M
[m]
D := Λ

(D+n
n )

O[m]
K

I
[m]
D . It is a sub-O[m]

K -module of

(37) Λ
(D+n

n )
O[m]

K

A
[m]
D

∼= O[m]
K ⊗OK

det(AD),

so it determines an ideal of O[m]
K by twisting the module by det(AD)∨. Note that here

det(AD) is defined as Λ
rk(AD)
OK

AD. Let I
[m]
D = ID ⊕ AD−mtr0 ⊕ · · · ⊕ AD−mtrd. One

has M
[m]
D = O[m]

K ⊗OK
Λ

(D+n

n )
OK

I
[m]
D . By proposition 4.7 2), if D > (n− d)(δ − 1) + 1 +

m(d+ 1) − d (which we always assume in the rest of the proof), then M
[m]
D 6= 0, and

hence the canonical image of

detID ⊗ Λ
rk(AD/ID)
OK

(AD−mtr0 ⊕ · · · ⊕AD−mtrd)

in Λrk AD

OK
I
[m]
D is non-zero. By definition of the Chow form, the canonical homomor-

phism

det(AD)∨⊗det(ID)⊗Λ
rk(AD/ID)
OK

(AD−mtr0⊕· · ·⊕AD−mtrd) −→ Srk(AD/ID)(Sm(E)∨)

factories through

Φ
[m]
X ⊗

⊕

i0+···+id=rD,m

d⊗

j=0

Sm(E)∨⊗ij ,

where rD,m = rk(AD/ID) − δ(d+ 1)md. Hence the slope inequality implies

− rk(AD/ID) · µ̂(AD/ID) + µ̂min(Λ
rk(AD/ID)
OK

(A
⊕(d+1)

D−m ))

6 µ̂(Φ
[m]

X ) + max
i0+···+id=rD,m

µ̂max

( d⊗

j=0

Sm(E)∨⊗ij

)
,

(38)

where AD is equipped with symmetric product metrics.
By Proposition 2.1 2) and Lemma A.1 4), one obtains

µ̂min(Λ
rk(AD/ID)
OK

(A
⊕(d+1)

D−m ))

> µ̂min((A
⊕(d+1)

D−m )⊗ rk(AD/ID)) − 1

2
rk(AD/ID) log(rk(AD/ID))

= µ̂min(A
⊗ rk(AD/ID)

D−m ) − 1

2
rk(AD/ID) log(rk(AD/ID)).

(39)

Note that AD−m is a quotient of E⊗D−m
. Hence

µ̂min(A
⊗ rk(AD/ID)

D−m ) > µ̂min(E
⊗(D−m) rk(AD/ID)

)

> rk(AD/ID)(D −m)µ̂min(E) − ̺((D−m) rk(AD/ID))(E∨
).

(40)

Furthermore, if i0, · · · , id are positive integers such that i0 + · · · + id = rD,m, then

µ̂max

( d⊗

j=0

Sm(E)∨⊗ij

)
= −µ̂min

( d⊗

j=0

Sm(E)⊗ij

)

6 −µ̂min(E⊗mrD,m) 6 −mrD,mµ̂min(E) + ̺(mrD,m)(E∨
),

(41)
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where we reminder that rD,m := rk(AD/ID) − δ(d+ 1)md.
Combining the inequalities (38), (39), (40) and (41), we obtain

µ̂(AD/ID) > − µ̂(Φ
[m]

X )

rk(AD/ID)
− 1

2
log(rk(AD/ID)) +Dµ̂min(E)

− δ(d+ 1)
md+1

rk(AD/ID)
µ̂min(E) − ̺(D rk(AD/ID))(E∨

)

rk(AD/ID)
,

(42)

where we have applied (4) and used the fact that
(
̺(n)(E∨

)
)
n>1

is an increasing

sequence. Since µ̂(Φ
[m]

X ) = md+1µ̂(ΦX) and since rk(AD/ID) 6 rk(AD) 6 (n + 1)D,
we obtain

µ̂(AD/ID) > − md+1

rk(AD/ID)

[
µ̂(ΦX) + δ(d+ 1)µ̂min(E)

]

− 1

2
D log(n+ 1) +Dµ̂min(E) − ̺(D rk(AD/ID))(E∨

)

rk(AD/ID)
.

(43)

Since the inequality (42) is verified for any m satisfying D > (n − d)(δ − 1) + 1 +
m(d+ 1) − d. Thus we obtain the theorem by taking

m =

⌊
D − (n− d)(δ − 1) − 1 + d

d+ 1

⌋
>
D − (n− d)(δ − 1) − 2

d+ 1
.

Remark 4.9. — As an OK-module, AD is isomorphic to ED. However, the sym-
metric product metrics on AD differ from those of ED (see §2.3, notably Remark
2.6). Thus, if we equip FD with quotient metric of those of ED, then for any integer
D > (n− d)(δ − 1) + 1, one has

µ̂(FD) >

(
D − (n− d)(δ − 1) − 2

)d+1

rk(FD)(d+ 1)d+1

[
hPh(X) − δ(d+ 1)µ̂min(E)

]

−D log(n+ 1) +Dµ̂min(E) − ̺(D rk(AD/ID))(E∨
)

rk(AD/ID)
,

(44)

where we have used the estimation rk(ED) 6 (n+ 1)D. Recall the following explicit
estimations of the rank of FD by functions on D, δ, and d (see Remark 4.2):

rk(FD) 6 δ

(
D + d

d

)
6

δ

d!
(D + d)d.

Combining (44), we obtain that the following inquality holds for any integer D such
that D > (n− d)(δ − 1) + 2.

(45)
1

D
µ̂(FD) > C4(D, d, δ)

[
hPh(X) − δ(d+ 1)µ̂min(E)

]
− C5(n, E),
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where the constants C4 and C5 are defined as

C4(D, d, δ) =
d!

δ(d+ 1)d+1

(D − (n− d)(δ − 1) − 2

D + d

)d+1

,(46)

C5(n, E) = log(n+ 1) − µ̂min(E) − ̺(D rk(AD/ID))(E∨
)

D rk(AD/ID)
.(47)

Note that C4(D, d, δ) > d!/δ(2d+ 2)d+1 once D > 2(n− d)(δ − 1) + d+ 4.

4.3. Upper bound of the arithmetic Hilbert-Samuel function. — We show
that a variant of Proposition 2.1 permits to obtain an upper bound of the (normalized)
arithmetic Hilbert-Samuel function µ̂(FD). We actually find an explicit upper bound
of µ̂max(FD) which holds for any D > 1. Let us begin by a reminder on the essential
minimum.

Denote by K an algebraic closure of K. Let X be a subvariety of P(EK). The
essential minimum of X (relatively to the Hermitian line bundle L) is by definition

µ̂ess(X) := sup
∅6=U⊂X

U open in X

inf
P∈U(K)

hL(P ).

By [45, Lemma 6.5], the essential minimum µ̂ess(X) is finite, and one has the following
estimation

(48) µ̂ess(X) 6
hL(X)

δ
,

where hL(X) is the Arakelov height of X with respect to L, and δ is the degree of X .

Theorem 4.10. — For any integer D > 1, one has

(49) µ̂max(FD) 6 Dµ̂ess(X) +
1

2
log r1(D).

Proof. — Let t be a real number such that t > µ̂ess(X). Denote by Bt the class of
algebraic points P of X such that hL(P ) 6 t. Let ϕD be the evaluation map

FD,K −→
⊕

P∈Bt

P ∗L⊗D

K
.

By definition, the family Bt is Zariski dense in X , so ϕD is injective. Therefore, there
exists a subset Bt,D of Bt such that the composition homomorphism ψD := prBt,D

◦ϕD

is an isomorphism, where

prBt,D
:
⊕

P∈B
P ∗L⊗D

K
→

⊕

P∈Bt,D

P ∗L⊗D

K

is the canonical projection. The slope inequality (see Proposition 2.1) implies that

µ̂max(FD) 6 Dt+ h(ψD).

Note that h(ψD) 6 1
2 log r1(D). Since t > µ̂ess(X) is arbitrary, we obtain the

assertion.
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Remark 4.11. — The inequality (49), combined with the estimations (48) and the
trivial estimation r1(D) 6 (n + 1)D, gives an explicit upper bound for µ̂max(FD) in
terms of the degree, the dimension and the Arakelov height of X :

(50) ∀D > 1, µ̂max(FD) 6
hL(X)

δ
D +

D

2
log(n+ 1).

By the comparison of the Arakelov height and the Philippon height (see for example
[7, Theorem 4.3.8]), on obtains

∀D > 1, µ̂max(FD) 6
hPh(X)

δ
D +D log(n+ 1).

Appendix A

Computation of norms of linear operators

In this subsection, we compute the norms of several operators acting on several
tensor powers of a Hermitian vector space. These computations have been useful in
the application of the slope inequalities, notably in the estimation of the heights of
K-linear homomorphisms.

Lemma A.1. — Let m ∈ N and V be a Hermitian space of dimension m.

1) The canonical homomorphism α : V ⊗ V ∨ → C has norm
√
m.

2) For any d ∈ {0, · · · ,m − 1}, denote by βd : V ⊗ V ⊗(d+1) ⊗ V ∨ → Λd+1V the
homomorphism which sends x⊗ y0 ⊗ · · · ⊗ yd ⊗ ξ to

ξ(x)y0 ∧ · · · ∧ yd −
d∑

i=0

ξ(yi)y0 ∧ · · · ∧ yi−1 ∧ x ∧ yi+1 ∧ · · · ∧ yd.

Then the norm of βd is
√

(d+ 2)!(m− d− 1).
3) For any integer a such that a > 1, denote by Da : SaV → V ⊗ Sa−1V the

homomorphism which sends v1 · · · va to

a∑

i=1

vi ⊗ (v1 · · · vi−1vi+1 · · · va).

Then the norm of Da is a.
4) Let r be an integer such that 1 6 r 6 m. Denote by γr : V ⊗r → ΛrV the canonical

homomorphism. The the norm of γr is
√
r!.

Proof. — Let (ei)
m
i=1 be an orthonormal basis of V and let (e∨i )m

i=1 be its dual basis,
which is an orthonormal basis of V ∨.

1) The homomorphism α sends
∑

16i,j6m

λijei ⊗ e∨j to

m∑

i=1

λii. Hence ‖α‖ =
√
m.
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2) Note that βd sends
∑

i,j,k

λi,j,kei ⊗ ej0 ⊗ · · · ⊗ ejd
⊗ e∨k to

(51)
∑

i,j,k

λi,j,k

(
δikej0 ∧ · · · ∧ ejd

−
d∑

a=0

δjakej0 ∧ · · · ∧ eja−1 ∧ ei ∧ eja+1 ∧ · · · ∧ ejd

)
,

where j stands for (j0, · · · , jd), and δαβ = 1 if α = β and δαβ = 0 else. Let
u0, · · · , ud be integers such that 1 6 u0 < · · · < ud 6 m and u = (u0, · · · , ud).
The symmetric group Sd+1 acts on {1, · · · ,m}d+1 by permuting the components.
In other words, σ ∈ Sd+1 sends (v0, · · · , vd) to (vσ(0), · · · , vσ(d)). Denote by sgn :
Sd+1 → {±1} the sign function. If we write (51) as a linear combination in the basis
(ev0 ∧ · · · ∧ evd

)16v0<···<vd6m, then the coefficient of eu0 ∧ · · · ∧ eud
is

∑

σ∈Sd+1

m∑

i=1

sgn(σ)λi,σ(u),i −
d∑

a=0

∑

σ∈Sd+1

m∑

k=1

sgn(σ)λuσ(a) ,σ(a,k)(u),k

=
∑

σ∈Sd+1

∑

16i6m
i6=uσ(0) ,··· ,uσ(d)

sgn(σ)λi,σ(u),i −
d∑

a=0

∑

σ∈Sd+1

∑

16k6m
k 6=uσ(a)

sgn(σ)λuσ(a) ,σ(a,k)(u),k,

(52)

where σ(a,k)(u) = (uσ(0), · · · , uσ(a−1), k, uσ(a+1), · · · , u(σ(d))). If a and b are two
integers such that 0 6 a 6= b 6 d, and if σ ∈ Sd+1, we denote by σa,b ∈ Sd+1

such that σa,b(c) = σ(c) for any c ∈ {0, · · · , d} \ {a, b} and that σa,b(a) = σ(b),
σa,b(b) = σ(a). Note that, with this notation, the equality

λuσ(a),σ(a,k)(u),k = λ
uσa,b(b),σ

(b,k)
a,b

(u),k

holds provided that k = uσ(b). Moreover, one has sgn(σ) = −sgn(σa,b). Therefore,
the formula (52) may be simplified as

∑

σ∈Sd+1

∑

16i6m
i6=uσ(0) ,··· ,uσ(d)

sgn(σ)λi,σ(u),i−
d∑

a=0

∑

σ∈Sd+1

∑

16k6m
k 6=uσ(0),··· ,uσ(d)

sgn(σ)λuσ(a) ,σ(a,k)(u),k.

Hence the norm of βd is equal to
√

(d+ 2)!(m− d− 1).
3) For any J = (Jl)

m
l=1 ∈ Nm, let |J | = J1 + · · · + Jm, J ! = J1! · · · Jm! and

eJ = eJ1
1 · · · eJm

m ∈ S|J|H . Then (eJ )|J|=a is an orthogonal base of SaV . Note that

the norm of eJ is
√
J !/a!. For any integer l = 1, · · · ,m, let αl be the element in Nm

whose lth coordinate is 1 and whose other coordinates are zero. If x =
∑

|J′|=a

λJ′eJ′

is

an element of SaV , the homomorphism Da sends x to

∑

|J′|=a

λJ′

m∑

l=1

J ′
lel ⊗ eJ′−α(l)

=
∑

|J|=a−1

m∑

l=1

(Jl + 1)λJ+α(l)el ⊗ eJ ,
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where we have used the convention eJ = 0 if J 6∈ Nm. Therefore

‖Da(x)‖2 =
∑

|J|=a−1

m∑

l=1

(Jl + 1)2λ2
J+α(l)

J !

(a− 1)!
=

∑

|J|=a−1

m∑

l=1

(Jl + 1)λ2
J+α(l)

(J + α(l))!

(a− 1)!

= a
∑

|J′|=a

λ2
J′

J ′!

a!

m∑

l=1

J ′
l = a2‖x‖2.

Hence the norm of Da is a.
4) The homomorphism γr sends

∑
i λiei1 ⊗· · ·⊗eir

to
∑

i λiei1 ∧· · ·∧eir
, where i =

(i1, · · · , ir) ∈ {1, · · · ,m}r. The symmetric group Sr acts on {1, · · · ,m}r such that
σ ∈ Sr sends (i1, · · · , ir) to (iσ(1), · · · , iσ(r)). With this notation,

∑
i λiei1 ∧ · · · ∧ eir

is simplified as

∑

16i1<···<ir6m

( ∑

σ∈Sr

sgn(σ)λσ(i)

)
ei1 ∧ · · · ∧ eir

.

As (ei1 ∧ · · · ∧ eir
)16i1<···<ir6m is an orthonormal basis of ΛrV , we obtain that

‖γr‖ =
√

#Sr =
√
r!.

References

[1] D. Bertrand – Upper bounds for (geometric) Hilbert functions, in Introduction to
algebraic independence theory, Lecture Notes in Math., vol. 1752, Springer, Berlin, 2001,
p. 143–148.

[2] E. Bombieri & J. Pila – The number of integral points on arcs and ovals, Duke
Mathematical Journal 59 (1989), no. 2, p. 337–357.

[3] J.-B. Bost – Périodes et isogénies des variétés abéliennes sur les corps de nombres
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no. 198-200, p. 209–230 (1992), Journées Arithmétiques, 1989 (Luminy, 1989).

[36] J. V. Nesterenko – Estimate of the orders of the zeroes of functions of a certain class,
and their application in the theory of transcendental numbers, Izvestiya Akademii Nauk
SSSR. Seriya Matematicheskaya 41 (1977), no. 2, p. 253–284, 477.
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