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Specifications and conceptual architecture of a thermal infrared 
simulator of landscapes

Thierry Poglio*a,b, Eric Savaria*a, Lucien Wald**b

aAlcatel Space, System Architecture Division; bGroupe “T�l�d�tection & Mod�lisation”, Ecole des 
Mines de Paris

ABSTRACT

This paper deals with the simulation of very high spatial resolution images in the thermal infrared range, from 3 to 14 
�m. It focuses on the conceptual architecture of a simulator of 3-D landscapes; its specifications are described and 
discussed. A new methodology is proposed for the simulation to best reproduce the properties of the infrared imagery. 
Particularly, this methodology enables a very accurate simulation of the signal coming from each object constituting the 
landscape. The interactions between the radiations and objects and between objects themselves are considered. Their 
changes in time, and the recent past of the temperature and the humidity for each object, are taken into account. To 
reproduce these physical phenomena, the computation is performed on elements, which are defined as homogeneous 
entities with respect to the physical processes. This concept of element leads to a new methodology in design and 
realization of simulators. It permits to reproduce efficiently the behavior of the landscape in this spectral range at very 
high spatial resolution.

Keywords: Infrared, simulator design, 3-D scene, very high spatial resolution, object interactions.

1. INTRODUCTION

There is a large demand of very high spatial resolution imagery in the infrared range from 3 to 14 �m. Various fields, 
like meteorology, farming or military information are concerned. Yet, such imagery with a spatial resolution of a meter 
or so is not available: new spaceborne systems have to be designed. Critical points are the assessment of the capacity of 
such systems and users training to such images. The simulation is a crucial tool in this respect and helps in reproducing 
the characteristics of the acquisition system. It produces an image such as it would have been observed by the 
acquisition system. One of the major points in the simulation is the accurate knowledge of the input parameters, and 
particularly the accurate knowledge of the scene the system has to observe. A simulator of landscapes enables this 
necessary knowledge.

Changing meteorological conditions, different places, different landscapes, different times and different spectral bands 
should be simulated. A landscape synthesis method was selected in order to meet better these requirements. In thermal 
infrared, the flux coming from an object is partly emitted by the object because of its own temperature, and partly due to 
the reflection of incident rays on the surface of this object. Depending on the surface material and the spectral band, 
emission or reflection process dominates the signal. For each object in the scene, the landscape simulator predicts the 
heat exchanges between objects, the temporal evolution of heat balance, the surface temperature, the spectral emission 
and the spectral reflection of all incident fluxes. Such simulator takes into account 3-D landscape description, 
environmental conditions, thermal and optical characteristics of the objects, and the spectral band of the sensor.

Jaloustre-Audouin (1998) and Jaloustre-Audouin et al. (1997) have developed a simulator of any type of landscape in 2-
D in the infrared band. Image simulators taking into account a 3-D representation of the landscape as input exist, but 
they are for visible range or dedicated to specific applications. For example, Thirion (1991) has developed a simulator 
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of high spatial resolution image in the visible range. Johnson et al. (1998) have developed a simulator in the infrared 
range to simulate the behavior of vehicles. Guillevic (1999) was interested in radiative budget modeling for vegetation 
canopy studies. Barillot (2001) has developed MISTRAL, which can simulate an image taking into account a 3-D 
description of the landscape. This simulator of landscape deals with scenes of small size. A simulator of landscape 
adapted to large scenes for remote sensing applications does not exist and has to be developed. It should take into 
account a 3-D description of the scene with high spatial resolution description, and consider scenes with a size of a few 
kilometers.

Physical processes playing a part in the signal coming from the scene are described in the following section. Next, the 
synthesis method applied to the simulation of landscape with a 3-D representation in the infrared range is discussed. 
The new methodology proposed for the simulation of very high-resolution 3-D scene, and the consequences on the 
landscape modeling are explained in section 4. Section 5 details the architecture of the simulator using this modeling; 
each subpart of the simulator is presented, and its operating is explained.

2. PHYSICAL PROCESSES

In thermal infrared, the flux coming from an object in a given spectral range is both due to its own temperature and to 
spectral reflection of incident fluxes in this spectral range. Depending on the spectral band and the surface material, the 
emission or reflection process dominates the signal. So, both processes have to be computed carefully. Nevertheless, 
considering only order of importance, reflection process dominates the signal in band II during the day whereas 
emission process dominates in band III whatever the considered moment in the day is.

2.1. The emitted flux

The emitted flux or irradiance (in W.m-2) received by a sensor with a spectral response g() in a given spectral range, 
from 1 to 2 is expressed as
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where Lbb is the isotropic flux emitted by a blackbody. Ts is the surface temperature of the considered material, and 
(v,v) the angle of the viewing direction. h,c and k are respectively the Planck constant, the light velocity and the 
Boltzmann constant. The quantity s is the spectral emissivity of the object. The knowledge of the spectral emissivity 
and of the surface temperature of the material enables the knowledge of emitted flux.

2.2. The reflected flux

All incident fluxes coming from other objects in the scene have to be considered as potential sources, especially in the 
infrared range where each object emits a flux due to is own temperature. An object i reflects a part of the received 
radiations Hi of various origin:
 solar radiation,
 atmospheric emission,
 reflected and emitted radiations from the surrounding objects.

The flux Lr
i reflected by the object i is given by
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where fr(,,,v,v) is the bidirectional reflectance distribution function (BRDF, symbol fr). It is defined as the 
differential element of reflected radiance in a specified direction per unit differential element of radiant incidence, also 
in a specified direction (Nicodemus et al., 1977), and is expressed in sr-1. (v,v) are angles of the viewing direction, and 
(,) those of the incident radiation. The contribution of the surrounding, expressed by Hi, can be written as a sum of 
incident fluxes, each flux coming from a neighbor of the object i. Neighbors include the atmosphere and the Sun, which 
can be considered as neighbors for all objects. Using this formulation, the global contribution of the surrounding is 
expressed as
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In this equation,  is the function expressing the atmospheric transmission, depending on the distance between the 
considered objects and on the objects viewing angles. The transmission is also depending on the spectral band. The Bj

function represents the global flux coming from the object j, seen with the direction (ij,ij) from the object i. Ai and Aj
are the surfaces of the objects i and j.

Figure 1: illustration of the different angles playing a part and notations used for the multiple reflections. The np vector is the 
orthogonal vector for the object p; for the sake of simplicity, only the zenithal angles  are drawn.

The different angles used in the equation 4 are illustrated by the figure 1. The Vij term expresses the visibility between 
two objects: it is equal to 1 if objects are totally visible, 0 if they are without visibility, and between 0 and 1 if they are 
partially visible. N denotes the number of neighbors for the considered object i.

In the equation 4, the Bj fluxes are unknowns as well as Li
r. The computation of the fluxes Li

r for all objects requires 
solving a non-linear system of equations, the number of equations being equal to the number of unknowns Li

r. Several 
methods exist to solve numerically such a problem, each of them making various assumptions to facilitate the resolution 
of the system (Foley, 1996). For example, the radiosity method assumes ideal diffuse reflectors and ideal diffuse 
emitters (Watt, 2000; Sillion and Puech, 1994). In this method, the incoming radiances are the only directional data, and 
spectral data cannot be taken into account.

Whatever the methodology used and the assumptions made to solve equation 4, this equation demonstrates that the 
computation of the reflected flux received by an object requests the knowledge of the distribution and the orientation of 
the objects in the surrounding and their interactions.

3. THE SYNTHESIS

In the infrared range, the spectral flux coming from an object depends upon the meteorological conditions existing in 
the scene: spectral range, surface temperature, air temperature, humidity of the object, humidity of the atmosphere… 
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and the optical properties of the object itself. A process for synthesis of scene was selected. It is more appropriate to the 
predictions of the spectral flux coming for an object in any case, compared to approaches dealing with images acquired 
over real scenes in specific conditions. Changing meteorological conditions, different places, different landscapes, 
different times and different spectral bands should be simulated. The figure (1) illustrates the mechanism of the image 
synthesis in the infrared range.

Figure 2: illustration of the synthesis process in the infrared range; the user inputs and the simulator outputs.

To perform a simulation, the user must give inputs to the simulator. These inputs can be divided into four parts:
 the 3-D landscape geometrical description. The landscape is expressed as a set of located and oriented objects, 

having their own surrounding. Each object is built with several facets, each of them made with the same material,
 the set of the conditions of the simulation for the present time and past hours: day, time, place, precipitation, sky 

cloudiness…,
 a database of thermal and optical characteristics of all primary materials existing in the landscape (albedo, spectral 

reflectance (ASTER, 2000), specific heat, thermal conductivity, roughness, leaf area index for vegetation,…),
 the spectral response of the sensor; this is a necessary input to compute emitted and reflected flux for the objects 

which constitute the landscape. The knowledge of the point-spread function (or the modulation transfer function) 
is required to simulate accurately the final image, as it would be seen by the sensor.

With all these requirements, the simulator will successively define its working environment, then compute global flux 
balance and surface temperature with an iterative method; at the moment of the simulation, it will predict the emitted 
flux and compute spectral reflectance of the landscape. Finally, depending on the viewing parameters given by the 
users, it will generate an image for any viewing conditions.

The final outputs of the simulator are images, generated for any viewing conditions, and for specified sensor point 
spread function. In addition, the simulator is a tool for the training of users. Several extra outputs exist corresponding to 
the different steps to better understand the synthesis process. These outputs will be discussed in the section 5 where the 
description of the simulator and the synthesis process are detailed.

4. A NEW METHODOLOGY FOR THE SIMULATION

An original design has been selected for the simulator to best reproduce the impacts of the most relevant physical 
phenomena on the synthesized scene.
The computation of the emitted flux at a given time t requests the knowledge of the surface temperature at this instant 
(equation 1). Due to thermal inertia, the knowledge of this temperature at t requests the temperature at the previous 
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moment (t-dt). Given an initial state, the temperature is computed using an iterative method; details are given in the next 
section. The interactions between physical parameters, and their variations in time are modeled. Methods exist 
(Johnson, 1995; Jaloustre-Audouin et al., 1997) to compute these interactions and change in time. These interactions 
differentiate the simulation in the infrared range from that in the visible range. The synthesis methods used for the 
simulation of landscapes for short wavelengths do not need to reproduce the recent past of the landscape as it is 
observed in real infrared images.

To reproduce this recent past a new concept was defined. This concept is based on intrinsic characteristics of the 
landscape during the synthesis. These characteristics permit to model the landscape by the means of homogeneous 
entities with respect to the physical phenomena occurring during the synthesis. To perform a simulation for short 
wavelengths, the landscape representation is usually a set of objects; each object is described by a set of facets on which 
the calculus of reflected flux is performed. This set of facets is a function of the 3-D description of the landscape; not 
only the object descriptions are important, but also their positioning in the landscape. In thermal infrared, during the 
synthesis process, surface temperature of each entity is evaluated at each iteration. This temperature depends not only 
on the temperature of the entity at the previous moment, but also on the boundary conditions existing on the entity. The 
prediction of a unique surface temperature for a given entity is only relevant if the same boundary conditions apply to 
each point of the entity. The entity should exhibit homogeneous properties with respect to the occurring physical 
phenomena at instant t. Among these phenomena, some are independent on the surface temperature (solar radiations, or 
deep temperature for example) whereas others depend unambiguously on this temperature (convective fluxes, radiative 
losses…). Surface temperature independent physical processes help to define homogeneous entities. Homogeneity 
means homogeneity at surface and in depth.

For example, the amount of solar radiation received at instant t is equal across the surface of the entity. The same stands 
for the surface temperature and the in-depth temperature.

The most physically relevant phenomena are shadowing effects and wind disturbances around buildings (Poglio et al., 
2001). Theoretically, wind flow, air temperature and surface temperature are related. In this study, for the sake of the 
simplicity wind flow is assumed to be independent on the temperature gradient existing between the ground and the 
atmosphere. This impedes the simulation of the advection of heat. These physical processes are intrinsic characteristics 
of the considered entity. Using these intrinsic characteristics on the one hand, and the facet characteristics (location, 
orientation, constitution) on the other hand, this homogeneous entity is be defined. This entity is called hereafter the 
element, on which all calculus are performed.

Figure 3: illustration of the landscape element representation; inheritance from object to facets, next from facets to elements. In each 
subdivision step, properties and characteristics of the entity are added to finally perform an element-based representation of the 

landscape.
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To better understand the element concept, one may consider a facet; this facet is partly shadowed at the instant t. These 
portions of the facet are a first set of elements, which will be subsequently subdivided by taking into account other 
phenomena and other instants.

The landscape can be expressed in elements. The figure 3 shows the different steps used to construct the elements from 
the objects. The element-based representation is performed by the simulator (S0) and is detailed in the following 
section.

5. ARCHITECTURE OF THE SIMULATOR

The simulator is divided into four primary simulators, each of them dealing with a particular sub-part of the simulation 
(figure 4). These four primary simulators, called (S0) to (S3), operate successively: the simulator (S0) defines and 
creates elements applying requirements explained above; (S1) computes the surface temperature; (S2) predicts the 
emitted and reflected fluxes for each element; (S3) generates an image with the appropriate point spread function in the 
specified spectral band.

Figure 4: illustration of the global architecture of the simulator

The necessary inputs of the primary simulator (S0) are:
 the ancillary data: the place and the time of the simulation, latitude, longitude, day and month in the year, and local 

time of the simulation. The meteorological parameters and their evolution during the synthesis have to be given: 
initial humidity in the ground, precipitation, air relative humidity and the minimal and maximal air temperatures.

 the scene description. The user must give an object-oriented scene description of the landscape. Location of 
buildings, houses, trees, roads, forests…must be given.

 material description. Each object in the landscape is built with different materials; using primary material database 
(plastic, concrete, cooper, sand, trees,…), the user can create as much material as he wants. For example, a facade 
may be created with a white paint without depth, 20 cm breeze-block, 5 cm polystyrene insulation, and 5 cm inner 
wall.

 surrounding definition rules. These rules are used for the determination of the neighbors (the conductive and the 
radiative neighbors) of an object.

Concerning the second and third point, the user can give to the simulator a facet-oriented representation of the 
landscape, each facet being labeled with the constituting material.

The originality of such a tool is the preprocessing simulator, (S0), defining homogeneous entities, with respect to 
geometry, constitution, and physical processes. The structure of the simulator (S0) is detailed in figure 5.

The simulator (S0) operates with the following scheme. Temporal evolution of solar irradiance is computed with the 
knowledge of the place, the meteorology, and the instant of the simulation. The shadow maps are made, and with the 
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facet description of the scene, the element-based representation is obtained. With the facet scene description and the 
neighborhood determination rules, neighbors can be found with respect to respectively conduction process (conductive 
neighbors) and radiative process (radiative neighbors). The simulator does not look for convective neighbors: for wind 
flow computation through the scene, the global description of the scene is taken into account. The simulator is object-
oriented: the neighbors of a given facet of a given object are found among other facets constituting the same object, or 
among facets constituting the objects belonging the surrounding of the considered object. The same procedure is applied 
between the facet-oriented description of the scene and the element-oriented one. After these procedures, each element 
has its own surrounding, described as a list of elements. The last procedure performed by the simulator is the form 
factor computation (Schröder, 1993). Finally, the five outputs of the preprocessing simulator are:
 an element-based representation, which will be used for all the following physical calculus (temperature, emitted 

and reflected fluxes),
 a radiative element surrounding description,
 a conductive element surrounding description,
 the knowledge of the wind velocity at the surface of each element,
 the form factor matrix, which will be used to compute radiative exchanges between elements.
All these outputs of the simulator (S0) are inputs for the simulator (S1), in addition to any of the first primary simulator 
(S0).

Figure 5: the detailed architecture of the (S0) primary simulator. In full lines, the required architecture to obtained elements; in dotted 
lines, the shadowing facet clustering, giving the opportunity to accelerate and to optimize the element creation.
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The second primary simulator (S1) predicts the surface temperature for each element defined by (S0). The simulator 
operates with iterations, from the initial time to the simulation time. The initial time is usually definite by the sunrise the 
previous day of the simulation time. At this initial time, the temperature of each element is supposed to be equal to the 
air temperature. Each element is preprocessed for the heat equation solving; each layer of the element made with a 
given material is divided into several strata to obey the convergence conditions. The heat equation can be solved by 
using e.g. the finite difference method or the Deardorff method (Deardorff, 1978). With help of models, the simulator 
predicts, for each time step:
 the heat exchanges,
 the relative humidity,
 the temperature on all the depth for each element.
Heat exchanges occur due to radiations, convection and conduction. Radiations can be computed with the modeling of 
the solar flux (Rigollier et al., 2000), the atmospheric emission (Olseth et al., 1994), and the surrounding of the 
elements. Convective fluxes require the knowledge of the temperature gradient between the ground and the air, the wind 
velocity (S0 output), the roughness of the material for sensible heat flux assessment (Louis, 1979). In addition, latent 
heat flux prediction requires the knowledge of the ground moisture (Noilhan and Planton, 1989). The heat conduction 
between elements is computed with the knowledge of intrinsic characteristics of the elements, like specific heat cc and 
thermal conductivity ct, and with the knowledge of the positioning of the elements themselves (S0 output). The heat 
equation balance, expressed as

     fluxconvectivefluxradiativefluxconductive  (5)

permits to obtain one of the two boundary conditions required for heat equation and humidity equation solving. The 
second boundary condition is the knowledge of the deep temperature of each element, which is also an intrinsic 
parameter of the element representation. Heat equation (equation 6) and humidity equation can be solved for each time 
step, until the simulation time is reached.
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The output of the second primary simulator (S1) is the surface temperature for each element constituting the landscape.

Then, the third primary simulator (S2) simulates spectral emitted and reflected flux. Emitted flux is predicted with the 
help of equation 1 and the (S1) output; ancillary data, like the viewing direction of the scene is required here, especially 
if the own emission of the considered element can not be considered as a lambertian emission. Reflected flux 
computation requires the knowledge of all incident spectral fluxes. Particularly, the Sun spectral radiation and the 
atmospheric spectral radiation have to be modeled; this can be performed by the code MODTRAN (Kneizys et al., 
1988). As equation 4 is not easy to solve, a first assumption is done, considering that the spectral flux coming from an 
element can be approximated by its own emission and the reflections of solar and atmospheric radiations. This 
assumption is justified for the part of the second order reflected fluxes that is small compared to the total spectral 
reflected flux (Poglio et al., 2001). This approximation can not be done if material is very reflective, like aluminum. 
Without any specific user’s requirements, the simulator operates in this manner. Second, third and subsequent reflection 
orders can be considered at user will. The output of the simulator (S2) is the 3-D scene for which the emittance of each 
element is known depending on the viewing direction.

The fourth primary simulator generates an image for a given viewing angle. Depending on the user preference, this 
primary simulator generates an image as it would be seen by the sensor or an image which is only a visualization of the 
3-D scene. The first option requires another simulator to model the acquisition system. This can be done using the AS3-I 
simulator of Alcatel Space Industries. The second option offers a visualization of the 3-D scene. It permits to see the 
scene without any alteration due to the acquisition system.

The set of these four primary simulators constitutes a simulator of image in the infrared range. The user of such a 
simulator can be interested on not only the final image, but also on other additional outputs. The element-based 
representation of the scene and the wind flow over the 3-D scene (S0 outputs), the surface temperature of each element 
in the scene (S1 output) and the emitted flux or the reflected flux (S2 outputs) for example, are additional outputs. The 
simulator offers these options and several ancillary outputs are proposed, depending on user’s requirements. These 



outputs can be used for the training of future users, and help the user to relate each of the numerous initial conditions to 
a change in the final image.

6. CONCLUSION

The physical process underlying the emitted flux in thermal infrared is very complex. The recent history of the 
landscape is present in the simulated image. The accuracy of the models of the physical processes and their interactions 
should be high in order to obtain a good quality. Consequently, a new methodology has been devised to design a 
simulator of landscape described by a 3-D representation. The concept of element was defined; it permits to describe 
with an accurate manner the objects of the landscape with respect to the physical processes and their variations in time 
and interactions. The architecture of the simulator was adapted to this concept of element and to the specificity of the 
simulation in the thermal infrared range. The simulator is made of four primary simulators, each of them having a well-
defined role with respect to the description of the landscape on the physical processes. Preliminary experiments have 
shown the relevance of such a new methodology. Unavoidably it requests considerable efforts in landscape modeling, 
software development and computational resources, compared to simulation in the visible range.
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