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1 INTRODUCTION 

There is a large demand of very high spatial resolu-
tion imagery in the infrared range in many and vari-
ous fields, like meteorology, farming or military in-
formation. Such imagery with a spatial resolution of 
a meter or so is not yet available but new spaceborne 
systems are under development. Critical points are 
the assessment of the capacity of such systems and 
users training to the use of such imagery. The simu-
lation is a crucial tool in this respect. It helps to re-
produce the characteristics of the observing system. 
The output is a simulated image such as it would be 
delivered by the system. An essential point of the 
simulation of the observing system is an accurate 
knowledge of the input parameters, which are pro-
vided by a simulator of landscapes.

Variable meteorological conditions, different 
places, different landscapes, different times and dif-
ferent spectral bands should be simulated. A land-
scape synthesis method has been selected in order to 
meet better these requirements. In thermal infrared, 
the flux coming from an object is partly emitted by 
the object because of its own temperature, and partly 
due to the reflection of incident rays on the surface 
of this object. Depending on the surface material and 
the spectral band, emission or reflection process 
dominates the signal. For each object in the scene, 
the landscape simulator predicts the heat exchanges 
between objects, the temporal evolution of heat bal-
ance, the spectral emission and the spectral reflec-
tion of all incident fluxes.

For remotely sensed images, the influence of the 
relief depends on the ratio between the characteristic 
height of objects and the sampling rate of the image. 

Given the very high spatial resolution of the simu-
lated landscape, we shall study impacts of this 3-D 
description on the synthesised image.

Jaloustre-Audouin (1998) and Jaloustre-Audouin 
et al. (1997) have developed a simulator of any type 
of landscape in 2-D. It models very efficiently the 
physical behavior of the objects taken separately. 
Image simulators with 3-D landscape representations 
as input exist, but only for specific application like 
thermal behavior of vehicles (Johnson et al., 1998) 
or radiative budget modeling for vegetated areas 
(Guillevic, 1999).

Physical processes playing a part in the signal 
coming from the scene are described in the first sec-
tion. The following section presents the relevance of 
physical phenomena in a 3-D representation. Then, a 
quantification of these phenomena is proposed with 
help of examples, making comparisons between 
simulations obtained with 2 and 3-D representations. 
A classification of impact is proposed for the main 
relevant phenomena. Some other phenomena may 
have a noticeable impact but depend too much on 
the spectral range, the meteorological or geographi-
cal conditions to enter this general classification. 
Their impacts are discussed in regard with the condi-
tion of the simulation, especially with the spectral 
range. It is conclude that the image sampling rate is 
linked to the necessity of an adapted landscape rep-
resentation for the very high spatial resolution image 
simulation in the infrared range.
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2 THE PHYSICAL PROCESS

In thermal infrared, the flux coming from an object 
in a given spectral range is both due to its own tem-
perature and to spectral reflection of incident fluxes 
in this range. Depending on the spectral band and 
the surface material, the emission or reflection proc-
ess dominates the signal. So, both processes have to 
be computed carefully.

2.1 Emitted flux
The emitted flux or irradiance (in W.m-2) in a given 
spectral range, from 1 to 2 is given by:
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where Lbb is the flux emitted by a blackbody; Ts the 
surface temperature; and (,) the angles of the 
viewing direction. h,c and k are respectively the 
Planck constant; the light velocity and the Boltz-
mann constant. The quantity s is the spectral emis-
sivity of the object.

Under the thermodynamical conditions usually 
encountered in landscapes, the heat equation may be 
written as:
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where  is the thermal diffusivity, i.e. the ratio be-
tween the thermal conductivity and the product of 
the material density by the specific heat. This equa-
tion may be solved using e.g., the finite difference 
method, knowing:
 the temperature at the previous moment,
 the deep temperature of the object,
 the flux balance at the surface of the object.

The two temperatures result from inertia phenom-
ena, whereas flux balance is an instantaneous phe-
nomenon. Large temperature variations are due to 
large changes in flux balance. The flux balance at 
the surface of an object is given by the difference 
between radiative and convective fluxes. This differ-
ence corresponds to the conductive flux within the 
depth of the object, which gives rise to variations in 
surface temperature.

Table 1 presents typically values of these differ-
ent fluxes. Radiative fluxes are very dependent on 
hourly conditions; solar irradiance can go from 0 at 
night from 1000 W.m-2 at midday. Sudden change in 
solar irradiance very much impacts flux balance 
value, whereas longwave irradiance does not. Radia-

tive losses depend on the 4th power of surface tem-
perature; there are very large for high surface tem-
perature (50 °C) and smaller for weak temperature 
(0 °C). Convective fluxes mainly depend on gradient 
temperature between air and ground, and wind ve-
locity. In addition, heat latent flux is very dependent 
on the ground moisture and the difference between 
relative humidity of the atmosphere and the ground.

Table 1: typical possible values for different fluxes (W.m-2) at 
45 °N.
Radiative fluxes: Day Night

Solar flux (for normal 
radiance direction): 900 -

- diffuse component 140 -
- direct component 760 -

Longwave flux 410 210
Radiative losses 700 280

Convective fluxes:
Sensible heat 600 -50
Latent flux 800 -100

2.2 Reflected flux
All incident fluxes coming from other objects in the 
scene have to be considered as potential sources. An 
object i reflects a part of the received radiations Hi
of various origins:
 solar radiation,
 atmospheric emission,
 reflected and emitted radiations from the sur-

rounding objects.
The flux RRi reflected by the object i is given by:

    2
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For computational reasons, Hi is written as a sum of 
contributions ordered by the number of consecutive 
reflections. Assuming Lambertian reflection and iso-
tropic emission:
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where Bi represents the different sources for the ob-
ject i: solar radiation, atmospheric emission, and 
emission of the surrounding objects; i is the frac-
tion of flux scattered or reflected; Vi is the environ-
ment of the object i; Fij and ij are respectively the 
form factor and the transmission coefficient between 
the objects i and j.

It follows that the computation of the reflected 
flux received by an object requests the knowledge of 
the distribution and the orientation of the objects in 
the surrounding and their interactions.



3 2-D LANDSCAPE REPRESENTATION 
VERSUS 3-D

A 2-D representation of a very high spatial resolu-
tion scene disregards:
 solar shades; due to buildings, houses, trees…,
 wind disturbance around buildings,
 influence between objects: multiple reflections, 

heat conduction, obstructions of the horizon…,
 all the 2-D effects (especially humidity assess-

ment) affected by those described as previous 
points.

Solar shade effect is certainly the natural effect 
giving the most important differences between a 2-D 
and a 3-D representation. In a 2-D representation, 
each object receives from the Sun the same solar 
global flux. The global flux is the sum of the direct 
and the diffuse components. The direct component 
expresses the flux coming directly from the Sun at-
tenuated by the atmospheric path. The diffuse com-
ponent corresponds to the part of radiation reflected, 
diffracted or diffused by molecules constituting the 
atmosphere and aerosols. The ratio of these two 
components is varying all the day long, mainly with 
the Sun elevation angle. This is illustrated in Figure 
1, which displays the global irradiance and its com-
ponents received on a horizontal plane without hori-
zon obstruction. The simulation is made using the 
ESRA model (Rigollier et al., 2000).

Because the solar radiation is not isotropic, orien-
tation between object and the Sun is also playing a 
role in the difference of solar fluxes balance between 
objects; 2-D representation cannot reproduce this re-
ality. In addition, the diffuse radiation received by 
an object depends on the fraction of the sky dome, 
which is viewed from this object.

A shaded object will only receive a par of the dif-
fuse component depending on the viewed fraction of 
the sky dome. Since its flux balance is generally 
negative in such a situation, its temperature will de-

crease, and its own emission too. Furthermore, be-
cause of the shadow, it will not reflect as much flux 
as if it was sunny. These two effects add to change 
considerably the global flux emitted by this object. 
Note that if this effect is very important it is never-
theless local, and does not affect more objects than 
the shaded ones.

In a 2-D description, the wind velocity is the 
same for each object. Reality is different, because 
each 3-D object disturbs the airflow. Solid objects, 
like houses or buildings, prevent wind from blowing 
with the same direction and velocity everywhere. 
This affects the entire scene; it is dependent on the 
distribution and the orientation of the objects in the 
scene. Since it is a convective effect, it only affects 
temperature of the object, and emitted flux as a con-
sequence.

In a 2-D description there is no radiative interac-
tion between objects. This is not true in 3-D. In the 
infrared range, each object acts both as a source and 
as a reflecting object. The assessment of the flux 
balance or the spectral emission coming from an ob-
ject is highly dependent of its environment. A radi-
osity method (Watt, 2000; Sillion et al., 1994) can 
be used to solve such a problem. In order to decrease 
the computational efforts, consideration of the 
physical processes help in reducing the environment 
Vi (eq. 5) of an object to a few objects in its nearest 
neighborhood. Among these processing is the de-
crease of the influence of an object onto another one 
as their distance increase. The low reflectance value 
also contributes to this decrease; for most objects it 
ranges from 0,05 to 0,3 (ASTER, 2000).

When two objects in different thermodynamical 
states are in contact, heat exchange occurs until 
equilibrium establishes. Heat exchange occurs from 
the warmest object to the coldest. A temperature 
gradient exists through the boundary, related to a 
gradient in emitted radiance. Heat conduction tends 
to reduce these gradients. In most cases, due to dif-
ferent boundary condition on each object, thermal 
equilibrium is not reached.

In a 3-D representation, two cases are observed 
where heat conduction plays a noticeable role:
 a temperature gradient exists between two mate-

rials. Such a gradient may arise from shading ef-
fects,

 the scene geometry permits local heat accumula-
tion or local heat loss.

Considering a building with a north-oriented facade 
and a sun-drenched roof, heat conduction will proc-
ess from the roof to the ground trough the facade, 
due to temperature gradient. Considering a house 
with a south-oriented corner, i.e. a south-east ori-
ented facade and a south-west oriented one, it will 
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produce a heat accumulation in the corner all the day 
long and its temperature will locally increase.

Although differences of several degrees in tem-
perature exist between situations simulated taking 
into account heat conduction or not, it only affects a 
small area. Expressed in terms of distance, even if 
flux balance is very different on both objects, an im-
portant temperature difference only exists on a few 
tens of centimeters. Considering or not heat conduc-
tion as an important phenomenon for infrared land-
scape simulation highly depends on the sampling 
rate expected for the final image. Available images 
in the infrared range taken at very high spatial reso-
lution exhibit smooth temperature transitions. Hence 
simulation should reproduce such observations and 
heat conduction should be considered locally.

4 ILLUSTRATING THESE PHENOMENA WITH 
EXAMPLES

An example is given in order to illustrate our discus-
sion. It is a grass ground, without rain during the 
simulation, on the 21st of March, at 45 �N, with rela-
tive moisture of 0,5 % for ground and 0,6 % for air. 
The wind is blowing at 1 m.s-1, air temperature is 
oscillating between 7 and 18 �C. The albedo is 0,15 
and the average emissivity integrated on the total 
spectral range is 0,84.

In accordance with the previous works and analy-
ses made by Jaloustre-Audouin (1998), we used the 
following models. For the global radiative fluxes, 
models used were ESRA for solar radiation (Rigol-
lier et al., 1999), Swinbank for longwave radiation 
(In Jaloustre-Audouin, 1998), the blackbody func-
tion and average material emissivity for emission. A 
sensible heat model (Louis, 1979), and a latent heat 
model (Noilhan & Planton, 1989) were used for the 
prediction of convective fluxes. Spectral irradiance 
was assessed by the use of MODTRAN for solar ra-
diation (Kneizys et al., 1996) and the Berger’s 
model (1988) was used for atmospheric radiation as-
sessment.

Impacts of physical phenomena were studied in 
two spectral bands: band II from 3 to 5 �m, and 
band III from 8 to 12 �m. These two bands corre-
spond to atmospheric windows, where the signal is 
the less affected by the atmosphere transmission. 
The spectral reflectance is given by the ASTER da-
tabase (ASTER, 2000). Using the Kirchoff’s law we 
assumed the spectral complementarity between 
emissivity and reflectance:

    ,,1,,  (7)

Although thermal equilibrium never occurs in the 
simulations for remote sensing applications (Salis-
bury, 1994), Kirchoff’s law can be used to link spec-
tral reflectance and emissivity without making no-
ticeable errors (Korb, 1999).

In most cases, the physical effects combine in a 
complex manner and cannot be separated. For illus-
tration, we selected cases for which this separation is 
possible.

4.1 Solar shade effect
Two situations corresponding to a 3-D representa-
tion of the landscape were simulated. The first one is 
the grass ground shaded from 9 to 12 h local solar 
time (LST) and the second one the grass ground 
shaded from 13 to 16 h LST. These simulations are 
compared to the simulation for a 2-D representation 
without shades. According to the ESRA model, the 
average diffuse solar component is respectively 25 
% and 20 % of global irradiance for these two peri-
ods. These three simulations are shown in Figure 2 
for band II and Figure 3 for band III.

Figure 2: solar shade effects in band II. In full line, daily sur-
face temperature evolution considering a 2-D representation. In 
dotted lines, the temperature evolution in two cases: a shading 
effect between 9 and 12 h and a shading one between 13 and 
16 h LST.

Figure 3: as Figure 2 but for band III.

For both bands, even if the irradiance values dif-
fer, the 2-D landscape representation approximation 
overestimates the irradiance. It not only occurs dur-
ing the shaded time, but also in the following mo-
ments due to temperature inertia phenomenon. This 
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overestimation may be very important, especially if 
the shaded areas cover several pixels in the high 
resolution simulated image.

The following tables (Tables 2 and 3) present the 
average values obtained for 2-D and 3-D landscape 
representation.

Table 2: average temperature and irradiance values from 9 to 
12 h LST in 3-D and 2-D landscape representation cases.

Average 
tempera-

ture

Average ir-
radiance in 

band II

Average ir-
radiance in 

band III
Ground shaded (3-D 

representation) 12,6 °C 4,0 W.m-2 83 W.m-2

Ground without shade 
(2-D representation) 21,6 °C 7,2 W.m-2 97 W.m-2

Relative Increase - + 80 % + 17 %

Table 3: average temperature and irradiance values from 13 
to 16 h LST in 3-D and 2-D landscape representation cases.

Average 
tempera-

ture

Average ir-
radiance in 

band II

Average ir-
radiance in 

band III
Ground shaded (3-D 

representation) 19,6 °C 4,8 W.m-2 95 W.m-2

Ground without shade 
(2-D representation) 28,2 °C 8,3 W.m-2 108 W.m-2

Relative Increase - + 73 % +15 %

In band II, spectral reflection of incident solar 
flux constitutes the main part of the signal. Thus, as 
shade affects both temperature and spectral reflec-
tions, it is in this spectral range that approximating 
3-D by a 2-D representation causes the largest er-
rors. The error is always larger than 70 % in this 
spectral band. In band III, relative errors are smaller 
than in band II, but absolute values of differences 
are not. Anyway, these gaps are very important and 
shades must be taken into account in high spatial 
resolution image simulation in this spectral range.

4.2 Wind disturbance
Wind velocity and direction are affected by the pat-
tern of all objects building the scene. Wind velocity 
will decrease if the object is protected from wind-
blow whereas it will probably increase in a street be-
tween buildings. A simulation was done with the 
same conditions than previously described. The 
wind velocity is set to 1, 3 and 8 m.s-1. Irradiance 
values in band III are presented on Figure 4. The 
larger the wind velocity, the more the surface tem-
perature behavior comparable with air temperature. 
In case of inaccurate estimation of the wind velocity, 
Figure 4, shows that the largest errors in predicting 
irradiance are reached for the highest surface tem-
perature values. It can be explained by the fact that 
irradiance follow the blackbody law, and an increase 

of a degree at a high temperature (30 °C) has more 
impact on the irradiance than an increase of a degree 
for a small temperature (5 °C). The maximal differ-
ence between temperature and irradiance are ob-
served at 14 h LST. These differences are presented 
in the Table 4.

Figure 4: wind disturbance effects on irradiance values in band 
III.

Table 4: maximal temperature and irradiance values for dif-
ferent wind velocity.

Wind 
velocity
(m.s-1)

Maximal tem-
perature

(°C)

Maximal ir-
radiance in 

band II (W.m-2)

Maximal ir-
radiance in 

band III (W.m-

2)
1 29.1 9.0 110.1
3 24.6 8.2 102.6
8 19.8 7.5 95.1

Irradiance variations are not proportional to wind 
velocity. Particularly, irradiance is very sensible to 
wind velocity variations for small velocity. In band 
III, the difference is larger than 7 W.m-2 between a 
situation simulated with a wind velocity of 1 m.s-1

and 3 m.s-1. It can be explained by the impact of the 
wind velocity on other phenomena. Not only wind 
velocity variations change sensible heat flux, but 
also latent heat flux and ground moisture. Without 
any precipitation during the simulation, ground will 
dry quicker under a strong wind than it will do under 
a light one. An accurate prediction of wind velocity 
on each object, i.e. an accurate prediction of velocity 
and direction of wind in the scene is necessary.

4.3 Multiple reflections
The aim here is to assess influence of object on each 
other. In this simulation, the landscape (Figure 5) is 
composed of three buildings enclosing a place. 
Walls of each building (objects n°1, 2 and 3) are 
made of construction concrete, and insulating mate-
rial (polystyrene). The ground between buildings is 
in asphalt above earth. The simulation takes place on 
the 12th of October. Other simulation conditions are 
the same than in the previous example. Dimensions 
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indicated on the Figure 5 are such as: 
badc 325.1  . Emission and reflection of inci-

dent flux are presented in Table 5. The nth order re-
flection for an object is computed by considering the 
n-1th reflections of its environment, i.e. all other ob-
jects, the atmosphere and the Sun.

Figure 5: the scene considered in this example; the object 0 
(framed) is the ground in asphalt, the objects 1, 2 and 3 are 
buildings. The interest for the simulation is the West-oriented 
facade of the building 1.

For each object, emission and reflected fluxes are 
computed. The interest here is the increase of global 
flux coming from an object, due to the computation 
of multiple reflections.

Table 5: emitted and reflected fluxes computed at order 1, 2 
and 3 for the building 1. Contribution of current order com-
pared with the sum of the previous ones (in percentage).

Midnight Midday
Temperature 14,9 °C 21,6 °C
Spectral flux 
(W.m-2) Band II Band III Band II Band III

Emitted flux 3,34 93,09 4,32 104,52
Reflected flux; 
order 1

3,68
+ 9,2 %

96,43
+ 3,5 %

5,56
+ 22,3 %

109,25
+ 4,3 %

Reflected flux; 
order 2

3,69
+ 0,3 %

96,49
+ 0,1 %

5,62
+ 1,6 %

109,33
+ 0,1 %

Reflected flux; 
order 3

3,69
+ 0 %

96,49
+ 0 %

5,62
+ 0 %

109,34
+ 0 %

During the day, although it is illuminated by the 
Sun with nearly parallel incidence (due to azimuth 
angle at this date), reflected flux in band II repre-
sents 23 % of the global flux coming from the build-
ing n° 1. Compared to global flux, 77 % of the flux 
coming from the building is due to emission, 22 % is 
due to reflection computed at the first order, and 1 % 
is due to reflection computed at the second order. 
More generally, the first order for reflection is the 
most important whatever are time and spectral 
bands. Contribution of a given order in reflected flux 
decreases with the increase of the order of diffusion. 
In band III, computing reflected flux at the first or-
der of diffusion might be enough. This is due to the 
very small influence of solar incident irradiance in 
this spectral range. In band II, the second order

represents only about 1 % of the global flux. Never-
theless, it represents approximately 1/50th of irradi-
ance given in Table 2 or 3. It is a significant value 
with respect to the encoding properties of the envi-
sioned observing system.

Multiple reflections are nevertheless very de-
pendent on the spectral reflectance. In the example 
above, for the concrete construction, average reflec-
tances are about 11 % in band II and 6 % in band III. 
Other materials may have larger reflectance values. 
For such cases, multiple reflections become notice-
able; computing reflections at the first order of dif-
fusion during the night and the second order during 
the day is necessary.

Another effect due to multiple reflection will ap-
pear in the interpretation of the images. During the 
night, the asphalt ground and the building number 2 
are the warmest in the scene. There are also neigh-
bors to buildings 1 and 3. The contributions of ob-
jects 0 and 2 to the flux emitted by the object 1 and 3 
will reduce the differences between the buildings 2 
and 1 (or 2 and 3), which would have been observed 
without the multiple reflections. This renders the 
accurate assessment of the actual temperature of 
each building more difficult.

5 CLASSIFICATION OF THE IMPACT OF 
PHYSICAL PHENOMENA ON THE 
SIMULATION

The approximation made by using a 2-D instead of a 
3-D representation leads to errors that depend upon 
the considered physical phenomenon and its local 
relevance. For example, the wind effects will be 
found everywhere while the heat conduction will be 
noticeable for a few objects in a limited distance to 
their boundary. In another example, not only build-
ings can shade the ground, but they can also de-
crease the wind velocity. If these two effects add, 
simulations considering or not 3-D representation 
will differ drastically. On the contrary, combined in-
fluence of phenomena like multiple reflections, ob-
struction of the horizon or heat conduction can be 
null. Nevertheless, a classification of the impact of 
the physical phenomena can be performed by con-
sidering the average influence in a typical case of in-
terest, such as an urban area. This classification is 
given in Table 6.

Table 6: classification (order of importance) of the impacts of 
the main physical phenomena influencing the simulation.

Percentage
Solar shade effect 80 %
Wind disturbance around 3-D objects 20 %
Multiple reflections
Horizon obstructions
Heat Conduction

  2 %

The percentages are only indicative. As a whole, 
the shade affects are predominant, followed by the 
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wind disturbances. Temperature of a given material 
expresses recent past of flux balance at the surface 
of the object including shade effects. Not only these 
effects are important at a given time, but also in a 
near future because of inertia phenomenon. So, the 
careful computation of shades has to be done all 
along the simulation. Though it only affects tem-
perature and emitted flux, an accurate wind velocity 
modeling is also necessary, especially if the simula-
tion has to be done during the night, when solar flux 
contribution is null. Phenomena directly attached at 
the environment of an object are more difficult to 
classify, because far too dependant on the simulation 
conditions. Without any particular knowledge of the 
simulation conditions they have to be taken into ac-
count. But, two criteria can be applied. If image 
simulation have to be done for thermal wavelengths 
(about 10 �m), computation of multiple reflections 
is usually not necessary. If the final image sampling 
rate is about a few meters the simulation of heat 
conduction between objects will not carry out a lot 
additional information and is not necessary.

6 CONCLUSION

In image simulation, as the sampling rate increases, 
realistic representation of the landscape is only pos-
sible with a 3-D representation. In this respect, ob-
jects that build the landscape interact each other. Re-
alistic image simulation will have to reproduce 
faithfully these physical interactions between ob-
jects. In the infrared range, the main physical phe-
nomena affecting the signal emitted by the scene are 
shade effect, wind disturbance linked to landscape 
relief, and depending on the simulation conditions, 
multiple reflections or heat conduction. Conse-
quently, results presented here will be used as a 
starting point in the specification, the design and the 
development of a simulator of landscapes in the 
thermal infrared range with a very high spatial reso-
lution.
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