This article has been accepted for publication in afuture issue of this journal, but has not been fully edited. Content may change prior to final publication.

A Comparative Study of Predictive Current Control
Schemes for a Permanent Magnet Synchronous
Machine Drive

Florent Morel Member, IEEE, Xuefang Lin Shi, Jean-Marie Rétif, Bruno Allard Senior Member, IEEE,
Cyril Buttay Member, IEEE

Abstract— This paper presents a comparative study of three
Predictive Current Control (PCC) schemes for Permanent Mag-
net Synchronous Machines (PMSM) drives. The first control
scheme predicts the future evolution of the currents for each
possible configuration of the inverter legs. Then the switching
state which minimizes a given cost function is selected and applied
during the next sampling time. The second control scheme uses
a modulator to apply two configurations of the inverter legs
during a computation period. Among these configurations, one
leads to null voltages. The duration of the other configuration is
calculated in order to minimize the distance between the obtained
state vector and the desired one. The third control scheme uses a
model of the PMSM in order to predict the stator voltages which
allows to reach the desired currents after one modulation period.
An algebraic method is presented to compute the duty cycle of
each leg of the inverter in a direct manner. These control schemes
are detailed and tested using the same switching frequency on
the same test-bench (1.6kW PMSM drive). A simulation study is
performed in order to compare sensitivity to parameters of each
control schemes. Experiments confirm the simulation results.

Index Terms— Predictive Control, Current Control, Permanent
Magnet Synchronous Machine, Pulse Width Modulation, Robust-
ness

I. INTRODUCTION

Inverter-fed AC-machines are widely used in industrial
applications. In particular, to achieve fast torque responses and
high-performance operation, Permanent Magnet Synchronous
Machines (PMSM) are often used together with high perfor-
mance current controls. Many studies have been conducted
about the development of such algorithms. Among them,
methods called Predictive Current Control (PCC) show very
good performances compared to classical methods such as
Vector Control or Direct Torque Control (DTC). The main
objectives of the PCC are to control instantaneous stator
currents with high accuracy in a transient interval that is as
short as possible [1]. It can provide high dynamic performance
and low current harmonic to ensure the quality of the torque
and speed control [2].
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Predictive current controls can be separated into (at least)
three classes shortly introduced in the following sections.

A. Direct Predictive Control

The first class consists in predicting the future value of
the load currents for all the voltage vectors that the power
converter can generate. Then the configuration of the power
converter which minimizes a cost function is selected. So
one and only one configuration is selected for application
during the following sampling period. This approach is a direct
approach since the control variable is directly the inverter
switching states; it is then noted Direct Predictive Control
(DPC) in this paper. It is noted finite control set model
predictive control in [3].

In the field of power converters, control schemes included
in this class has been firstly introduced by Rodriguez et al.
in 2004 [4], [5]. Since, such control schemes have been
presented with various power converters (e.g. a three-phase
two-level inverter [6] or a three-phase neutral-point-clamped
inverter [7]) and with various machines (e.g. a doubly-fed
induction machine [8]). In [9] different DPC are reported not
only for the control of the current but also for the control of
the power and for the control of the flux and the torque of an
induction machine. The FPGA implementation of a DPC for
a PMSM fed by voltage source inverter is detailed in [10].

It is worth noting that this control scheme is quite different
from the Direct Torque Control (DTC) [11]. The sole common
feature is that both algorithms directly select one and only
one configuration of the inverter per computing occurrence.
Indeed, with the DTC, the applied configuration is selected
according to a table that is the result of a heuristic approach.
There is no prediction of the future possible load currents.
Furthermore, DTC makes use of hysteresis controllers, which
lead to a variable computation frequency and a variable
switching frequency. When the difference between measured
values and reference values becomes higher than a threshold,
DTC selects a configuration in order to reduce this error and
maintains this configuration up to the error overtakes again the
threshold. In this case, long computation steps result in torque
and flux exceeding the hysteresis bands. In the opposite, with
DPC, a configuration is selected in order to minimize errors
after the following computing period. With this approach the
controller acts before errors occur. It has been shown that DPC
offers better performances than DTC when implemented in the
same hardware [12].
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A variation of DPC has been presented in [13] for a passive
load and in [14] for an induction machine. It defines an active
configuration as a configuration that lead to non-null voltages.
The algorithm consists in choosing an active configuration of
the inverter with a heuristic approach similar to the DTC and
predicting future currents not for each possible configurations
but only for the chosen one and for null voltages. Then the
selected active configuration or a configuration that leads to
null voltages is applied.

B. Two-Configuration Predictive Control

Another approach consists in applying successively two
configurations of the power converter during a computation
step, one of these configurations leads to null voltages. In
the rest of this paper, we will call this technique the Two-
Configuration Predictive Control (2PC). There is a number
of variations of this approach, but the principle is as follows..
First, the future values of load currents are predicted assuming
that null voltages are applied during the whole next sampling
period (free response of the system). Second, an active con-
figuration of the inverter is selected. The values that the load
current would reach if this configuration were applied during
the whole following sampling period, are then computed.
Finally, a duration for this configuration is calculated. Null
voltages are applied for the rest of the sampling period.

Among the presented 2PC the main difference is the way
the active configuration is selected. It is often chosen with a
heuristic like with DTC : with a passive load in [13], with
an induction machine in [15], with a doubly-fed induction
machine in [16]. In [17] the future value of the load currents
for all the possible power converter configuration are predicted
(like with DPC), then the one that minimize the distance
between the predicted current vector and the reference current
vector is selected. In [18] a 2PC has been developed for
a synchronous reluctance machine. The scheme introduced
in [19] is revisited in the present paper.

C. PWM Predictive Control

The third class of predictive control schemes calculates
the voltages required to reach the desired currents after a
sampling period. A Pulse Width Modulation (PWM) is used
to translate these desired voltages into switching orders. It
has been presented e.g. in [20] for and induction machine,
in [21] for a reluctance machine and in [22] for a PMSM.
This approach, sometime called Dead Beat Control [23], is
noted PWM Predictive Control (PPC) in this paper. It has been
used in current control for inverters [24], as well as for PMSM
[25] where the duty cycles are calculated by using classical
Space Vector PWM (SVPWM). In this paper, we present an
algebraic method to determine the duty cycle values for each
leg of the inverter. A special care has been given to the real-
time implementation, by reducing the amount of calculations
needed compared to classical SVPWMs.

It should be noted that another approach has been presented
in [26]. In this class of PCC the system behavior is pre-
dicted over more than one sampling period. It can improve
performances at the expense of increased computation times

making this technique incompatible with a standard industrial
microcontroller board. This class of PCC is therefore out of
the scope of this paper.

No comparative study between these predictive controls has
ever been published in literature. In this paper a PMSM fed
by a three-phase two-level voltage-source inverter is used as a
common base in order to compare different predictive current
controls. It should be noted that the methods that are described
in this paper can be applied to other alternative-current ma-
chines (such as induction machines) and with various power
converters (such as matrix converters).

The parameter sensitivity of each approach is studied by
simulation. An experimental verification is performed on the
same test bench and equivalent switching frequencies. This
comparative study focuses on steady state and transient oper-
ations of the PMSM.

II. SYSTEM COMPONENT MODELS
A. PMSM Model

A PMSM consists in three windings (one per phase) on
the stator and some permanent magnets mounted on the rotor
surface (Surface Mounted PMSM) or buried inside the rotor
(Interior PMSM). A surface mounted PMSM is classically
modeled by a state-space equation (1) written in the (dq)
rotor reference frame [17]. In the case of the PMSM the rotor
reference frame is aligned with the permanent flux, provided
that the armature reaction is negligible.
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In this state-space model iq and 7, are the d and ¢ axis
stator currents, R and L are the stator phase resistance and
inductance respectively, w is the rotor electrical speed, vg and
v, are the stator voltages expressed in the dg reference frame
and ¢ is the flux established by the permanent magnets of the
rotor.

R, L and ¢ are considered as constants. If the sampling
period T is short enough to consider that the angular rotation
during T is negligible, the PMSM can be modeled in discrete-
time by the means of a Taylor series expansion. A first order
expansion leads to (2) where F', G and H are given in (3).
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The voltage vector [vg(k) wvg(k)]" can be expressed from
the inverter switching state vector or the duty cycles of the
switching state vector.
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Fig. 1. Simplified Representation of the Considered System

TABLE 1
SWITCHING STATE OF INVERTER LEGS AND CORRESPONDING
CONFIGURATION NUMBERS (i)
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B. Inverter model

For a two-level, three-phase voltage inverter as presented in
Fig. 1, there are two switching states per leg. So there is a
total of eight possible switching states which are summarised
in Tab. L.

Assuming a balanced load, it can be demonstrated that the
phase-to-neutral voltages are expressed as functions of the
half-bridge voltages (4).

Van (k) 1 2 -1 -1 Vao (k)
B | == [=1 2 =1 |up(k) (&)
ven®) | 3 |21 21 2| vk

1) Inverter model and switching states: If u, (x € {a,b,c})
is defined as an integer that represents the state of the leg x
(f u; = 0 then vy, = 0; if v, = 1 then v, = F) then phase-
to-neutral voltages can be expressed as functions of inverter
leg states (5).

van®]  p [2 -1 ~1] [ua(k)
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Stator voltages expressed in the o3 stator reference frame
are obtained using the transformation (6).

S AN

With this transformation, thanks to the term \/g, the scalar
product of current and voltage vectors directly leads to the
active power.

Applying (5) in (6) leads to express stator voltages in the
af reference frame as functions of inverter leg states. Finally
stator voltages in the (dg) rotor flux reference frame can be
expressed as functions of inverter leg states using a rotation

matrix (7).
1 a(k)
[vq(k) 3 Mk, VAR Zigkg %
=M(k)- D - u(k)
0(k in0(k .
In (7), M (k) = {—C(:né(li) 22; 0((k)) where 6 is the angular

rotor position, D is a constant matrix and the leg state vector
is u(k) = [ua(k) up(k) we(k)].

It can be noted that configurations 0 and 7, corresponding
to ug, = up = u. = 0 and u, = up = u. = 1 respectively
(Tab. I), both lead to null voltages. Indeed, they correspond
to the free response of the system. Therefore, there are 8
configurations that lead to 7 distinct stator voltage vectors.

2) Inverter model and duty cycles: px(k) is the duty cycle
of the leg A (A € {a,b,c}) at the k*" switching period T
Furthermore, Tg4(k) is defined as the mean value of vy ,(¢)
during this period. py and Tg4(k) can therefore be written as:

| DT

palk) = 7 /k ENCEY ®)
1 kDT

ﬁd’q(k) = T /kT ’Ud’q(t) dt ©)]

where u) is the switching function e%s defined before.
If p(k) = [pa(k) pu(k) pe(k)]" is the duty cycle vector,
(7) can be expressed as:

Vq

{ (m — M(k)- D - p(k) (10)

Uq(k)

where matrices M (k) and D is defined above.

ITI. CONTROL SCHEMES
A. Direct Predictive Control
If X (k) = [ia(k) iq(k)]t is the state vector, applying (7)
in (2) yields X;(k+1) the state vector that would be achieved

after a sampling period during which the i*” configuration
would have been used.

X, (k+1)=F(k)- X(k)+G-M(k)-D-u;,(k)+H(k) (11)

In this model, w,(k) (leg state vector corresponding to the
it" configuration, see Tab. I for a correspondence with the
switching state) is the control vector. Then 7 different state
vectors can be calculated.

At each computation cycle, the stator currents and angular
position are measured in order to compute the state vector X
and F', M and H. For each configuration ¢ ( = 1...7),
a prediction of X,(k + 1) is calculated using (11). For a
desired state X7, the algorithm selects the configuration
which minimizes a cost function. This cost function can be
the distance between X, (k + 1) and X7 (Fig. 2), and can
expressed by (12).

|Xselect(k + 1) - X#| = min |X1(k + 1) - X#| (12)
1<i<7
The selected configuration is applied for the following sam-

pling period. In order to reduce the number of switches chang-
ing state inside the inverter, when the free response minimises
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the cost function, configuration O is used if the previous
configuration is number 1, 3 or 5 otherwise configuration 7
is used.

The block diagram and the steps of DPC are presented in
Fig. 3 and Fig. 4 respectively.

More complicated cost functions can be considered where
a balance of objectives is introduced. Minimizing the distance
between X ;.. (k + 1) and X # is a way to guarantee the
best performances in terms of accuracy and velocity. The
power losses inside the system may not be minimized. The
electromagnetic compatibility issues are not addressed either.
It is possible to obtain a trade-off between these various ob-
jectives providing cost terms in the cost function with suitable
weighting factors. As the others PCCs presented here does
not offer to take into account latter trade-offs, the accuracy
and velocity objectives have been retained for the comparative
study.

B. Two-Configuration Predictive Control

2PC uses the same model as DPC (11) in order to predict
X,(k 4+ 1) the state vector if null voltages are used and
computes eX(k+ 1) = X# — X, (k + 1) the error between
the desired state vector and X (k + 1).

All possible voltage vectors are then computed in the af
stator reference frame with (5) and (6). The af reference
frame is chosen because voltage vectors are constant in this

‘ Measure 8(k), w(k), X(k) ‘

U

‘ Compute F(K), H(k), M(K) ‘

I

—

‘ Compute g=|[X*-X (k+1)]| ‘

I

[ ]

<7

I

‘ Ligtect / gxselen\,L=mln(g|) ‘

‘ Compute Xl(k+l)

‘ Apply configuration i

select

Fig. 4. Steps of Direct Predictive Control

Fig. 5. Error between the desired state vector and X (k + 1) and possible
voltage vectors in the a3 reference frame

frame, so they can be computed off-line. eX,(k + 1) is
expressed in the same reference frame (Fig. 5). The con-
figuration of the inverter that minimises the angle between
the corresponding voltage vector and X (k + 1) is selected.
Selecting a configuration in this reference frame is quite
simple: the frame can be divided in six parts so it is sufficient
to check which of these sectors eX,(k + 1) belongs to. For
the example of Fig. 5 the chosen configuration is number 4.

Then X,.;...(k + 1) is calculated using (11). This corre-
sponds to applying the selected configuration during the whole
next computing period 7'.

The selected configuration (corresponding to a forced re-
sponse) is actually applied during v7° (0 < ~ < 1). Null
voltages (corresponding to a free response) are applied during
(1—~)T. The resulting state vector evolution is a linear combi-
nation of X ,(k+1) (the free response) and X ;... (k+1) (the
selected forced response). This evolution is given by (13) and
it can be shown that the state vector thus obtained is located
on the segment plotted with a thin dashed line on Fig. 6.

(1 - ’Y)KO(]C + 1) + 7lselect(k‘ + 1) (13)

v can be computed in order to minimize the distance
between X # and the obtained state vector. As the obtained
state vector is located on the dashed line in Fig. 6, this is
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Fig. 7. Example of Switching Sequence inside a Modulation Period for the
Two-Configuration Predictive Control

equivalent to finding a circle that is centered on the extremity
of the reference state vector and tangent to the thin dashed
segment and (14) can be used to perform this computation. A
modulator is used to apply null voltages during (1 — )T and
the selected voltages during y7'. Such a modulation sequence
is pictured in Fig. 7. Then v (0 < v < 1) can be seen
as the duty ratio of the duration of the active configuration
application compared to the modulation period.

Block diagram and algorithm steps of 2PC are represented
in Fig. 8 and Fig. 9 respectively.

C. PWM Predictive Control

With PPC the stator voltages (which allow the current vector
to reach the reference currents after a modulation period) are
computed using the model (2). The required motor voltage are
obtained from (15) under the condition that G is invertible.

va(k)| _ ~-1. id#] B .{id(k)] _ >
] e ([# F- [#9) -mw) a9
Generally, a classical space vector Pulse-Width Modulation
(PWM) generator is used to translate these voltages into
switching signals that are applied to inverter switches [2]. It
is common to use trigonometrical functions to obtain these
switching signals [25]. This makes implementation difficult

Switch
States

Two- Yy % .5
Configurations 3=
- =
Predictive Selected %» 2
Control Configuration| &

w [4]
w

Bloc Diagram of Two-configurations Predictive Control

Fig. 8.
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4

‘ Select a configuration ‘

[

‘ Compute X

Sselect

[

‘ Compute y ‘

|
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Fig. 9. Steps of Two-configurations Predictive Control

in Field-Programmable Gate Array (FPGA) or Erasable Pro-
grammable Logic Devices (EPLDs) as they mainly work with
fixed-point arithmetic. Even floating-point devices such as
Digital Signal Processors (DSP) can have difficulties to cope
with the amount of calculations required.

Here, we detail an alternative method that uses (10) as a
model of the inverter in order to determine directly duty cycles
p(k) and ease the real-time implementation.

Applying (10) in (2) leads to the model (16).
X(k+1)=F(k)-X(k)+G-M(k)-D-p(k)+H(k) (16)

Since M and G are invertible, (17) can be used in order to
compute the duty cycle vector that allows to reach desired
currents after a modulation period.

D plk) = M (k)- G~ (XF — F(k) - X(k) — H(k))
(I7)
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Fig. 10.  Example of Switching Sequence inside a Modulation Period for
the PWM Predictive Control

Eq. (18) is deduced from (17) replacing D by its expression.

1 1 _1 pa(k)
b 4 ) it
2 2 Pe
:%. ;Mfl(k) G (X#—F(k) X(k)—ﬂ(k))
_ ﬂl(k)}
p2(k)

(18)

Eq. (18) gives one degree of freedom. Indeed, there is an
infinity of duty cycle vectors that allow to reach the desired
state vector after a modulation period. These duty cycle vectors
lead to the same mean value of stator voltages during a
modulation period. The aforementioned degree of freedom is
used to adapt duty cycles to a desired modulation pattern.
Many types of modulation patterns are reported [27]-[31]. If
a conventional sequence as Fig. 10 is used, then configurations
0 (ug = up = u. = 0) and 7 (ug = up = u. = 1)
corresponding to null voltages are applied for a same duration.

In the case of Fig. 10 this is obtained by choosing p. =
P . P
5 = min(pq, py, pe) and p, = 1 — — = max(pq, Py, pc)-

where p; is the duty cycle for the nuﬁ voltage application.
Furthermore, it can be seen that p, > p, > p. and it can be
noted that p, + p. = 1 and pp — p. = 1 — py. These remarks
are only true for the particular case of Fig. 10 a generalisation
is given below.

A study of all possible cases can be summarized as follows.

pb+pc:1<:>{or Po > Pa > pe

Pe > Pa > Pb
Pa > Pb > Pc
o+ pc=1& qor 19
pa TP { pe> Py > pa (19)
Pb > Pc > Pa
o+ pp =1 qor
r pe { Pa > Pe > Po
and p
. 7
mln(p(mpbapC) = ? (20)
max(pa, pp, pe) = 1 = 5 @1)

This yields to (22) and (23). These equations characterize the
chosen modulation pattern.

max(pa, Pb, Pe) + min(pq, py, pe) =1 (22)

max(pa; P, Pe) — MIN(pa, po, pc) =1 —p7  (23)

One of (22) or (23) can be added to (18) to determine duty
cycles p(k). Eq. (22) is used in this paper.

For the example given in Fig. 10, adding the equation
obtained by (22), i.e. py + p. = 1 to the two equations given
by (18) gives the system (24) that can be written in a matrix
form (25).

(18) = pa(k) — % pu(k) — % pe(k) = p1(k)
(18) = + ? pv(k) — ? pe(k) = p1(k)
(22) = pv(k)+ pe(k) =
(24)

L =5 =51 [ralk) p1(k)

0 % |- pk)| = |p2(k) (25)

0 1 1 pe(k) 1

M,

The matrix M, is invertible. Therefore, when p; and p, are
computed, it offers a way to compute the duty cycle vector.

For the three possibilities offered by (22) (p, + p»p = 1,
P+ pe =1 or p, + p. = 1), the resulting matrix is constant
and invertible. Its inverse can be calculated off-line as (26),
(27) and (28).

e |

e 1 Bl | B
1
0 b 1 0 =% 3
o -1 _177b 1 v 1]
2 2 2 6 2

0 ¥ _3 — -1 ¥ 1 27)
2 2 2 2 2
1 0 1 _1 V3 1
- - L 2 6 2
n -1 _177Y [1 _v38 1]
2 2 2 6 2

0 Y3 _3 =|-1 ¥ 1 (28)
2 2 2 6 2
1 1 0 _1 31
- - L 2 2 24

From this, a first method can be proposed to algebraically
determine duty cycles. When p; and po are calculated, three
duty cycle vectors can be obtained from (26), (27) and (28).
Among these vectors one and only one is consistent with the
hypothesis (19) [12]. For example, if a duty cycle vector is
computed with (26), it assumes that p, + p. = 1, it must
verify (19) ie. pp > pg > pe Of p. > pg > pp. This duty
cycle vector can then be selected for application during the
following modulation period.

A second method (used for real-time implementation) is
proposed in order to reduce the amount of calculations. It can
be shown that adding the same quantity to all duty cycles leads
to the same mean stator voltages (it just changes the balance
between durations of application of configurations 0 and 7). A
first set of duty cycles can be obtained using (26), (27) or (28).
Then the same quantity is added to p,, pp and p. in order to
obtain the desired modulation pattern property (for example,
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Fig. 11. State Space Representation of PWM Predictive Control

expressed by (20)). This leads to (29).
pr =1 —max(pa, py, pc) + min(pa, pp, pe)
Py = pa — min(pa, py, pe) + 2

2

. p7 (29)
Pp = Po — Min(pq, pp, pe) + 5
. P7
Pl = pe — min(pa, py, pe) + 5

Finally this new duty cycle vector ([p}, p} pl. ]t) is ap-
plied during the next modulation period.

These methods of duty cycle calculation are independent
of the voltage space vector sector. They use trigonometrical
functions for the calculation of the terms of M (in (17)). But
these terms are already computed in order to obtain currents
or voltages in the rotor flux reference frame (e.g. in (7)). So
the values of the duty cycle of each inverter legs are obtained
with no additional trigonometrical computations. This makes it
efficient for real time implementation. As they use modulation
pattern similar to the one used with conventional SVPWM,
they lead to the same performances in terms of Total Harmonic
Distortions (THD), maximum voltage. ..

Using a PWM, PPC applies two different active configura-
tions and null voltage configurations. The configuration suc-
cession leads to a state vector evolution that can be represented
in Fig. 11. The overall principle of PPC is illustrated in Fig. 12
and Fig. 13.

IV. CONDITIONS OF THE COMPARATIVE STUDY

The comparative study is conducted using a 1.6kW PMSM.
Its characteristics are given in Tab. II. The inverter DC bus
voltage is 540V and the dead-time of inverter switches is set
to 3us.

A. References

In the case of a PMSM, the electromagnetic torque is
proportional to the current ¢, and the minimization of the Joule
power losses leads to fix the current ¢4 to zero. Consequently,
reference values are z'd#=0 and iq# proportional to the desired

#
torque T (iff = T* ). Meaningful transient operations are
obtained by changing the sign of the desired torque value.

Switch
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PWM
Predictive
Control

Duty Cycle
Calculation
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iy i
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m

PWM Predictive Control Principle

Fig. 12.
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I

‘ Compute F(k), H(k), M(k) ‘

J

| Computep,®,0,1) |

I

‘ Compute p(k) ‘

I

‘ Apply duty cycles p(k) ‘

Fig. 13.  Flowchart of PWM Predictive Control

The comparative study is performed for the three control
schemes with references corresponding to the rated torque
(i?ﬁ = 5.75A and z'd# = 0A). It is worth noting that the
control schemes tested here are equivalent to torque control.
Indeed, there is no speed loop. Generally, torque controllers
are used inside a speed loop. In our case, Angular speed
(here ~2000rpm) is not controlled, it is just an outcome of
mechanical parameters of the test bench like inertia, frictions
or load torque. PCC performances are not affected if they are
used inside a speed loop.

B. Sampling Frequencies

DPC computations are scheduled by a timer interrupt with
a fixed period as small as possible (i.e. just larger than
the computation duration). With the computing unit used for
experimental study, the smallest period that can be achieved
is 26ps. The same value is then also chosen for the simulation
study.

TABLE 11
PARAMETERS OF THE PMSM

Rated Torque 5 Nm
Rated Speed 3000 rpm
Rated Voltage 540 V
R 206
L 9.15 mH
o) 290 mWb
Number of pole pairs (p) 3
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With DPC, between two computation cycles, the number of
leg state changes can be zero (if iseiect(k) = iseiect(k + 1)),
one (e.g. iselect(k) = 7 and igepect(k + 1) = 2), two (e.g.
Iselect(k) = 2 and dgeect(k + 1) = 4) or even three (e.g.
iselect (k) = 1 and iseject (k+1) = 4). Therefore, DPC leads to
an unpredictable, variable switching frequency. Experimental
results show that the mean switching frequency depends on
the operating point, e.g. the mean number of leg state changes
between two computing periods is 0.84 at 200rpm / 0.9Nm,
1.06 at 200rpm / SNm or 1.25 at 2000rpm / SNm.

With 2PC, there are 4 commutations per sampling period
if the selected configuration number is 2, 4 or 6 (see Fig. 7
for an example). For the other configuration numbers, there
are 2 leg state changes per sampling period. Therefore, on
average, there are 3 leg state changes per sampling period. In
order to have a similar switching frequency at 2000rpm and
the rated torque, the modulation period of 2PC is fixed to 62us
(=3*26us/1.25) for the simulation and the experimental study.

With PPC, there are 6 leg state changes per sampling period
(Fig. 10). The modulation period is therefore fixed to 125us
(~6%26us/1.25).

V. SENSITIVITY OF THE MODEL PARAMETERS

In this section and in the following one, simulation and
experimental conditions are detailed, results are pictured and
compared. Discussion is given in section VII.

In order to evaluate the sensitivity to changes in the model
parameters of the three algorithms, a simulation study is
performed under a Matlab/Simulink environment.

The PMSM is modeled as (1) with the values given in
Tab. II. In so-called "Test 0", the inverter is supposed to be
ideal. For "Test 1" and so on, the dead-time is set to 3us,
conducting diodes are modelled with 1.1V threshold voltage
drop in series with 0.03€) resistor and IGBTs are modelled
with 2.7V threshold voltage drop in series with 0.01€2 resistor.

The comparative study is performed by changing the pa-
rameters of the PMSM while parameters used for control
calculations remain unchanged. As an example with "Test 2",
the PMISM phase resistor is supposed to be two times the rated
value for the simulated PMSM although the tested predictive
controls use the rated value for calculations. This corresponds
to an increase in temperature. For "Test 3" and "Test 4" the
flux for the simulated PMSM is set respectively to 1.1 times
and 0.8 times the rated value. The former corresponds to a
brand new machine, and the latter to a heavily used machine.
Inductance evolution is not considered because it does not
vary with temperature or aging. These parameter variations
are taken from [32] and summarised in Tab. III.

Stator currents in the dq-reference plane are pictured
in Fig. 14 for "Test 1". Amplitudes of ripples for both
controlled currents (Aig and A¢,) and static errors (¢iq and
etq) are reported in Fig. 15 for each test and each control
scheme.

In all test cases, current ripple (for example with Aig+Ai,)
is larger with DPC and smaller with PPC. Furthermore, the
sums of current ripple amplitudes are quite insensitive to
inverter imperfections and parameter uncertainties (resistor
and flux values).
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TABLE III
CONDITIONS OF THE STUDY OF THE SENSITIVITY TO MODEL PARAMETER

Test | Inverter R ¢
0 ideal
non ideal

rated value rated value

rated value rated value

non ideal | 2 times the rated value rated value

non ideal rated value 1.1 times the rated value

AW =

non ideal rated value 0.8 times the rated value

Test 0

i[A]
O

Eiy ei

Test 1

Test 2

Test 3

i[A]

Test 4

i[A]
&

—

Aig Aig i e

Fig. 15. Amplitudes of Oscillations and Static Errors for the Different Tests

TABLE IV
RESULTS OF THE STUDY OF THE SENSITIVITY TO MODEL PARAMETER

DPC 2PC PPC
Aig + Aig  all tests bad medium good
€iq + €iq tests 0-2 good medium bad
gig +€iqg test 3 medium | medium | medium
gig + €iqg test 4 bad good good

Without parameter uncertainties ("Test 0" and "Test 1")
static errors are smaller with DPC and larger with PPC.
This is not the case when the rotor flux is not well known
("Test 3" and "Test 4") : in these cases 2PC and PPC show
similar static error sums while this sum is larger for DPC.
PPC and 2PC static errors are more sensitive to inverter
imperfections whereas PPC static errors are more sensitive
to flux uncertainty.

The above comments, based on Fig. 15, are summarised in
Tab. IV.

VI. EXPERIMENTAL COMPARISON

The experimental study is conducted with two identical
1.6kW PMSM and a 4096-pulse incremental encoder. The
first PMSM is used as a motor, the second one is used as
a load torque generator : it feeds a resistor through a diode
rectifier. The motor is driven by a commercial 15kW three-
phase inverter based on Insulated-Gate Bipolar Transistors
(IGBTs), supplied through two voltage sources (XANTREX
XKW 300-10) connected in series, which provide 540V with
a current limitation of about 10A. Three LEM current sensors
(LEM LA 100P) are used.

All control schemes are implemented in C language and
computations are performed on a DSpace DS1104 controller
board. Data recording and reference value settings are per-
formed within the ControlDesk environment. Phase currents
and spectra are recorded with some Tektronix hardware: an
A 6302 current sensor, an AM 503 current probe amplifier
and a TPO 4032 digital oscilloscope. The 250kHz-bandwidth
spectrum is obtained applying a Hamming window.

In order to take into account the delay (caused by the
duration of the calculations) between the current sensing and
the application of the voltage to the motor, the compensation
method proposed in [25] is used for all control schemes.

A. Experimental results

For the sake of space, results are shown for one operating
point only: rated torque and almost 2000rpm (the load torque
is produced by the second PMSM). This is the point we used
in the previous section to select the sampling frequencies of
the three algorithms to get the same switching frequency. Ex-
perimental results are not presented for the rated speed because
to obtain the rated speed and the rated torque simultaneously
the load resistor value that should be used is not available in
the laboratory. A companion paper (available on-line) provides
the experimental results performed for the present study for
other operating points [33].
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Fig. 16. Phase Currents in the Rotor Frame during Transient Operation (short
time scale)

d- and g-axis currents are shown in Fig. 16 and Fig. 17.
For the three control schemes, the torque inversion (Fig. 16)
is very fast (almost 200us) and without overshoot. It can be
seen that the transient variation of the current on the g-axis
has no important consequence on the current control on the
d-axis.

During this experiment, the rotor speed is not controlled,
in about 70ms it grows from almost -2000rpm to almost
2000rpm. It is worth noting that this evolution of angular
speed does not have a significant influence on static errors
(Fig. 17): during steady state operation (after a few tenth of
milliseconds), the angular velocity is quite constant and static
errors on stator currents in the dq-frame are not very different
from the ones obtained just after the torque inversion. Static
errors are similar to the simulation "Test 1": almost zero for
DPC, larger for 2PC and even larger for PPC. Therefore, it can
be concluded that they are not due to the change in angular
velocity, but to the fact that the inverter is considered as ideal
in the model.

Similar results are obtained for others operating points.

After transient, current ripple amplitude seems important for
DPC (Fig. 17(a)) and almost negligible for PPC (Fig. 17(c))
but it should be noted that these current are sampled in
the ControlDesk environment i.e. with the same sampling
frequency as the algorithm (26us for DPC, 62us for 2PC and
125ps for PPC). Therefore, Fig. 16 can not be used to draw
any conclusion about current ripple amplitudes.

A phase current measured with an oscilloscope is shown
in Fig. 18. The sampling frequency (100kHz) is the same for
the three algorithms. It can be seen that, whatever the control
scheme and in spite of very different computing periods, the
phase current amplitude is almost the same, it is just a little
bit reduced for PPC. Total Harmonic Distortions (THD) are
fairly similar : 10.8% for DPC, 15.2% or 2PC and 12.8% for
PPC.

With DPC, ripples are independent of the operating point
but the switching frequency varies. This observation is con-
sistent with the analysis found in [34]. With 2PC and PPC,
switching frequencies are constant but ripples are a little
larger for high torque and the larger the speed, the larger the
amplitude of ripples.

Phase current spectra, for the operating point considered in
Fig. 18 are shown in Fig. 19. Very different harmonic distribu-
tions can be seen. With PPC (Fig. 19(c)), harmonics are very
well concentrated near the sampling frequency (8kHz) and
its multiples. The harmonic distributions of 2PC (Fig. 19(b))
and DPC (Fig. 19(a)) are distributed over a large frequency
span. For 2PC, it spreads between 0 and 10kHz. For DPC, the
harmonic content is spread evenly between 0 and 20kHz but
with a smaller amplitude.

VII. DISCUSSION

With DPC, during a sampling period, there are only 7
possible directions for the state vector so the reference point
cannot be exactly reached. A limit cycle can appear when the
state vector is close to the reference point and the smallest
the sampling period, the lowest the ripple amplitude. With
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TABLE V
COMPUTING DURATIONS FOR THE TESTED CONTROL SCHEMES WHEN
IMPLEMENTED ON THE SAME COMPUTATIONAL UNIT

DPC | 2PC | PPC
13.5us ‘ 15.5us ‘ 16.5us

PPC and with convenient duty cycles, it is possible to exactly
reach the reference state vector (Fig. 11) whereas it is not the
case with DPC (Fig. 2) and 2PC (Fig. 6). Therefore, PPC
leads theoretically to null static errors. However, it can be
seen through simulations and experiments that it is not the
case. This is due to the fact that, for control schemes, the
inverter is considered perfect, which is obviously not the case.
Non-idealities such as dead times lead to state vectors that
are not exactly the predicted one. With DPC there is only
one state change for a sampling period but there is more
state changes for other control schemes (up to six for PPC).
Therefore, steady state errors are smaller with DPC. This also
explains why, with DPC, there is almost no difference between
static errors whether the inverter is perfect or not ("Test 1" and
"Test 2" in Fig. 15) while there is a significant difference with
2PC and PPC.

These static errors can be suppressed by adding a current
error corrector [22]. However, the control schemes considered
in this paper are equivalent to a torque control so they are
generally used inside a speed loop. A well-designed speed-
corrector can achieve the desired speed in spite of a static
error in the forque loop. Therefore, the measured static errors
are not a crucial issue; the torque dynamic and current ripples
are more relevant criteria.

Rise times after an inversion of the reference current at
the rated value show that the dynamics of the tested control
schemes are similar. They are just limited by the DC bus
voltage and the electric time constant of the machine.

With DPC, (11) is computed seven times. With 2PC, (11)
is computed only two times (for 7 = 0 and for the selected
configuration) but there are some additional calculations in
order to select a configuration, compute 7y (14) and the leg
duty cycles. With PPC the number of step in the algorithm is
small but computations are more complicated ((18) and (25)).
Finally the computing duration (related to the total amount of
calculations) is not very different for the three tested control
schemes (Tab.V). These durations are given by the comput-
ing unit directly (instructions "RTLIB_TIC_START ()" and
"RTLIB_TIC_READ ()" of the DSpace C language library).
They include the analog to digital conversion (for currents),
the angular position measure, computations and the commu-
nication with the ControlDesk environment.

To achieve the same stress level in the power switches inside
the inverter, the 2PC algorithm must run at a slower frequency
than DPC. PPC must run even slower. By determining more
than one inverter configuration during a computation period,
2PC and most of all PPC lead to a reduced real-time constraint
for a given switching frequency as they have an equivalent
amount of calculations and a larger sampling period. There-
fore, PPC can cope with a less powerful DSP than 2PC and
DPC. This is a decisive argument in favour of PPC.
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The overall comparison is quite unfavorable to DPC since
it leads to the highest real-time constraint and to an unpre-
dictable variable switching frequency. 2PC and PPC allow to
have a known constant modulation frequency. Therefore, the
switching frequency is known and, for PPC, harmonic rays
are well located near multiples of this frequency. Furthermore,
PCC leads to the smallest real-time constraint and to slightly
reduced current ripples compared to the other tested control
schemes even when there are parameter uncertainties.

Evolutions and improvements can be proposed for the tested
algorithms. More complex cost functions can be used for DPC.
As an example, in [7] an expansion of the cost function is
proposed in order to take into account the number of com-
mutations to reduce the stress of power switches. As another
example in [35] the filtered error of stator currents is included
in the cost function. The current spectrum is then shaped by
designing an appropriate filter. For PPC it can be noted that the
proposed method to compute duty cycles is presented only for
a conventional switching pattern although in [12] it has been
applied with another switching pattern (sequence in which a
leg does not switch during a modulation period). Another way
to improve performances is the computation of duty cycle in
order to minimize the current ripple amplitude like in [36].

VIII. CONCLUSION

Three predictive current controls for PMSM and their
practical implementation on a DSP have been presented.
Detailed comparisons between these control schemes, based
on simulation and experimental studies, have been given.
Similar dynamic performances are obtained although some im-
provements can be noted with PPC: largely reduced real-time
constraint, constant switching frequency and slightly reduced
currents ripples. Also, it can be noted that the detailed method
of duty cycle calculation for PPC is easy to implement without
additional sine and cosine computations. Further works will be
dedicated to the detailed analysis of dead-time effects when
PPC is used and to compensation methods.
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