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Abstract—We study the network spectral efficiency of de- In this case, transmitters reduce the mutual interferemece a
centralized vector multiple access channels (MACs) when the only overcome the interference of transmitters sharing the
number of accessible dimensions per transmitter is strategically same channel. Nonetheless, up to the knowledge of the au-

limited. Considering each dimension as a frequency band, we . .
call this limiting process bandwidth limiting (BL). Assuming that thors, the choices of the total number of available channels

each transmitter maximizes its own data rate by water-filing [6] as well as limiting the bandwidth to a single channel
over the available frequency bands, we consider two scenarios. have been done in an ad hoc manner. This paper provides
In the first scenario, transmitters use non-intersecting sets of gn analysis of the benefits of bandwidth limiting (BL), i.e.,
bands (spectral resource partition), and in the second one, the raqcing the number of channels each transmitter can use

freely exploit all the available frequency bands (spectral resoure . tor MAC. M ificall id ¢
sharing). In the latter case, successive interference cancela In vector - More specirnically, we provide an answer 10

(SIC) is used. We show the existence of an optimal number of the following question: is it worth to limit the number of
dimensions that a transmitter must use in order to maximize the channels each transmitter might use regarding the network
network performance measured in terms of spectral efficiency. spectral efficiency?

We provide a closed form expression for the optimal number of = \yg consider two scenarios. In the first scenario, transraitte

accessible bands in the first scenario. Such an optimum point, h ¢ int i ts of ch Is. In th d
depends on the number of active transmitters, the number of ave 10 use non-intersecting sets or channeis. In the secon

available frequency bands and the different signal-to-noise ratias One, transmitters can freely exploit all the available cteds.
In the second scenario, we show that BL does not bring a Inthe second case, the receiver implements multiuser degod

significant improvement on the network spectral efficiency, when and successive interference cancelation (SIC). Here, each
all transmitters use the same BL policy. For both scenarios, we tyansmitter is aware of both the decoding order and its @spe
provide simulation results to validate our conclusions. . . . o
tive noise plus interference levels. Under these condifitime
optimal decentralized policy for each transmitter to maxam
|. INTRODUCTION its own data rate is to use a water-filling power allocation
In a vector multiple access channel (MAC), a large set stheme considering the multiple access interference & noi
transmitters share a limited set of frequency bands (cHghng2].
to communicate with a unique receiver [1]. When there exists aOur work is motivated by the following reasoning. In the
central controller (normally the receiver) a capacity eglrig first scenario, the fact that a transmitter uses severalngisin
power allocation can be implemented by using an iteratiggnificantly reduces the total number of active transmstte
water-filling algorithm [2], [3]. In this case, the centrabre  For instance, in the high signal to noise ratio (SNR) regime
troller knows the transmission parameters and instantene@and considering a finite set of channels, few transmitteghimi
channel realizations of each transmitter over each chanrmmicupy all the available channels. Following a water-ilin
Thus, it is able to solve the global optimization problem angower allocation, a given transmitter allocates the highes
feed back the optimal power levels to each transmitter. Howewer levels to the channels with the highest gains. Then,
ever, in the absence of a central controller or the impdégyibi the channels being used with low powers might have a
to interchange signaling messages between the transsnittazgligible impact on its individual data rate. However, tioes
to obtain a complete information of the network, achievingtansmitter can access the spectrum, even though, a higfieer r
capacity becomes a non-trivial task [4]. Here, game theasy hcan be obtained by another transmitter. In the second doenar
played a remarkable role, but solutions remain being highhaving a transmitter using several channels does not reduce
suboptimal due to the lack of global information [5]. the number of active transmitters since they can co-exist in
To overcome this sub optimality, imposing orthogonal conthe same channels. However, the multiple access intederen
munications between transmitters using only a single ablanproduced by the transmitters decoded in the last placestmigh
has been a well-accepted solution, e.g., IEEE802.11 nksworsignificantly reduce the data rates of those decoded in thte fir



places. More specifically, the gain in data rate obtained by
transmitters decoded in last places on certain channetg)tmi
not compensate the loss of the transmitters decoded in first hy
places.

In both cases, this effect stems from the fact that tranersitt h h
maximize its own spectral efficiency independently of the y 2 3 P
others. This resulting suboptimal usage of the spectrumlirec
us the dilemma presented in [7], known t® tragedy of T2, Txg
the commons. Therein, it is shown how multiple individuals k
acting independently in their own self-interest can ultieha
destroy a shared limited resource even when it is clearly not Ty
in anyone’s long term interest. One of the solutions for ¢hes
dilemma is to introduce regulation by an authority. In this _ _ _ _
paper, we analyze this point of view and try to find the rulegd 1 vector mﬂ't'(p}!e accessh"har)‘”f‘f)'r";'ﬁh]:rg”,zm'“ers anav available
(in terms of BL) each transmitter must follow to maximize the PR BN '
network spectral efficiency.

We show the existence of an optimal BL point in the

first scenario. Such optimal number of channels is a functiGf" be written as a vectgr = (y1,. .., yn) where the entries

of the total number of active transmitters, the total numbdp for all n & A represent the received signal over channel
of channels, and the different signal to noise ratios (SNR}: Hence,

We present simulations where we observe a significant gain K

in terms of spectral efficiency. In the second scenario, we Y= ZHkSk: +w, 2)
show that BL does not bring a significant improvement if all k=1

transmitters use the same BL parameter, i.e., all transmitt

- where H;, is an N-dimensional diagonal matrix with main
are limited to use the same number of channels.

diagonal (hy 1, .., hi n). The N-dimensional vectors;, =
(Sk,1,--.,5kN) represents the symbols transmitted by trans-
Il. SYSTEM MODEL mitter k& over each channel. The power allocation profile of
Consider a sefC = {1,..., K} of transmitters communi- transmitterk, the vector(p.i, . ..,pr ), is the diagonal of
cating with a unique receiver using a set= {1,..., N} of the diagonal matrixP; = I [s;s;'|. The N-dimensional

equally spaced frequency bands (channels) as shown in F@Ctor w represents the noise at the receiver. Its entries,

1. In the information theory jargon, this network topology ifor all n € AV, are modeled by a complex circularly symmetric
known as vector MAC or parallel MAC [1]. Transmitters arriveddditive white Gaussian noise (AWGN) process with zero
sequentially to the network. Their index in the détshows mMean and variance”.

the order of arrival. All the radio devices are equipped with Regarding the channel state information (CSI) we assume
unique antenna. Transmittére K is able to simultaneously that each transmitter perfectly knows its own channel coeffi

transmit over all the channels subject to a power-limitgtio cients and the noise plus interference level at each channel
This is the case when transmitters are able to sense its

environment or the receiver feeds back this parameter as a
signaling message to all the transmitters.
We denote the set of channels being used by transntitter

wherepy, , and N pi. max denote the transmit power over chanby Li, i€,k € K andV¥n € Ly, pr.p # 0, andvm € N\ Ly,
nel n and the maximum transmittable power of transmitter . = 0. Depending on the conditions over each £et for

Without any loss of generality, we assume that all tran@mstt 5. ¢ 1. we consider two different scenarios.
are limited by the same maximum transmittable power level,
i.e.,Vk € K andVn € N, pi max = Pmax-

We denote the channel coefficients in the frequency doma}g\n
between the receiver and transmitteover channeh by Ay, ,. )
We assume that for the whole transmission duration, all the|n this scenario, a given channel cannot be used by more
channel realizations remain constant. Forsale A" and for  than one transmitter. Thus, this is equivalent to define ¢te s
all k € I, hy,», is a realization of a complex random variablez, for all k¥ € K as a partition of the set/, i.e.,

h with independent and identically distributed (i.i.d) Gsias . )

real and imaginary parts with zero mean and varia%mﬁhe ¢ V(J,’ k) € ICj andg_ #k LN Ly =0,

channel gain is denoted by, ,, = ||hx..||>. Then, the channel  * V(j, k) € K* andj # k, L£; ULy SN,

gains can be modeled by realizations of a random varigble ° Vk € K, [Lx] > 0.

with exponential distributions with parametgr= 1, whose Due to the asynchronous arrival of the users, we assume that
cumulative distribution function (c.d.f) and probabiliignsity there exists an order to access the set of chanviel/e index
function (p.d.f) are denoted b, (\) = 1 —e~* and f,(\) = the transmitters such that transmittee K arrives in thek!"

e, respectively. The received signals sampled at symbol ragesition.

N
1
Vk € ’C, N Zpk,n < Pk,max; (1)

n=1

Scenario 1: Spectral Resource partition



B. Scenario 2: Spectral Resource Sharing universal set, the operatiod \ B = AN B’. The termpj is a

In this scenario we allow several transmitters to use thé@drangian multiplier, known as water-level, chosen tasbat
same channels. Thus, this is equivalent to define the ets (Ed- 1)- The transmit power levels in (Eq. 6) can be iteréfive

for all k € K as a cover of the seY/, i.e., obtained by using the water-filling algorithm described 1 [
CVECK. L.CN From expression (Eqg. 6), it can be implied tmﬁ) C Z,(j).
RV IC7 |£k|k>_0 ' Once the OP in (Eg. 5) has been solved, the data rate per

. . .channel of transmittek € IC, is
We assume that the receiver performs multiuser decoding '
> tog (14940), @

and successive interference cancelation (SIC) at eacinehan Ry, (»yk)(i) = L
The decoding order is the same in all channels and it is klate 2.7 ez
to the arrival order. Here, transmittérc /C, arriving in the "

k' position, is decoded in th& — k + 1 position. and then, its spectral efficiencl is

To make a difference between scenariand2, we use the @ 120 o
super index() with i € {1,2} for all the sets and variables ¢ = Be(r), 9)
associated with each of them. The noise plus multiple access —
interference (MAI) for transmittek over channeh is denoted "

k—1 .

by Oéz(ci)m where 041(6121 — o2 and 04;(321 — 24 ij,ngj,ny where,_Ql(j) represents the fraction of spectrum accessible for
' ’ ’ = transmitter k. Note that due to the decentralized nature of

where, for alln € N, po,, = 0 and go,, = 0. The SINR the network, the individual spectral efficiency is maxintize

for transmitterk over channeh is denoted byy\”’ andvk ¢ independently by each transmitter. As described in [7]ighh

K and¥n € N, lead to significant losses in the network spectral efficieldy
](Ci) _ Pk,n(_g)k,n_ A3) study this effect in the next section.
7 akl,n

IV. NETWORK SPECTRAL EFFICIENCY

In both scenarios each transmitiee K aims to maximize  \\. qofine the network spectral efficiency (NSEY) as

its own data rateR;,(v,)™, i.e.,

K
N (i) _ (1)
. ; o) = ®
Ri(r)® = logy (14+940,) ) ; '
n=1 K
X , ) i) _ (1) p(4)
with v{? = (7,(;)1, . ,y,(cf)]\,) subject to its power limitations ol = ZQk Ry (10)
and independently of the data rate of the other devices. We k=1
explain this process in the next section. for both scenarios, spectral resource partition (scengrand

spectral resource sharing (scen&)oWe analyze the NSE in

the asymptotic regime, i.e., we assume that both the number
Assuming that each channel bandwidth is normalized toOf channels {) and the number of transmitterstj grow

H, a given ransmitek sets Qut s ransmit power levelsgoaiic1 e qeersne e WSE I ihe abcence of banaith

Pr.ny V1 € N by solving the optimization problem (OP) |imiting and we provide closed form expressions in both sase

IIl. I NDIVIDUAL SPECTRAL EFFICIENCY

max Z log, (1 ‘*‘%%) 1IE_Oartr$z1r,e)\:ver de'Fermlne the NSE using BL and provide closed
Pr,n, VNEZY = pressions.
nez, (5)
S.t. % Z Pin < Prmax; A. NSE Without BL
nez’ A first result on the analysis of NSE in the absence of BL for

the case of spectral resource partition is presented if98],

1 _
where, for allk € g) the setz, _(Z.)A_[ \ L1V ULy, We revisit those results and extend it to the case of resource
with £y = 0, andZ,” = N. Thus,Z," is the set of channels sharing.

available for uset in scenarioi. 1) Scenario 1: Spectral Resource Partition: Following the
The solution to the OP in (Eg. 5) is given in [1] and EE‘US’ W8ame line of the analysis presented in [8], we have that in
only provide the solution hereaftert € K andvn € 2,7,  the asymptotic regime the data rate per channel for a given
01+ transmitterk is
Pk = |B— Zem (6) 7 1) Nooo [ Pr(A)A
o Gem | Re(yi) — logy { 1+ P drg(A)  (11)
’ 0
and,vk € K andvn € N\ 2V, REY.
Pn = 0. (7) Wwhere the functiongy,(\) for all k € K, satisfy the power
’ constraints,

Here, the operatof.]" is the same asnax (0,.). Given the o

sets A, B and the complement of the latte8/, in a given Pr(A)dFy(A) = Pmax- (12)

0



The functionpy()), Vk € K, which maximizes expressionwith I'y(A) = log, (f"iit) whereas for transmittef =
k—17k—1

(Eq. 11) subject to expression (Eq. 12) is also a waterdillin, the asymptotic data rate is given by expression (Eq. 11).
solution, i.e., The water-levels3;; in (Eq. 20) for allk € K are the solution

27+ . )
pe(A) = |:ﬁk _ fi\} . (13) to expression (Eq. 14) in the cage= 1, and

N

Note that since all the channel coefficients are drawn frommax = / /,,*Al /;k sy PEOR)AE (M) dFy (M),
a ~1 - -
5% I

the same probability distributiorf,(\) described in Sec. Il Er
and all the transmitters have the same maximum transnettabl . (21)
power level, we can write thatk € K, nglio — R Hence, in the casek € K \ {1}. Thus, the spectral efficiency of
the water-level, satisfying the condition (Eq. 13) is the Sarm_{_;ransmltterlf € K is equivalent to its data rate per channel,
for all the transmitters. By combining expression (Eq. 11 a I.€., ) o
(Eq. 12), we obtain the water-levé}, = 3*, Vk € K in the (I)l(cio = Rzglo (22)
asymptoti reogzlme by sc;lvmg the equation Here, the factoﬂ,(f) in (Eg. 10), isQf) =1forall k € K.
/ (ﬁ* - U) dFy(A) — Pmax = 0. (14) This is because each transmitter can access all the channels
5 A regardless of its order of arrival.
By developing expression (Eq. 21) and (Eq. 20) using the
p.d.f of the channel gaing, (\) described in Sec. I, we arrive
to the following conclusions,

The fractionQ}cl), for all £ € K, can be approximated in
the asymptotic regime bgzg}f,o [8]

1) N—oo k-1
ol = (o) ke K\{1h Gy <A 23)
where, and
el p(2) p(2)
ol = P (5* < 02) / dF,(\) <1. (15) RERMIL Fitroo 2 R &9
o = T — | = g < 1.
A 0 respectively. Then, the NSE (Eg. 10) in the asymptotic regim
Then, the NSE (Eq. 10) in the asymptotic regim@ is o2 is

K
K —
(2
K i—1 1— (Q(o?) o2 = E R (25)
(1) _ (1 p(1) _ N ) ) i
ol = :(ka) RY = —— R, (19 =
=1 >~ In Sec. VI, we compare both asymptotic and non-asymptotic

2) Scenario 2: Spectral Resource Sharing: In the asymp- oy nressions to validate our statements.
totic regime, we can approximate the data rate per channel o

transmitterk € KC as
B. NSE With BL

Now, we limit the number of channels each transmitter can
use. For the ease of calculations, we keep the conditiors tha

Ry V=2 / / T (A )AE, (M) dEy (Ar)
0 0

(2)
o both K and N grow to infinity at the same rate, i.e\, — oo,
a7 N _ .
with A, = (A ) and and K — oo, and % = a < oo. To provide at least one
k= AL Ak channel to each user, we assume that 1.

1) Scenario 1: Spectral Resource Partition: When the num-

ber of accessible channels for transmittee K is limited to

Pr(Ak) Ak

., (18) L € N channels, the fraction of accessible spectmﬁTBL)
for each transmitter is

2
QPY = min {Pr (5* < ‘;) : sz} . (26)

LX) =logy | 1+

k—1
o+ (AN
j=1

wherepy(Ag) = 0 for all Ay € R. Additionally, for all & € £,
the functionspy(\) satisfy the power constraints shown in

. . * 0_2
(Eq. 12). As shown in the previous section, the maximizatio'®": BL has an effect if and only i < Pr (5 S AJ'

of (Eq. 17) is a water-filling solution. For transmitter= 1, This condition is equivalent to state that we should limit
it yields expression (Eq. 13) and for dll< k < K, the transmitters to use a smaller number of channels of that
; 9 used on the absence of BL. Hence, under the asymptotical
pr(AR) = [5; — Bkl/\k‘l} _ (19) @assumptions, we have that
Ak
. . L . L
Now, by plugging expression (Eq. 19) in (Eq. 17), we obtain QP = o (27)
that for all1 < k < K,
_2) 0o oo oo and
R :/ / / T Ap)dF,(\g)...dE, (X K _ KL _
ko0 % [ﬂ}j;l 6k7;;k71 k(Ak)dFy(Ar) g(M) (I)(;J’BL) _ ZQI(;,ZEL)ROO _ TROO' (28)
(20) i=1



2) Scenario 2: Spectral Resource Sharing: In this scenario, 13

T
O~ Transmitter 1 from simulations

each transmitter can access all the channels and ﬂiﬁf% = 12 - Transmiter 2 fiom Simulations

2r —Transmitter 1 from (Eq. 11)
—— Transmitter 2 from (Eqg. 19)

1. When we limit the bandwidth for transmittérwe impose
that Q,(jl’OBL < Q,(flo Then, the NSE under BL is

Data Rate per Channel in bps/Hz

K
2),BL 5(2),BL
PR = N QP PRI B (29) )
k—1 08— VI s x”" . . @("w X, IEEP
X%
We have provided expressions for the NSE in both abser 0r¥ 8

and presence of BL in the asymptotic regime. Now, it remai ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

. e . . . 1 2 1
to determine the conditions over which BL brings benefits 1 oo Lo
the network in terms of spectral efficiency.

40 50 60
Number of available channels N

Fig. 2. Data rate per channel in bps/Hz as a function of the mumb
of available channels in the scenario Dashed lines are obtained from
V. OPTIMAL BANDWIDTH LIMITING simulations considering0log,,(223=) = 20dB for transmitterl and 2.
In this section, we investigate the existence of an optim rj"g'x“rl"sesfoﬁrfE°bt2a5”?§rfL°g‘ expression (Eq. 11) fonsmaitierk = 1
. . . . (i,BL) . p g. 20) far= 2.
BL point, i.e., optimal values of the fractiorg, , with
i € {1,2} such thatd( P> > o).
3) Scenario 1. Spectral Resource Partition: To improve
the NSE by introducing BL in the network, the following

condition must be met,

network loads. In Fig. 3, we observe the existence of an
optimum BL point for scenarid. Conversely, in the second
scenario, the existence of such optimal is not evident, as at

o < @)BL a certain point, the NSE is invariant with respect of the BL
N\ K parameterL.
1= (QOO) _ KL* - We compare the optimal BL parametér obtained from

1— ng) R < N Roo simulations with that obtained from expression (Eq. 30). In
K Fig. 4 we plot both results. Therein, we show that the asymp-

N1- (Qg)) totical approximation (Eq. 30) is a precise approximatidn o
I K 1_q0 (30) ' the optimal number of channels each transmitter must use to

oo maximize the NSE.

In expression above we show that the optimal BL parameter  Finally, we show in Fig. 5 the NSE obtained with absence
depends mainly on the network load (transmitters per cHanrgnd presence of BL. In the first scenario, we observe a
£ and the SNR of the transmitters. Note that the fa6rgy significant gain in NSE when BL is used. This gain is more
is a function of .y, 0 and the probability distribution of important for non-overloaded networks, whereas for quasi f
the channels gaing,(\) described in (Eq. 15). loaded or overloaded network# (> N), the gain obtained
4) Scenario 2: Spectral Resource Sharing: Following the by BL approaches that of limiting the transmitters to use a
same reasoning as in scenarjave improve the NSE by using unique channel. In the same figure, we observe that the NSE
BL, if appears to be constant for certain intervals. This is due to
‘1)22) < q)l(CQ)BL. (31) the fa}ct that inside those inte.rval's the optimal BL parametg
0 0 remains constant, as shown in Fig. 4. Moreover, the gain in
However, under BL we have thélf?;oBL < Ql(fz))o and thus, NSE is very significant at high SNRSKR = p;%) levels.
’ ’ On the contrary, for low SNR levels, small gains in NSE are
K _ K _ obtained when the network is low loaded. In Fig. 6 we plot
ZQECQLCRJ(QO Z ZQ/SL’OBLRI(CQ,)OABL- (32)  the NSE for several values of SNR in the second scenario. In
k=1 k=1 any case, we observe that there is not significant gain when
Then, we have shown that in the asymptotic regime, any kimadl transmitters use the same BL parameter
of BL does not bring any improvement on the NSE. On the
contrary, it might introduce significant losses of NSE. VIl. CONCLUSIONS

We have shown, that in a decentralized vector MAC where
VI. SIMULATION RESULTS each transmitter aims to maximize its own data rate by using
In this section, we provide numerical results of our mathevater-filling based power allocation, the network sum-ize
matical model. First, we compare the asymtotical expressicbe improved by limiting the number of available channels for
of the NSE with those obtained by simulations, for botkach transmitter (bandwidth limiting). We provide closedi
scenarios. In Fig. 2, we plot the NSE of a network with expressions for the optimal maximum number of channels
transmitters. Therein, we observe that our asymptotic todsach transmitter must access in the case where transmitters
perfectly describes the system in the finite case i.e., wkienuse non-intersecting sets of channels. In this case, such an
and N are small numbers. optimum operating point depends mainly on the network load
We present also simulations of the NSE obtained in boftransmitters per channel) and the different signal to enois
scenarios as a function of the BL paramefefor different ratios. Contrary to the first scenario, in the case of spattru
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Fig. 3. Network Spectral Efficiency (Eq. 10) in bps/Hz as action of Fig.

max

-o-Optimal BL. 101og,, (22=) = 0 dB.

= No BL. 10log,, (2=
—-Optimal BL. 10log, (2

o L=1band, 10log,,
< No BL. 101logy (2=

Network Spectral Efficiency in bps/Hz.

i ; i ;
06 08 1 12 1.
Transmitters per Channel Ratio - £

4 1.6 18

0.4

5. Network Spectral Efficiency (Eq. 10) in bps/Hz for sago 1 as

the maximum number of acce(ssible channklsTotal number of available a function of the network Ioac(%). Total number of available channels

channelsN = 50, and101log; ) = 10dB.

o2

30
-o-From Simulations. 10log, (2

From (Eq. 28). 10log,,

E 10 dB.

25

N
]

Optimal BL parameter L*

I I I I . I I
0.6 0.8 1 12 14 1.6 18
Transmitters per Channel Ratio £

Fig.

Fig. 4. Optimal BL parametef. (Eq. 30) for scenarid as a function of
the network Ioad,(%). Total number of available channels = 50, and  , _
10log,, (Pl;gx) = 10dB.

(3]
resource sharing, we show that when all transmitters use the
same BL policy, BL does not bring a significant improvemeny
on the network spectral efficiency. Further studies willu®c
to the case when transmitters have different channel titatis (5]
since it might lead to the usage of different BL policies for
each transmitter.
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