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ABSTRACT

The neighborhood discovery and its maintenance are vergimp
tant in wireless networks for any applications, especialfyouting
and every self- algorithm. Neighbor nodes are usually discovered
thanks to the use of the HELLO protocol. This makes this HELLO
protocol very important for wireless networks especially self-
organizing the network. Most of lay&rprotocols assume an ideal
MAC layer. In such a case, HELLO protocol parameters have no
impact over the self-organization. But this is not the casen
considering realistic MAC and physical layers. In this papee
investigate the impact of the parameters of such a protocal @
self-organization structure when considering realistid&C layer.

We analyze theoretically and by simulations, the joint&ffef the
HELLO protocol parameters and of the MAC layer charactisst
over several network self-organizations.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks]: Wireless commu-
nication

General Terms
Algorithms

Keywords

Clustering, MAC, Algorithms, Analysis, Simulations, Wiess Net-
works

1. INTRODUCTION

Ad hoc networks or wireless sensor networks (wireless moitti
networks) are composed of devices that communicate videgse
interfaces. They require no fixed infrastructure and no huima
tervention. Many layeB protocols have been proposed in the lit-
erature for wireless ad hoc and sensor networks. They raoge f
routing protocols sucH 17l 8] to clustering protocdlsi[18,12]
by going through localization protocol5_[20]. All that poabls
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assume that nodes have and maintain exact knowledge almut sp
cially nearby network nodes (called their neighbors). TKriswl-
edge is acquired thanks to small beacon messages (the nasiirk
HELLO messages). The principle is rather simple and may be
described as follows. Each network node regularly sendb auc
HELLO message to advertise its presence. Due to the braauizas
ture of radio communications, each sufficiently close heseives
this message and may infer that it is a neighbor of the serklkr.
nodes maintain a neighborhood table, and any localizedpobt
may make decisions based on this table. Self-organizafi@m o
relies on a specific partition of the network, calleldstering the
terminals are gathered into clusters according to somerijteach
cluster is identified by a special node calleldster-head Many
clustering algorithms have been proposed in the literatiiest

of them are based on a metric which allows each node to etect it
cluster-head. This metric can be for instance the node k|9,

1], the node degreé [1L0] B5.115], a mobility vallié [2], a baéehc
sum of all of them[[#4] or a link density valu¢_[12]. Among all
these clustering heuristics, oldest ories [9,[0.0] 2, 4] bavietlap-
ping 1-clusters.e.g. where every node is at mosthop away from

its cluster-head. However, overlappiteclusters offer a structure
very weak towards mobility and link instability. Later, pocols
building k-clusters have been proposed. Some of them just extend
a protocol buildingl-clusters like in[[6]. Therefore, clusters are
still overlapping and remain unstable. Most of these proi®con-
strain clusters in terms of radius| [, 6] or number of nodes.[1
As far as we know, only two of them let clusters adapt the ugeler
ing topology [15[1P] and produce unbounded clusters. Tlakes
them more robust towards the topology changes.

Nevertheless, to the best of our knowledge, none of these-fay
protocols, either for routing or clustering, have takermiatcount
the importance of the reliability of these neighborhoodéalon
which they all rely. Indeed, even in a static environmenteo
HELLO packets may be lost because of collisions and delay oc-
curring at the MAC layer level. Therefore, the choice of thA®
layer, the HELLO packet frequency and the time data are kept i
memory have importance in order to provide the nodes witleavvi
of their neighborhood as close to the physical one as pessiu,
neighborhood tables are not always reliable and since{ayeo-
tocols mainly rely on them, routing arlusteringresults are also
impacted.

In this paper, we are interested in investigating the impéce-
alistic MAC and physical layers over a network self-orgatian.

We analyze how the parameters of the HELLO protocol, thegghoi
of the MAC layer protocol and the metric used for clusteringym
overcome or worsen the effects of the propagation errorslolso,
we study two clustering algorithms proved self-stabilginvhich
only differ by the metric used: DDF_[15] and the density-lzhse



algorithm [12]. We study their behavior over two differentA@
layer approaches: IEEE 802fland MadMac[[18]. We provide a
theoretical analysis based on stochastic geometry andegheary
to establish the more suitable parameters for the HELLOoprot
col (HELLO message frequency and data lifetime). We show tha
these parameters can strongly impact the behavior of tlstering
protocols. We highlight that in a network without data commu
nications, changing the MAC protocol does not affect thesefmo
parameters of the HELLO protocol, contrarily to the metrsed
for self-organizing the network, which can help to smoothvdo
the link failures occurring at the MAC layer.

The remaining of the paper is organized as follows. Sedflon 2
briefly details the MAC protocols and the clustering aldaris we
use. Sectiofl3 provides a theoretical analysis of the HELA@m-
eters. Sectiofl4 describes our simulations and shows thisest
last, Sectiofils concludes by giving future works.

2. BACKGROUND

2.1 Models and Notations

For the sake of simplicity, let's first introduce some naias.
We classically model a multi-hop wireless network, by a grap
G = (V,E) whereV is the set of mobile nodes|(| = n) and
e = (u,v) € E represents a bidirectional wireless link between a
pair of nodes: andw if and only if they are within communication
range of each other. When two nodes share a bi-directianighie
say that they are neighbord(u, v), u, v € V2 denotes the distance
in G (in number of hops) between nodeandv. We noteH (u) the
cluster-head of node andT' (u) the set ofk-neighbors ofu, e.g
the set of nodes such thati(u, v) < k. §(u) = |T'(w)| = |T'1(u)|
is the degree of.

2.2 Periodic HELLO Protocol

The HELLO protocol was first described in OSPF version 2 [14].
It works as follows. Each node regularly sends a HELLO mes-
sage to signal its presence to close nodes and maintaingean in
nal neighborhood table. The frequency of these messagesad n
fuerro. When a node: receives such a message from a node
u addsv to its neighborhood table, or updates the timestamp of the
entry if v was already there. HELLO messages may include sev-
eral kinds of information (see Sectifth 3) but must contaiteast
the identifier of the sender. Since a neighbor may move oipdisa
pear, deprecated entries of the table are regularly remtheatks
to a timer. An entry is deprecated when its associated tangst
is too old (it is higher than a thresholdG Exr 4 x): this happens
when a neighbor has not signaled itself recently, or whemtbs-
sage HELLO it sent has not been received.

2.3 MAC Layers

The two MAC layers we study are IEEE 802.11 and Madf1ac

We study the network self-organization over IEEE 802.11abse

it is the widespread technology in the field of wirelesshocnet-
works. Most of current wireless cards use the IEEE 802.11 MAC
protocol. Nevertheless, IEEE 802.11 has originally beesigteed

to be used with a base station. Thus its usadrhocenvironment
leads to some anomaliei€ [5]11]. Therefore, some altemBt&C
layers have been proposed to IEEE 802.11 like MadMat [18]. In
order to fairly study the impact of the MAC layer over the HEDL

http://www.ieee802.org/11/

2n this section we only give a simplified definition of thesetpr
cols. Please refer to 802.11 standard andl [18] for moreldetai

protocol and then over the self-organization, we need alswval-
uate the network behavior over an alternative MAC layer tBEE
802.11.We thus evaluate the network self-organization awad-
Mac layer too. MadMac has been shown to be fairer and less ag-
gressive than 802.11.

802.11 and MadMac are both based on CSMA access method.
Before transmitting a data packet, each node listens whttbea-
dio channel is free. If so, the transmission can occur, oilser; it
is deferred. The main difference between MadMac and 80211 r
lies in the time a node has to wait before triggering a trassian.
This time is much higher in MadMac when nodes are overloaded
or undergone collisions, that makes the protocol less agiye. It
is worth noting that in both protocols, the broadcast paeketmot
acknowledged at the MAC layer.

2.4 Self-Organization

In this section, we briefly describe the clustering alganishwe
study.For more details, please refer to the correspondifegences.

DDR and the density-based algorithms are very similar. They
use the same construction algorithm and only differ in thé-me
ric they use to take clustering decision. The algorithm theg
has been theoretically proved to be self-stabilizing [18]builds
non-overlappingds-clusters in a distributed fashion by needing only
local information (up t® hops away). Furthermore, the resulting
clusters are not constrained regarding their size neithérims of
number of nodes nor in terms of cluster diameter. They simply
adapt the underlying topology. These features allow us & an
lyze whether a metric can smooth lower layers errors downr Ou
idea is that when building overlapping clusters or/dndusters,
the structure will be impacted faster and it will be more diffi to
distinguish the contribution of such or such metric.

DDR uses the node degree as the metric decision. The density-
based clustering algorithm is based on a metric callesity This
link density (notedo(u)) considers the ratio between the number
of links and the number of nodes () :

H{e= (v,w) € E|we€ {u}Ul(u) andv € T'(u)}|
o(u)

Both algorithms run as follows. Each node periodically com-
putes its degree (for DDR) or its density value (for the dgnsi
based algorithm) and broadcasts it to itmeighborse.g, using
HELLO packets. Each node is thus able to compare its meteic (d
gree or density) to its-neighbors’ and decides by itself whether it
joins one of them (the one with the highest value) or it wind an
elects itself as cluster-head. In case of ties, the node thvittiow-
est identifie wins. In this way, two neighbors can not be both
cluster-heads. If node has joined nodev, we say thatv is node
w's parent in the clustering tree (not&{«) = w). A node’s parent
can also have joined another node and so on. A cluster thenast
itself until it reaches another cluster.

plu) =

3. MOTIVATIONS AND ANALYSIS
3.1 HELLO Packets Format

Each protocol of the literature assumes an ideal MAC layer an
consider the Unit Disk Graph modéll[7}e. nodesu andv are
neighbors if and only if the Euclidean distance franto v (noted
|uv]) is lower thanR, whereR is the transmission range. Links are
thus bi-directional. But, when considering a realistic MAgyer,
links are not always bi-directional and/or may flap. In ourdst

3Identifiers are supposed unique within the network.



since clustering algorithms are designed for bi-direaloimks,
nodes need to only consider bi-directional links. To makergv
node aware of the bi-directionality of links, HELLO messsgaust
contain the neighborhood tables of the node. Indeed, if node
ceives a HELLO message from noderhich does not include node
w in the neighbor list, linku, v) is uni-directional.

Moreover, including the neighborhood table in the HELLO mes
sages in mandatory to compute the link density. Indeedattue/s
each node to know the neighbors of its neighbors and thu its
neighborhood. By this way, a node discovers links betweendiv
its neighbors and then is able to compute its density valast, lin
order to build clusters, HELLO packets sent by nedmust also
contain the degree or the density valueupi's parent P(u)) and
u's cluster-head¥((u)). Table[1 gives the format of a HELLO
packet. This format is thus the same for both clusteringquals.

3.2 Motivations

When considering an ideal MAC layer as every clustering sehe
of the literature does, parameters such the HELLO packetiéecy
and the time data is stored do not have any importance. Nevert
less, in a realistic environment, we have to take them intmait
and measure their impact. Indeed, even in a static envirnohme
some HELLO packet may be lost because of interferencesidadi
shadowing and collisions occurring at the MAC layer levéieile-
fore, the HELLO packet frequency{ erro) and the time an en-
try can remain in the neighborhood table without been réfeds
(AGE ax) have importance in order to provide a nodevith a
view of its neighborhood as close to the physical one as plessi

Sending too few HELLO messages leads to obsolete tables whil
sending too many of them may saturate bandwidth to the deftrim
of data traffic. Estimating the value &fG E s 4 x is also a difficult
task. In most of the literaturE L7, 8], a nodés generally removed
from the neighborhood table of a nodef nodew has not received
any HELLO packet from node for 3 x fHElLLO s. If AGEnax
is too short, node: consider less neighbors than in reality whereas
if the time out is too long, nodes remain in the neighborhadzlet
of nodewu while they might have disappeared or moved away from
yet a long time. In both cases, noddas a wrong view of its envi-
ronment. Moreover, in wireless ad hoc networks, nodes gédlyer
have limited memory size. Thus, KGFExrax is too high, node
memory may quickly be saturated. Hence, bai& Eyrax and
furLro are very important parameters.

3.3 Clustering Analysis in the Ideal Case

In the ideal case, at each round, every node has successully
ceived a HELLO packet from every of its neighbors. For thealde
case, we consider the Unit Disk Graph modél [7]. Therefarey i
static environment and by considering an ideal MAC layerapa
eters SUCMGEn ax and fu er.o do not have any impact on the
clustering scheme.

At the bootstrap step, every node is its own parent and its own
cluster-head. Its density valuelsits degree i$. Upon reception
of a HELLO packet, a node updates these values. Its density and
degree are re-computed. Its parent is chosen among itshwgh
and nodeu takes as cluster-head the cluster-head of its parent.

At the end of the first round, every node knows its neighbor-
hood. At the end of the second round, every node learng-its
neighborhood. From it, it is able to detect whether links laigh-
rectional and deduces its density value and its degree. é\etal
of the third round, every node knows the density of their hbiys
and is thus able to elect its parent. It will then updatestisidr-
head as being the cluster-head of its parent. Before getisngght
cluster-head value, each node has to Wait1 more rounds where

Figure 1: Scenariol

k = d(u, H(u)). Table[2 sums up these informations.
3.4 Neighbor Discovery Analysis

In this section, we provide a theoretically analysis in otdéoet-
ter understand the relation between each parameter of thé GE
protocol. For it, we fist need to compute the probability forcale
to be discovered by its neighbors. Since, we run simulation u
der the NS2 simulator, we compute this probability underake
sumptions of NS2 model. Nevertheless, the model we propode a
introduce in Sectiofz3.41.2 holds for any model, as soon aprtbie
ability of detection is computed according to the assunmgtiaf the
model.

3.4.1 Probability of detection

We first compute the probability for a node to be discovered by
its neighbors and deduce from it the mean degree of a noderin ou
simulation environment. First, let's introduce some notad. Let's
denote byB,, the ball centered im and of radiusk. Let S; be the
set of emitting node at timé Let P,(u) be the power received
at nodev from nodeu. The analysis we perform in this paper are
evaluated over the NS2 simuldidn its 2.27 version. Therefore,
let’s describe how NS2 simulates collisions and interfeesnat a
node. In NS2P,(u) is such thatP, (u) = f5= whereP. is the
sending power anflw| is the Euclidean distance between nodes
andv. Every node of the network sends a message with the same
emission powerP.. A nodew correctly receives a message from
nodeu at timet if one of the following conditions holds:

e B, NS: = {u} uis the only sending node in(v).
o Vw € B, NS, 724 > K whereK is a constant.

Let’s consider the scenario illustrated on Fib. 1. Nodes and
w are such thatuv| = r < R (sou € T'(v)), w € T'(v) N T (u).
In such case, if both nodesandw send a message i nodewv
will successfully receive the message frohiff

> VK

|wol

£l S Ko o

P (w) @
Since HELLO packets are broadéhsind of small size, they
are sent without activating the RTS/CTS mechanism. Moneave
broadcast packet is not acknowledged so when a broadcdsitpac
is lost because of collisions or interferences, the sendodg has
no clue about it and will not send the packet again. When a node
needs to send a message, it draws a random backoff tifie3a)].
Thus, the probability that two neighbor nodes draw the saaoi-b
off value is:P11 = 5.
In order to avoid a totally synchronized network, in NS2, d&o
triggers the transmission of its HELLO packet within thedimter-
val [1/fHELLO —0.25, 1/fHELLO + 0.25] s. If two nodesu and

http://www.isi.edu/nsnam/ns/
5In IEEE 802.11, broadcast packet are sent without RTS/CTS.



[1d(u) | 6(u) or p(w) | P(u)

| H(u) | Neighbor List]

Table 1: Format of a HELLO packet

What a node. learns from its neighbors What it can then compute
Roundl uni-directionall-neighbors neighborhood table
Round2 bi-directionall-neighbors +2-neighbors its bi-directional degree + its density
Round3 bi-directionall-neighbors +2-neighbors + its neighbors”™ density/degree its parent
Roundk — 1 its parent’s cluster-head its cluster-head

Table 2: Sum up of exchanged information in the ideal case

v trigger their respective transmissions at timeandt,, where

ty, > ty, nodev will hear u’s message on the carrier and will
not send its own message (CSMA principle). Before trigggrin
the HELLO packet transmission the time in NS2 is sampledyever
0.05s. Therefore the probability that two nodes choose the exact
same time isP1, = % All this implies that any two HELLO
packets collide with the probabilif§f; (probability that two neigh-
bor nodes send their HELLO packet exactly at the same time):

- _ 1
]P)1 = Pll X Plg = 363 (2)

We are interested in the number of neighbors actually detect
in NS2. Therefore, we do not consider the whole network but
only a "typical point” located at the origin of the plane artd i
1-neighborhood. Our model is similar to the one implemented i
NS2. Let be a Poisson point processi®f0, R) of intensityA > 0.

We consider a poir at the origin for which we study the detected
neighborhood (Palm distribution [l19]). Letbe a point at distance
r (r < R) from the origin. We fix the two point8 andu and we
distribute the Poisson point process#{0, R) independently of
these two points. From it, we study the probability) that node

u is detected by node Let’s introduce a random variablé which
counts the number of the points of the Poisson Point Progéess |
in B(0, R). Then, the number of neighboR,......, detected by
node0 after one exchange of HELLO packet is:

R
ESutected = / 2B (r)dr 3)
0

We have :
P(r) =Py« Pa(r) (4)

whereP; (r) is the probability that node and node) do not send
a message at the same tirfife(r) is the probability that node is

not disturbed by a communication in nodis neighborhood. As
already mentioned, according to NS2 assumptibhsK2)s such
that:

362
363 ®)

As no RTS/CTS neither ACK mechanisms are used, probakilitie
for drawing a backoff time are independent and the same fdn ea
node. P2(r) is the probability that node is not disturbed by a
communication in nod®’s neighborhood. This holds if no other
nodew € I'(0) emits at the same time thanor if at least a node
w € T'(0) emits at the same time than nodebut Po(w) is not
strong enough to disturb node The probability there is another
neighbor of nodé which emits at the same time than nadevill
depend onX. Thus:

Pr=1-P, =

Py(r) = ) Pa, (r)PIX = n] (6)
n=0

wherePs, (r) is the probability that a node at distancérom 0 is
detected by knowing thatX = n.

As shown by[[ll), if a nodev emits at the same time than node
u, nodeu will not be detected only ifv is such thatw0| > VK *
|u0|. So, that means that,d{u, 0) > (é% nodeu can be detected
only if no other node if’(0) emits at the same time than itself. So,
if X =mn,forr > gt Pa, (r) = P7. Otherwise, ifr < &,
nodew is detected even ik nodes inB(0, R) send a message at
the same time, as soon as each of thes®desw is such that

|0w| > YK *r. We thus have, ifX = n, forr < QL;{:
Z mR? —7( W*rf)k

.
((1 _py) (1 _ @) le)"

R2
Then, we have :

n

P, (1)

(YEr)? no R
Py, (1) (=P (1-S55) + 1) ir<
PY otherwise.

Since nodes are distributed according to a Poisson PoineBsmf
intensity \:

(/\WR2)” 67>\7\'R2

P[X =n] = "

We can now comput®s (r). If r < &,

Py(r) = nio ((1 —Py) (1 - (‘\X/;ﬂ) _le)n %eﬂmz

o7 YKr)?(1—-Py)

Andifr > L2 Py(r) = Y07, prf%ﬂeﬂmz _ o MRA(1-Py)

Thus:
Pa(r) VIO it < e )
r =
2 e~ ATR?(1-P1) otherwise.

Finally, we can compute the mean number of neighbors a fode
detects:

Egetected = jOR 2A7TTP1]P)2 (T)d?‘
_B_
=y VE oxmrPre= A VEN?(1=F1) g
+ fRL AP e AR (=P gy,
YK

2 —AmR?(1-Pp) 1 )2
+ ATR2e 1(1—<W) ))

1—e—ATRZ(1-Py)

(1-P1)( VE)?

:Pl(



Number of neighbors discovered

Figure 2: Probability for a node u to be detected by nod® as a Figure 4: Comparison of the number of real neighbors and the
function of d = |u0| number of the ones discovered by a node in NS2

C.)\f C.)\f C.)\f C.)\f C.)\f
R RN R VRN A

iy, (D chy

Number of neighbors discovered

Figure 5: M/M/c/c queue

node0. The arrival rate of a HELLO packet is represented by a
Poisson Process of paramefer. The departure rate of the infor-
mation contained in a HELLO packet in the neighborhood table
follows an exponential law with parameter. We chose an expo-
nential law for the sake of simplicity and tractability. Thady
state probability distribution of a M/M/c/c Markov chainsggmilar
P= W to a M/G/c/c probability distributiof]3]. In the latter onthe de-
R G , 9 parture distribution fungtior! can be gconstant, that islaimo the
-P, (m 4 e MR (1711»1)(1 _ ( (\;ﬁ) ))(8) regula_lr removal of entngs in the_ nelghbprhood table. O|$|t§r}n
containsc servers (the information received from each neighbor

Figure 3: Average number of neighbors detected per node

and the probability? for a node to be detected by its neighbor:

Fig.[d and® plot the theoretical results f&f = 16 anda = 4 of node0 is considered by node like a client in the system). We
(default parameters of NS2). One can notice that the higher t ~assume that the number of physical neighbors that has tsbedi
nuber of neighbors to discover, the higher the imprecision. ered is known. When the system is full (every node is knowaghe
Nevertheless, like already claimed, links can be uni-dioeal be- new arrival does not bring any new information, so the paiskett
cause of propagation errors. The node degtamly counts bi- useful. Thus, our system has a queue of lefigtBven if the num-
directional links and thus is the number of nodes detectedidnle ber of neighbors is known, we do not consider a finite popoifati
0 and which have also detectéd size. As there is no preemption in the queue policy managemen
- R ) we make the assumption that each received packet (when she sy
6= fo 2AmrP(r) dr tem is not full) brings additional information to the obsegvnode.

o (1—e—2ATR2(1-P)) 5 _oArR2(1-Py) L2 This assumption holds because we cannot distinguish thesnod
=P -2 VE)?2 +ATR e (1- (a_m) ) This model assumes that there is no preemption when a packet i
) ) ) ) received. In other words, when noteeceives a packet from node
Fig.[4 compares the node degree in an ideal case with the ene ob u, the information is stored in the nodks table duringl/x., and
served theoretically with MadMac or IEEE 802.11. Resuleady can not be refreshed. Fig. 5 shows the graphical repre&miatt
show that a realistic MAC layer impacts the neighbor discpead our chain. Such a chain represents the state of the neighbarh
the bi-directionality of wireless links. table of node. If the system (node) is in statei, that means that
: node0 has discovered nodes out of its: neighbors. Note that as
3'4'2, Evgluatlng the paramet(.a.rs ) in every Markov chain, the probability of simultaneous egeis
In this section, based on the probability detection and tsem {hys receiving simultaneous HELLO packets is impossiBie.
effective node degree provided by Sectlon 3.4.1, we try &mth  gteqqy state, the probability to be in statis given by:
retically capture the dynamic evolution of the neighborthdable
of each node based on HELLO packet paramefersr..o and
AGEnax. To do so, we model the neighborhood table of a node B = pk <c> 7
with a M/M/c/c Markov chain by considering the Erlang formu- k
las for birth and death process withservers([B]. Let\; be the
frequency of HELLO packet reception at a node (note that when where,p — As andn© — 1 _
propagation is error-free\s = fmrrro), andu, the removal rate ' o 1435 p.(9)
of information for node) neighborhoodi(e. 1/AGE ax). We are interested in the probability for the system to reniain
A M/M/c/c chain captures the evolution of informations con- statec, i.e., the probabilityr(®). () is the probability for a given
tained in the neighborhood table of a typical node. We carsid node to have a complete knowledge of its neighborhood atengiv



point of time. () is such that:

C C

@ - & r_
c! 25:0 pZ%
Ay is the correct packet arrival rate at nodi¢rate of successful
reception of a HELLO packet) and can be written as:

A = faeLro X P

whereP is the probability of successful reception at ndilésee
Section[3.41). Fidd6 arld 7 plot the probability for the Mark
chain to be in stater), depending on the number of neighbors.
The different curves show the influencemofand so of the HELLO
protocol parameters). As expected, an increasing valug iof
creases the probability to be in stat&). We can also see that
even for a high value aop, the probability for a node to have the
full knowledge of its neighborhood is nat For a higher degree,
the probability to have a complete knowledge is the same thisawi
low degree for a fixed value gf. These values constitute a lower
bound, because of the non preemptive update of informatidime
Markov chain, but they give a good intuition of the evolutioh
the neighborhood table and of the impact of the HELLO pratoco
parameters. One has also to notice that an increasing delgee
decreases the value Bfand thus reduces the valuepfTherefore,

in order to maintain the same probability®), when the degree
changes, one has to increase the HELLO packet frequencgrand/
to increase the value AGEnax.
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Figure 8: Comparison between analysis and simulation for
fuerro=1landpu, =1/3

Fig.[H shows the comparison between theoretical resultsiamd
ulations by plotting the probabilityr® for frrrro = 1 and

1y = 1/3, considering the probabilit @). For the simulations,
we run 100 simulations of50 seconds each and we observed the
evolution of the neighborhood table of a given node. Figstesv
the accuracy of the proposed model for different intensigied for
the observed node. From these results, we can say that teebeha
correctly, protocols relying on the neighborhood discgveave to
deal with the inconsistent state of the neighborhood tabkaeh
point of time. It is worth noting that this inconsistent sté worsen

by mobility and increasing the value pfis not suitable for mobil-

ity handling. The next step of this analysis is to include itityb
handling.

4. RESULTS

4.1 Simulation Model and Parameters

All simulations are performed over the NS2 simulator in it872
version. The simulator has been modified to reflect the 8@2.11
DSSS parameter. We have also modified the communicatiorerang
of each node to reflect 802.11b card based on the specifioaftion
wireless card. Nodes are randomly deployed using a Poission P
Process in @000m x 1000m square with various levels of intensity
. In such processes, represents the mean number of nodes per
surface unit. The communication ranBés set tol50m in all tests.
Simulation are run during0s. The results obtained are within a
95% - confidence interval. No mobility pattern is used.

Both clustering algorithms are evaluated over a 802.11 MAC
layer and a MadMac layer for each node distribution. Eachltes
is compared to the results obtained with the use of an ideaCMA
layer. The ideal MAC layer refers to a Unit Disk Graph model
with no interferences, no packet collisions, each messageis
immediately and successfully received by each node withim-c
munication range. Each association of protocols MAC-€ltisy
is evaluated for three values ¢lirrro: 1/f1 = 1s, 1/f2 =
2s, 1/fs = 3s (where whenl/furro = x a node sends a
HELLO packet every: seconds). For each combinatioh/ AC' —
Clustering — furerro), we removed entries in data base older
than AGEax by using three values foAGEnax: AGE; =
THBLIO ,AGEs = 2 andAGE; = ————.

HELLO ', fHELLO ) fHELLO o

Contrarily to the ideal MAC layer, links may become uni-ditienal
when using a realistic MAC layer. Since the clustering alfons
require bi-directional links, a node will not consider wdirectional
link when computing its density.

4.2 Model Validation

To validate our NS2 code, we use a simple scenario depicted
in Fig.[@. In this scenario the lines represent the wirel@sss|
between nodes. Tablg 3 gives the value computed by the nodes
during the simulation. Results validate our model.

Figure 9: Validation scenario

4.3 Simulations Results

This section presents the simulation results of our propase
plementation.



3(w) p(u) () Plu)
Node | Theo. | Simul. | Theo. | Simul. | Theo. | Simul. | Theo. | Simul.
0 4 4 8/4 2.00 0 0 0 0
1 3 3 5/3 1.66 0 0 0 0
2 3 3 5/3 1.66 0 0 0 0
3 3 3 5/3 1.66 0 0 0 0
4 3 3 5/3 1.66 0 0 0 0

Table 3: Validation

4.3.1 Neighbor discovery

As claimed earlier, the use of realistic MAC and physicallay
ers greatly impacts the neighbor discovery. In this sectiomrun
simulations in order to validate the theoretical analysevjgled in
Sectio 3.Z1. Fid10 plots the mean node degree the mean
number of bi-directional neighbors fdk = 150m and different
values of\ after one round of HELLO messages exchange. Re-
sults perfectly match.

Figure 10: Mean node degree by theory and simulation as a
function of A for R = 150

4.3.2 The influence of the timeout for data refresh

We show how the time data are stored influences the cluster-
ing protocols. Fig[Zlll and12 plot the number of clusters Fer t
two different clustering protocols as a function of the timvgh
fuerro = fi1. Results are plot here for = 100 but the cluster-
ing behaviors are similar whatever the number of nodes.

# clusters

20 25 30
time.

Figure 11: Number of clusters obtained for A\ = 100 and
fuerLo = fi when using the density-based algorithm

We only present results fofurr.o = fi. But, results for
fuerro = feand fuerro = f3 present the same oscillations.
The lower the frequency, the more the system oscillatedptiger
it needs to stabilize, as we will show later in Secfion4.&Rasults
plotted here are thus the better behavior we can expect.

One can notice that depending on how fresh the data condidere
are, the clustering algorithms converge toward differettigs, but
never aims at the one obtained in the ideal case. This can-be ex
plained by the theoretical analysis of Secfiod 3.4. Indesdshown
by this analysis, the probability to detect every neighbodenin

# clusters

time.

Figure 12: Number of clusters obtained for A 100 and

faeLro = f1 when using DDR

only one round is very low, indeed, whetGEyax = AGE:,
none node has an exact view of its neighborhood at any timd, An
to compute the degree or the density value, nodes need npt onl
their own neighborhood but also the neighborhood of theigme
bors. This explains that, whef\G Fxs 4 x is close to the frequency
of HELLO packets, we observe a kind of oscillation in the num-
ber of clusters and algorithms have difficulty to self-sliabi The
neighborhood table and data used for computing the dedsgyge
value computation changes frequently. We can see that ¢hiavb
ior appears for both MAC layer protocols. In fact, the delatra-
duced at the MAC layer modifies the status of each node. When
assuming a perfect but not instantaneous transmission ssages,
for example a TDMA scheduling where no collision occurs,rgve
message transmission has the same delay and the jitterastequ
0. This behavior does not appear here, transmissions arentitus
perfect and some HELLO packets are lost. While considering a
random access method, the jitter varies because of coortenitn
802.11 and MadMac, this aspect is worsen by the random Hackof
algorithm used and this oscillation appears because thists &
high probability that a HELLO packet sent by nodeis not re-
ceived by all nodes if'(u) before the end of thelGEy ax pe-
riod. Increasing the frequency of HELLO packet or incregdime
AGE\ ax of data validity is thus the solution to this problem. In-
deed, this amounts to increasing the valug.oin the analysis.
Fig.[T1 andIR show that havindG Earax equal to twice the
fuerro (thusp = 2P from SectiorZ3}) is enough to avoid this
oscillation problem, whatever the clustering protocol archtever
the network density. This confirms the theoretical resuitSec-
tion[334. By increasing thelGExax period, the clustering pro-
tocol behavior tends toward the ideal case. Moreover, wencan
tice that the density-based algorithm oscillates lessgtyothan
DDR. This shows that the density metric allows to smooths the
small topology changes down and so, that the metric usegan-la
3 protocols may be useful to overcome the imperfections of the
lower layers. We can also notice that oscillations are gfeomhen
using 802.11 whedGEnax # AGE. as a MAC layer rather
than MadMac, whatever the clustering algorithm. This is thue
the fact that MadMac is fairer than 802.11 and that in average
allows more nodes to access the channel. If at rdymbdeu can-
not send its HELLO message, it is more likely to send its HELLO
packet at roun@ with MadMac than with 802.11.

4.3.3 The influence of HELLO frequency

In this section, we evaluate the influence of the HELLO fre-
quency. For it, we evaluate the different scenarii for salealues
of furrro and by fixing AGEy ax. Fig.[I3 andI¥ show the
evolution in time of the number of clusters depending fo& E'3
and\ = 100. We can see that when the HELLO packet frequency



decreases, the convergence time of the algorithm increagish
was expected since the more often data are sent, the faster ea
node updates its neighborhood table. We can see, as exptxted
the time needed for the algorithm to converge is roughly prop
tional to the HELLO frequency. This behavior is the same wheit

the MAC layer protocol and whatever the metric used for @ust
ing. Because of page restriction, we only show here the behav
of the system forAG Es and A = 100 but results are the same for
other AGE ax values and other intensity values. These observa-
tions confirm the analytical results where the valug ohpacts the
network. Thus, for a fixed value oG Exr 4 x, the HELLO packet
frequency only influences the convergence time.
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Figure 13: Number of clusters, for\ =
using the density-based algorithm

100 and AG E3 when
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Figure 14: Number of clusters, for\ =
using the DDR algorithm

100 and AG E3 when

5. CONCLUSION AND FUTURE WORKS

In this paper, we analyzed the impact of a realistic protstatk
over a self-organization depending of several parameféeshowed
that the choice of the MAC layer impacts only in small measure
the self-organization even if using MadMac instead of IEBE.&1
as MAC layer protocol allows to discover nodes a little biiaier.
We also showed that using the density metric instead of thecde
smooths local link failures down and gives more stabilitythe
self-organization. The main disturbance comes from thengeof
the neighbor discovery protocol. Indeed, we showed thaalbt
and by simulation that even in the best case, a node neveveisc
all its neighbors. We give a theoretical way to set the HELL® p
tocol parameters according to the discovery probabilityuieed.
The packet frequencyr r..o and the time information is stored
if not refreshedAG Errax are linked and the parameter to set up
is the ratio of both of them. These first results show thatyshgl

the HELLO protocol parameters is important when the informa
tions in the HELLO packet are necessary for some other potgoc
The next step of this work is to optimize the HELLO protocal o
specific (clustering, MAC) combination.

As future works, we intend to lead similar analysis when @bns
ering node mobility and the presence of traffic. We presenteso
preliminary results on the simple topology given in Hib. 8.this
scenario, we try to include a saturated data traffic from niote0.
The results of 80s simulation is given in TablEl4 with a frequency
of HELLO packets equal td.s~* and a valid data age 8k.. The-
oretical results are the same as in TdHle 3. It is worth natiag
this does not mean that the clustering algorithm has coedecgr-
rectly. At this point, nothing can be concluded except thhemw
some traffic is present in the network the clustering alamican
be strongly affect. More simulations and theoretical asishare
needed to conclude anything and to understand the netwbdvbe
ior in such cases. Indeed, introducing any kind of self-nization
into a network aims at bringing more advantages to the nétwor
and just consists in a basis. If having some regular traffiallfo
disturbs the self-organization, we have to study in whatsuess
the self-organization is useful to the network and does aatnhit
and what the limits of the self-organization are.

p(w) H(u) P(u)
Node | 802.11 | MadMac | 802.11 | MadMac | 802.11 | MadMac
0 1 2.00 0 0 1 0
1 1.66 1.66 1 0 1 0
2 1 1.66 0 0 0 0
3 1.66 1.66 3 0 3 0
4 1 1.66 0 0 1 0

Table 4: Node values
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