N
N

N

HAL

open science

Efficient Broadcasting in Self-Organizing Sensor
Networks
Nathalie Mitton, Anthony Busson, Eric Fleury

» To cite this version:

Nathalie Mitton, Anthony Busson, Eric Fleury. Efficient Broadcasting in Self-Organizing Sensor Net-
works. International Journal of Distributed Sensor Networks, 2006, 2 (2), pp.161-187. hal-00383995

HAL Id: hal-00383995
https://hal.science/hal-00383995
Submitted on 14 May 2009

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00383995
https://hal.archives-ouvertes.fr

Efficient Broadcasting in Self-Organizing Sensor

1

Networks

Nathalie Mittori Anthony Busson

INRIA ARES - INSA Lyon IEF - CNRS UMR 8622 - Orsay
nathalie.mitton@insa-lyon.fr ~ anthony.busson@ief.u-psud.fr

Eric Fleury
INSA Lyon - INRIA ARES
eric.fleury@inria.fr

Abstract

Multi-hop wireless networks (such a&l-hocor sensor networks) consist in
sets of mobile nodes without the support of a pre-existing fixed infretstre. For
scalability purpose, ad-hoc and sensor networks may both need t@éeized
into clusters and require efficient protocols to perform common glotwncu-
nication patterns like the broadcasting operation. During a broadcastingatas
source node needs to send a same message to all other nodes in thik.rétnwee
desired properties of a scalable broadcasting are energy and bémeificiency,
i.e, message retransmissions should be minimized. In this article, we peesen
scalable broadcasting schemes that takes advantages of the clusteritgyes.

In this way, we only build one structure to perform both self-organizatioth a
broadcasting in clusters and in the whole network. It appears that oadtast-
ing scheme presents the best trade-off between the number of meisaimns and
transmitters (for energy saving) and reliability, when compared to existhg
tions.

keywords: sensor, multi-hop, wireless networks, self-organization, broadgastin
clustering, stochastic geometry.

Introduction

Multi-hop wireless networks (such as ad-hoc or sensor mésyaonsist of sets of
mobile wireless nodes without the support of a pre-exidfixed infrastructure. They
offer unique benefits for specific environments and appbioatas they can be quickly
deployed. Each node acts as a router and may arbitrary appe&anish. Protocols
deployed in such dynamic contexts must adapt to frequentankttopology changes.
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No centralized administration entity is required to mantgedifferent mobile hosts
operations. Mobile hosts rely on battery power, which isax®e resource. Moreover,
wireless links have a significantly lower capacity than @iomes; they may be affected
by several error sources that result in a degradation ofdbeived signal. Ad-hoc
networks and sensor networks are instances of multi-hoplegis networks. In ad-
hoc networks, nodes are independent and may arbitrarilyerabany time at different
speeds. In sensor networks, nodes are more static andtadtedhey have to forward
to specific sink nodes. For the purpose of scalability, acl-wed sensor networks
may both need to be organized into clusters and require soatecpls to perform
common global communication patterns as the broadcasislg tAn organization is
needed to allow the scalability in terms of number of nodésmat node density without
generating too much traffic (for routing, for example) neitioo much information
to store or to compute. A common solution is to adopt a hidiaat organization
by grouping nodes into "clusters” and bind them to a leadkrs{er-head). Such an
organization may allow the application of different rogtischemes in and between
clusters. In a broadcasting task, a source node needs tasantk message to all other
nodes in the network. Such a functionality is needed, fongta, when some queries
about the measures (in sensor networks) or a node locatian fioc networks) need to
be disseminated over the whole network or within a clustertiermore, in all wireless
networks, the broadcasting task is a fundamental mechamsioh by either proactive
or reactive routing protocols. The desired properties afdable broadcasting are thus
reachability (every node must be touched by the broadegstmergy and bandwidth
efficiency (battery power and bandwidth are rare resounsdsraust be saved as much
as possible). The operation has to be designed in order teaksr the overhead as
much as possible, while maintaining the maximal diffusion.

In this paper, we propose to take advantage of the charsiitsrof our previous
wireless network clustered structure [13] in order to edtiério an efficient and scal-
able broadcasting structure. By using our purely distatutlustering algorithm, we
build only one structure for both operations (organizind &noadcasting). We argue
that both emissions and receptions consume energy. In twradeaximize the lifetime
of the network, one should minimize the number of relay ndagslso the number of
receptions induced. We also provide a theoretical anabfdise broadcasting opera-
tion in such networks that show that the mean number of remepper node can be
expressed as the product of the degree of relay nodes timadbability for a node
to be such a relay. Simulation results then allow us to ilatstour theoretical anal-
ysis and to evaluate the reliability of the different broasting schemes with regard
to the number of the relays and their degree. Surprisinglgppears that the more
reliable protocols are not the ones with the greater numbieansmitters but the ones
which elect relays with a high degree. They also show thaboemdcasting algorithm
presents the best trade-off the best trade-off betweerutimbar of retransmissions and
transmitters (for energy saving) and reliability, when pamed to existing solutions.

The remainder of this paper is organized as follows. Sel@ipresents some ex-
isting broadcasting solutions. Section 3 summarizes cewipus work and highlights
the fundamental characteristics of our cluster orgaropatthich might be useful for
a broadcasting task. Section 4 presents the way we extenzluster structure into a
broadcasting structure and details our broadcasting seh8ection 5 provides a theo-



retical analysis of the broadcasting task using the staidgsometry and the Palm dis-
tribution. Sectioh 6 compares several broadcasting schbssimulation and presents
the results. Finally, we conclude and discuss possibledudteas of investigation in
Section 7.

2 Broadcasting in multi-hop wireless networks

The desired properties of a scalable broadcasting are ab#ity) energy and band-
width efficiency. By reachability, we mean that a great prtipa of nodes (more than
90%) receives the broadcast message. In this paper, we onlydeomsliability at the
network layer,.e., a broadcasting scheme is said reliable if every node coedéo
the source receives a broadcast packet in a collision fraeoeament. As in a wireless
environment, a node wastes energy when transmitting asasedceiving a packet [7],
the number of retransmissions and receptions should bothitienized. In this sec-
tion, we focus on solutions proposed in the literature fdwoek layer broadcasting
schemes which are based on dominating sets and use omciiahigd antennas.

The easiest way to broadcast a message over a network isrldeflbbding,i.e.,
each node re-emits the message upon first reception of itioGdly, this scheme en-
genders many collisions and wastes bandwidth and energyrefre, this broadcast-
ing technique can not be envisaged over large scale or vasedsetworks. This gave
birth to more intelligent broadcasting protocols which tmyminimize the number of
retransmissions by selecting a subset of relay nodes thaitlawed to forward a mes-
sage. This subset is called a dominating set. To obtainabitelbroadcasting scheme,
each node in the network should be either in the dominatih¢asel is called a domi-
nant or internal node) or neighboring at least one node iddmeinating set. The main
challenge is to find a connected dominating $&t,(where the dominant nodes form
a connected component) which minimizes the number of thragsmitters as well as
the number of copies of a same message received by a nodevetptings problem is
known to be NP-hard [9]. |. Stojmenovic and J. Wu [19] havessified broadcasting
schemes according to the kind of the dominating set they cisster-based, source-
dependent dominating set and source-independent dongrest.

In previous cluster-based [6, 11] solutions, the idea i$ ¢wary node which has
the lowest Id or the highest degree (Linked Cluster Arclitec(LCA) protocol) in its
1-neighborhood becomes a cluster-head. If a non-clusi-hede can hear more than
one cluster-head among its neighbors, it becomes a gat&ayconnected dominat-
ing set is thus composed of both the cluster-heads and therggd. Some optimiza-
tions have been proposed to localize the maintenance raoesavoid chain reactions
which may occur in case of node mobility [4] or to limit the nber of gateways [22]
(to reduce the size of the dominating set).

In solutions based on source-dependent dominating seflf10the sending node
selects adjacent nodes that should relay the message. Thérstays of a node:
is chosen to be minimal and such that e&ehop neighbor of node. has at least
one neighbor among the relays of A node u only needs information on it8-
neighborhood to select its relays. When a broadcasting tapkrformed, a node
forwards a message received at first from a nodeand only if nodev has chosen



nodew as one of its relays. Methods differ in details on how a noderdgnes its
relays. The most popular of them is the one based on the WRaltit Relays (MPR) of
OLSR [17]. In OLSR, the MPR are also used for building routiagles and the MPR
have thus a double use.

In solutions based on source-independent dominatingtrsetet of relay nodes is
independent of the source node and thus it is the case of opogal. Nodes decide
by themselves whether they belong to the dominating setppesed to the source-
dependent schemes where relays are explicitly chosen bglea iMany solutions have
been proposed. In every cases, nodes only need informdtitieio 2-neighborhood.
A simple and efficient algorithm, the NESIéighbor Elimination-Based Schejra
Wu and Li [21], introduces the notion aftermediatenodes. A node is saidtermedi-
ateif at least two of its neighbors are not direct neighbors. $etection rules based on
the2-neighborhood topology are then introduced to reduce theben ofintermediate
nodesby "eliminating” some of them. The remaining ones becomea¢teys. A node
states whether it is relay according to a priority value vatpdmarily was the node Id.
Then, several variant solutions have been proposed to ealthis algorithm by using
other priority values ag.g. the node degree or the remaining battery [5, 18]. From
it, several solutions have then been derived [3, 18]. In,[1t8} authors also propose
another kind of Neighbor Elimination Scheme which can bersechup by "Wait and
See”. Upon reception of a broadcast message, a node doesrward the message
immediately but counts a random period of time. During tlesqd it watches whether
one of its neighbors forwards the message and if so, whahareddes which receive
the message. When the random period is expired, the noderfis\tfee message if and
only if some of its neighbors have not been covered by previmnsmissions. An en-
hancement of this scheme has then been introduced in [3]isidering the Relative
Neighborhood Graph (RNG) instead of the real graph. Howekese latter Neighbor
Elimination Schemes can not been classed in source-indepedominating set cat-
egory as they are based on random numbers. Moreover, thartithers change from
one broadcasting task to another one and do not depend ooutee seitherWait and
Seeprotocols obviously obtain great results regarding the lmemof transmitter nodes
and useless receptions but they also induce an importartchatdue to the random
waiting periods.

3 Previous work and main objectives

In this section, we summarize our previous clustering aggton which our broad-
casting scheme proposition relies. Only basis and featunes are relevant for broad-
casting are mentioned here. For more details or other ctegistics of our cluster-
ing heuristic, please refer to [13, 14, 15]. For the sake wipdicity, let's first intro-
duce some notations. We classically model a multi-hop es®hetwork, by a graph
G = (V, E) whereV is the set of mobile node${(| = n) ande = (u,v) € F repre-
sents a bidirectional wireless link between a pair of nadesdv if and only if they
are within communication range of each other. We ritite) the cluster owning the
nodeu andH (u) the cluster-head of this cluster. We ndtg«) the1-neighborhood of
nodeu, i.e., the set of nodes with which shares a bidirectional linki(u) = |T'; (u)]



is the degree ofi.

Our objectives for introducing our clustering algorithmrevenotivated by the fact
that in a wireless environment, the less information exgednor stored, the better.
First, we wanted a cluster organization suitable for larggles multi-hop networks.
That implies that the radius/diameter of clusters shoutdedixeda priori but should
be flexible radius and able to adapt to the different top@sgirhe clustering schemes
mentioned in Sectidn 2 have a radiuslofin [1, 8] the radius is set a priot) Sec-
ond, nodes should be able to set up purely local heuristiassing local information,
gathered in thei-neighborhood.(In [1], if the cluster radius is set tal, the nodes
need to gather information up t@ hops away before taking any decisiorF)nally,
we desired an organization robust and stable over node ityobib satisfy all these
requirements, we introduced a new metric catledsity The notion of density charac-
terizes the "relative” importance of a node in the networdt wiithin its neighborhood.
The underlying idea is that this link density (notefd:)) should smooth local changes
down inT; (u) by considering the ratio between the number of links and tmebrer of
nodes inl'y (u).

Definition 1 (density) The density of a node € V' is

p(u) = {e = (v,w) e E|we {(su(i)u Iy (u) and v € T'1(u)}|

Each node locally computes its density value and peridgitabadcasts it locally
to its 1-neighbors €.g, usingHel | o packets). Each node is thus able to compare its
own density value to it$-neighbors’ density and decides by itself whether it joine 0
of them (the one with the highest density value) or it wins alatts itself as cluster-
head. In case of ties, the node with the lowest Id wins. Inway, two neighbors
can not be both cluster-heads. By performing the joiningcess, we actually build
directed acyclic graphs (DAG). A DAG is a directed graph ttaitains no cycles,e.

a directed tree. The node with highest density value wittsiméighborhood becomes
the root of the tree and thus the cluster-head of the clu$tsde« has joined noda,
we can say thaw is nodeu's parent (noted”(u) = w) in the clustering tree and that
nodeuw is a child of nodew (notedu € Ch(w)). A node’s parent can also have joined
another node and so on. A cluster then extends itself umébithes another cluster. If
no node has joined a node(Ch(u) = (), u becomes a leaf. All the nodes belonging
to a same tree belong to the same cluster. The clusteringgsdauilds clusters by
building a spanning forest of the network in a distributed ktal way as the decision
criterion is only based on information regarding thaeighborhood of a node (gotten
from HELLO packets locally and periodically broadcast).

3.1 Some characteristics of the clustering algorithm

This algorithm stabilizes when every node knowscitsrect cluster-head value. It has
been proved by theory and simulation to self-stabilize iwitin expected low, constant
and bounded time [15]. It has also been proved that a clhst®d-is aware of an in-
formation sent by any node of its cluster in a low, constamt bounded time. The



number of clusters built by this heuristic has been showedy#oally and by simu-
lation to tend toward a constant asymptote when the densitpaes in the network
increases. Moreover, compared to other clustering schamBPPR [16] or Max-Min
d cluster [1], our cluster organization has revealed to beerstable over node mobil-
ity and arrivals and to offer better behaviors over non-amif topologies [13]. Other
interesting features for broadcasting obtained by siroriatare gathered in Takle 1.
They are commented in Section B.2.

500 nodes| 600 nodes| 700 nodes| 800 nodes| 900 nodes| 1000 nodes

# clusters (trees) 11.76 11.51 11.45 11.32 11.02 10.80
DiameterD(C) 4.99 5.52 55 5.65 6.34 6.1
Cluster-head eccentricity 3.01 3.09 3.37 3.17 3.19 3.23
Tree depth 3.27 3.34 3.33 3.34 3.43 3.51

% leaves 73,48% 74,96% 76,14% 76,81% 77,71% 78,23%
Non-leave degree(in trees) 3.82 3.99 4.19 4.36 451 4.62
Voronoi: Euclidean distance 84.17% 84.52% 84.00% | 83.97% 83.82% 83.70%
Voronoi: # of hops 85.43% 84.55% 84.15% 83.80% 83.75% 83.34%

Table 1: Some cluster and clustering tree characteristics.

3.2 Objectives

As explained earlier, our clustering heuristic leads atsdrae time to the formation of
a spanning forest. It appears attractive to use such a "nicdérlying clustering tree
structure as a basis for the broadcasting task. This bretidgascheme is dominating
set-based where all non-leaf nodes (tree internal nodésdpéo the dominating set.
As mentioned in Tablel1, a great proportion of nodes (abot)7e actually leaves,
therefore a broadcasting scheme based on this dominatiresgected to save many
retransmissions. As thdustering treesorm a spanning forest of the network, the set
of all trees is a dominating set of the network but is not a ested dominating set
as the trees are independent. So, to perform a reliable tmstidg task in the whole
network, we need to connect these trees by electing someagdetween them. Our
gateway selection process is described in Section 4.

As already mentioned, each node only needs to kno2+itsighborhood to choose
its parents, and to know whether it has been chosen as paremiebof its neighbors,
otherwise it is a leaf. Thus, the forwarding decision of a-gateway node is based
on local state information. Only the gateway selection camnjialified of quasi-local
(according to the classification of [22]) as only few nodeschenformation up tot
hops away (tree depth). Thus, our broadcasting scheme db@sdace a high costly
maintenance. We propose to use this structure not only fonpem traditional broad-
casting in the whole network but also for broadcasting qairgtinto a cluster only.
This kind of task might be interesting for clustered arattitees when, for example, a
cluster-head needs to spread information only in its ciuite in sensor networks, for
instance, where a base station may need to update devige®ads query over them.



The eccentricity of a node is the greater distance in numbleojas between itself and
any other node in its cluster. We can see in Table 1 that tleedepth is pretty low
and close to the optimal one (cluster-head eccentricityjis presents a good prop-
erty for performing a broadcasting within our clusters.dad, none node is really far
away from its cluster-head and can expect to receive quikjyinformation it would
spread. Moreover, we computed the proportion of pointseclts their cluster-head
than any other one in Euclidean distance (Voronoi: Eucliddiatance in Table]1) and
in number of hops (Moronoi: # of hops in Table 1). Results stiwat a large proportion
of nodes (more tha83%) lays in the Voronoi cell of their cluster-head whatever the
process intensity. This characteristic is useful in terfbroadcasting efficiency as
if the cluster-heads need to spread information over their oluster, if most of the
nodes are closer to the one which sends the information, welsandwidth, energy
and latency.

4 Our contribution

In this section, we first propose an algorithm for the gateselgction, then we detalil
the two kinds of broadcasting: within a cluster and in the leh@twork.

4.1 Gateway selection

A gateway between two neighboring clustetéu) and C(v) is a pair of nodes
(x, y) noted Gateway(C(u),C(v)) = (z,y) such thatr € C(u), y € C(v)
andz € TI'i(y). For a given pair, we say that nodeis the "gateway node”
and that nodey is the "mirror-gateway node” of the gateway. f(u) and
C(v) are two neighboring clusters, we note the gateWayecway(C(u),C(v)) =
(x = GW(C(u),C(v),y = GWm(C(u),C(v))), where GW(C(u),C(v)) is
the gateway node an@Wm(C(u),C(v)) is the mirror-gateway node. Note that
GW(C(u),C(v)) € C(u) andGWm(C(u),C(v)) € C(v). The gateways ardirected
gateways in the meaning that two neighboring clusters akedi by two gateways
Gateway(C(u),C(v)) andGateway(C(v),C(w)) which may be different.

To select a gateway between two clusters, we thus need teedefiair of nodes.
Our selection algorithm runs in two steps. The first stepaadleach frontier node to
locally choose its "mirror(s)” in the neighboring clustex(We call a node a frontier
node if at least one of its neighbors does not belong to thee sdoster than.. A
frontier node and its mirror then form an eligible pair. Tleeand step selects the most
appropriate pair as the gateway. The algorithm tries to pterthe selection of internal
nodes in order to minimize the size of the dominating set aselatter ones already
belong to the relay set.

Moreover, in order to add reliability against link failureger these sensitive nodes,
each gateway elects a back-up gateway within its neighleakhbhis one will forward
the message if and only if it does not hear the principal gayetransmitting it (Vait
and Seghilosophy).



4.1.1 Mirror node selection

As seen in Section 3, as the density-based clustering tigorises the node Id as the
last decision criterion, every nodemight be aware in an expected bounded and low
time, whether it exists among its neighbors a nodéhich does not belong to the same
cluster than.. If so, nodeu is a frontier node and so becomes an eligible gateway node
for Gateway(C(u),C(v)). Each frontier node: then selects itsnirror node among

its neighbors which do not belong t«). To do so,u first selects non-leaf nodes,
i.e., internal nodes/transmitters in every case and chooseagthem the node with
the highest density value. If all nodess T'; (u) such thatC(u) # C(v) are leavesy
chooses the node with the lowest degree in order to limit edegs receptions induced
by an emission of a message by the mirror. In case of tiespttest Id decides. Ifi is

a frontier node of the clusteét(v) (C(v) # C(u)), we notem(u, C(v)) the mirror node
chosen by in C(v). Note that if a node is a frontier node for several clusters, it has
to select a mirror for each cluster.

Algorithm 1 Mirror selection -RUN AT EACH FRONTIER NODEuw, i.e, Jv €
I (u)s.t.C(v) # C(u)

For each clusterC for which w is a frontier node: C # C(u) and Jv € T'1(u) N C,
do
SelectS the set of nodes such thét=C N {v | I'1(u) | Ch(v) # 0}.
> u first selects the set of the non-leaf nodes as they are tratesmin every case.
if (S # 0) then SelectS’ the set of nodes such thét = {v | v = mazwesp(w)}.
> u collects internal nodes with the highest density in ordgpramote stability.
elsex> All the possibly mirrors of, are leaves.
S={CNTi(u)}.
SelectS’ the set of nodes such thét = {v |v = minyesd(w)}.
> u collects the leaves with the lowest degree in order to mirentie receptions induced by
adding this node to the relay set.
end
if (S = {v}) thenm(u,C) = v.
> There are no tiesS’ contains only one node: the mirror of
elsem(u,C) = v such thatfd(v) = min,ecs Id(w).
> There are tiesu elects the node with the lowest Id.
end
enddo

4.1.2 Gateway selection

Once each frontier node has chosemiisror, we have to choose the most appropri-
ate pair as the gateway. Once a gateway nod elected as7 W (C(u),C(z)), we
haveGateway(C(u),C(v)) = (GW(C(u),C(x)), mirror(GW (C(u),C(x)),C(z))).
According to the taxonomy of [22], this step is quasi-locdlereas the first one is
local.

The gateway selection we propose is distributed since atgmieis performed at
every level in the tree and tries to limit useless receptlmngavoring internal nodes.
Frontier nodes send their Id to their parent and indicatmtinether they are leaves
and whether they have a leaf as mirror. Each parent selechett candidate among its



children and sends the same information up to its own parehtsa on, until reaching
the cluster-nead. The selection is thus semi-distribugedvary internal node elimi-
nates some candidates. In this way, only small size packetfoavarded from the
frontier nodes to the cluster-head. As mentioned in Tabteelmean degree of all the
internal nodes (cluster-head included) is small and cohsthatever the number of
nodes, which induces a small and bounded number of messag@shdlevel which is
also bounded by a low constant [15].

Let’s express that belongs to the subtree rootedur(notedv € s7 (v)) if uis the
parent of node or if the parent of node is in the subtree rooted im:

{vesT(u)NTi(u)} < {veCh(u)}or {vesT(u)Ni(u)} < {P(v) € sT(u)}

Let say thatC(x) is a neighboring cluster of the subtre®(«) of an internaks iff
C(z) # C(u) and3z € C(x)and y € s7 (u) such thaty € I'y(z). The best candidate
choice is performed as follows. For each of the neighboringtersC (z) of its subtree,
an internal node; considers the sa¥ of the candidate nodes (frontier node§) &
{vesT(u)|TFweTi(v)]|C(w) #C(uw)}). Then, it selects among them the subset
G’ C G of internal nodes, still in order to limit the number of tramer nodes. If
G’ is only composed of leaves, the selection is processed aalbogndidates of7.
From thereu favors the nodes which mirror is a non-leaf node, then it esber the
density value (if remaining candidates are non-leavesggreae (otherwise) to decide.
At the end, in case of ties, the node with the lowest Id is etbetsGW (C(u), C(x)).
Note that, ifC(u) andC(v) are two neighboring clustergjateway(C(u),C(v)) #
Gateway(C(v),C(u)) in most cases.

Algorithm 2 Gateway selectioRUN AT EACH INTERNAL NODE u

For each clusterC # C(u) for which 3v € s7 (u) which is a frontier node do
Gather the seff of candidate nodes¥ = {v € s7 (u) | 3w € I'1 (v) | C(w) = C}.
SelectG’ C G the setof nodes s.t. G’ = G N {v|Ch(v) # 0}.
> u first selects the set of the non-leaf nodes as they are tratesmin every case.
if (G’ # 0) then
> There are non-leaf candidates. will favor the ones with a non-leaf mirror and/or the highest
density.
SelectG” C G’ the set of nodes s.&” = G’ N {v|Ch(m(v,C)) # 0}.
if (G” # () then SelectFlinalist C G” the set of nodes s.t.Finalist =
{vlp(v) = mazec p(w)} .
> Internal Node—Internal Node Gateway.
else Select Finalist C G” the set of nodes s.t. Finalist =
{vlp(v) = mazcarp(w)} .
> Internal Node—Leaf Gateway.
end
else
> All candidates are leavesz will favor the ones with a non-leaf mirror and/or the smatles
degree.
SelectG” C G the set of nodes s.6&” = G N {v|Ch(m(v,C)) # 0}
if (G” # () then SelectFlinalist C G” the set of nodes s.t.Finalist =
{v|d(v) = minwead(w)}.
> Leaf—Internal Node Gateway.



else Select Finalist C G” the set of nodes s.t. Finalist =
{v]d(v) = minyego(w)}.
> Leaf—Leaf Gateway.
end
end
if (Finalist = {v}) then Winner = v.
elseWinner = {v|Id(v) = minyerinatistId(w)}.
> There are tiesu elects the node with the lowest Id.
end
if (u = H(u)) then Winner becomes the final gateway nod@uteway(C(u),C) =
(Winner, m(Winner,C))
elseSend théVinner identity toP(u).
end
enddo

4.1.3 Back-up gateway selection:

This selection is a purely distributed local process andkes benefits from the lo-
cally broadcast feature offered by the wireless medium. Whé&ontier node sends
information to its parents during the gateway selectiorcess, every node in its neigh-
borhood learns its condition (leaf, internal, border naste,). In this way, a gateway
node knows in its neighborhood which node may act as a badatgway, without
extra-message. It selects it by choosing a frontier nodetwas a mirror node differ-
ent from its own one if possible. This back-up gateway acfsl&svs. Upon reception
of a broadcast message, the back-up gateway triggers auiniéi has not heard the
main gateway emitting when the timeout expires, the backmatpway forwards the
broadcast message. This back-up gateway thus does notyddedess receptions (as
it emits only under some conditions) and adds some religilrlithe broadcasting task.
Moreover, it does not add any extra-cost since its seledidocal and does not need
any additional information.

This back-up gateway concept is similar to the one in "OSR##ere there are
back-up routers.

4.2 Broadcasting heuristic

A nodeu may need three kinds of broadcasting tasks:
e link-local broadcasting: broadcast to themeighbors of:, no forwarding needed
e site-local broadcasting: broadcast to every node in theesdnster than,
e global broadcasting: broadcast to all the nodes in the r&two

To distinguish between these three broadcasting tasks,eed the use of sev-
eral broadcasting addresses in the pEckWhen the broadcasting task is performed

Ihttp:/iwww.fags.org/ftp/ric/pdf/rfic2328.txt.pdf
2|Pv6 addresses already use this concept of different besstidgs
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within a clusterC(u), the message is forwarded upon first reception by all the non-
leaf nodes o’ (u). When the broadcasting task is performed in the whole network
all the non-leaf nodes in the network forward the messagectisaw all gateways and
mirror-gateway nodes, under some conditions. As our gatease directed, a gateway
nodeGW (C(u),C(w)) forwards the message only if it is coming from its own cluster
C(u). A mirror-gateway nod&Wm(C(u),C(w)) forwards the message only if it is
coming from the clustef (u) for which it is a mirror. However, a mirror-gateway node
GWm(C(u),C(w)) forwards a message coming frafifu) whatever the transmitter
node inC(w) (which is not necessarily the gateway nd@®’ (C(u), C(w)) for which

it is the mirror).

Algorithm 3 Broadcasting algorithm

For all node u, upon reception of a broadcast packetP? coming from nodev € I'1(u)
do
> Nodeuw is the previous hop and not necessary the broadcast source.
if (u receivesP for the first time)
if global broadcasting
if (Ch(u) # 0) then Forward>w is an internal node.
else
if (C(u) = C(v))and @ = GW(C(u),C(w))Vw € V)) then Forward
end
> u is a gateway node anf is coming from its cluster.
if ((C(u) # C(v))and @ = GWm(C(v),C(u)))) then Forwardend
> P is coming from the cluster for whiclis a mirror-gateway node.
end
elserx It is question of a broadcasting within a cluster.
> P is forwarded only by internal nodes of the considered cluste
if ((C(v) =C(u))and Ch(u) # 0)) then Forwardend
end
end
enddo

5 Theoretical broadcasting analysis

As we saw in Section 2, most of broadcasting protocols ainedmice the number of
transmitters, often by electing the highest degree nodes.nTain goal is to minimize
the global energy spent for transmission in the networkrdud broadcasting task.
However, as studied in [7], energy spent in receptions isagtigible since a wireless
node spends almost the same amount of energy for receiangahn transmitting with
the IEEE 802.11 MAC layer technology.

Therefore, in this section, we are interested in the aralysthe number of mes-
sages received by a typical node when a broadcasting taskfamed.

We will consider that nodes are distributed in the plan adiogy to a stationary
Point Process of intensity that represents the nodes. In such processes, the intensity
A corresponds to the mean number of points per surface unib pints (z,y) of
the Point Process are neighbors if and only if the Euclidastance between and
y is lower than a fixed threshold, a given const&n(d(z,y) < R). R denotes the
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radio range of the nodes. & is a stationary Point Process of intensitythen®(.S)
represents the number of points of the Point Prodessying in the surfaces. Let
B(x, R) be the ball of radius centered in node andB,, be such thaB,, = B(z, R)\

In Propositions 1 and 2, we express the mean number of recegter node. This
result will be used to compare the different algorithms. p@sition[ 1 holds for the
model we consider in our simulations, which is describeddati®n 6.

The hypothesis of these propositions are thus directlyladtwith the model used
in this paper. The second result expressed in Propositisti2isame than the first one
but holds for more general random graphs. tdte the mean number of receptions
received at a node (relay or not). For the sack of clarity,fteofs are presented in
Appendix.

Proposition 1 Let ® be a stationary Point Process of intensity(A > 0) distributed
in the plan. LetP g, be a thinning of®. The points ofb z.;4, represent the relays.
We suppose thak z.;q, is still a stationary Point Process of intensitye;q,. We only
consider nodes/points within an observation winddwwhich is a square of sizéx L
with L € IR*. We have:

P =B [Py (B)] =B, [R0B0)] B4 0 € ) = gy, (5] ()

whereEg, {@Relay(B{))} is the expectation (so the mean number) under palm proba-

bilities w.r.t. the proces® of the relay points irB(').

This latter result may be interpreted as follows: the meanlyer of receptions per
node is the product of the degree of a relay and of the prdhafik a node to be a
relay (or equivalently the mean ratio of relays/nodes).

Proposition 2 Given a random grapldz(V, E) and a set of relay nodeBelay C V,
where

¢ (i) the degree of the nodes are identically distributed,

e (ii) the degree of the relays i are identically distributed,

e (iii) the number of receptions per node are identically distilout
Then we have:

r = E [5(1}1)‘1)1 € Relay} P(v; € Relay) 2

In this equality,v; is a node arbitrarily chosen among the set of vertic&ia typical
node). The choice ef; has no impact since the probability to be a relay and the degre
of nodes are equi-distributed. As in Proposition 1, the meamber of receptions per
node is the product of the mean degree of the relays and tHeapility for a node to
be arelay.
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Discussion:In [7], the authors show that the energy consumption of adwast trans-
mission when using the IEEE 802.11 MAC layer technology,ppraximately four
times the cost of a reception by a node.

In all broadcasting heuristics mentioned in Section 2, ken20% and50% of the
nodes are transmitters but each node receives the broawlessage betweenand10
times. Therefore, for 400-node network, a broadcasting operation causes between
20 and 50 transmissions but also betwe&®0) and 1000 receptions. The most costly
part of a broadcasting in a 802.11 ad hoc network is then dtietmduced receptions
rather than the transmissions. This key observation mdgrdifom one technology
to another, but receptions still certainly consume an irtgmdrpart of the energy spent
during a broadcasting. Moreover, a high number of receptmr node increases the
collision probability and the bandwidth used. A node whiebaivesl 0 times the same
packet cannot use the medium during thEs&ansmissions. So, we are convinced that
one of the main performance criteria for a protocol/heiaristed to broadcast a packet
in anad hocnetwork is the mean number of receptions per node.

In this Section, we have shown that this number of recepi®g#/en as the prod-
uct of the proportion of transmitters and the mean degredefransmitters. Unfor-
tunately, neither the degree of relays nor the proportioretsfys can be analytically
worked out yet for the considered algorithms but the blinddiag, for which the re-
sults are trivial. However, we evaluate these gquantitiesibyulation in Sectioh 6 in
order to compare the behavior of the different broadcastiggrithms. We shall show
that they minimize either the degree of the relays (as the MIPRES heuristic) or the
number of relays used (as our clustering algorithm). Fdaimse, our heuristic based
on the node density favors relays with high degree compardgtet other heuristics
while keeping a low number of receptions (the number of tratiers is then small).
It has the advantage of minimizing both transmissions acejtions and so the global
cost of the broadcasting. Moreover, such a relay selecsionbust since a transmitter
has a high degree: a link failure does not isolate the trattsrs.i

6 Simulation results

We first performed simulations in order to qualify the gatgsvalected and then to
compare the broadcasting tasks performed with our clugternd gateway selection
schemes to other existing heuristics. This section ddtelgesults. All the simulations
follow the same model. We use a simulator we developed wisshraes an ideal MAC
layer. Nodes are randomly deployed using a Poisson PoineBsan g1 +2R) x (1+
2R) square with various levels of intensily In such processes,represents the mean
number of nodes per surface unit. Only the points within thgasew of sizel x 1
are taken into account to estimate the different quantjtresan degree, mean density,
etc.). But in order to avoid side effects, the samples of Hiacesses are generated in
alarger windowlV. For instance, if we estimate the mean degt@®{nodes, we take
the degree of the points im to compute’. If we do not consider the points &F, the
points close to the edge within would have a lower degree than the points close to
the center, introducing a bias in the estimations. Both wivelare shown in Figure 1.
This technique is called "minus-sampling”, a more detadedcription can be found
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in [20]. The communication rangk is set t00.1 in all tests. In each case, each statistic
is the average over 1000 simulations. When several algosiima compared, they are
compared with the same samples of the simulation model.

1+2R

1

Figure 1: Only points ofv are taken into account to estimate the different quantities
but the Point Process is generated in the sqliarie order to avoid the side effects.

6.1 Gateways: election and utilization

If we consider two neighboring cluste€§«) andC(v), we may have four different
types of gateways between them:

e Leaf—LeafgatewaysGW (C(u),C(v)) andGWm(C(u),C(v)) are both leaves.
This kind of gateway is the more costly as it adds two tranemitodes and thus
induces more receptions.

e Leaf—Internal Node gateways: GW(C(u),C(v)) is a leaf and
GWm(C(u),C(v)) an internal node. This kind of gateway adds only one
transmitter node. It's the least popular, as shown lateiimylsitions.

e Internal Node-Leaf gateways: GW(C(u),C(v)) is an internal node and
GWm(C(u),C(v)) aleaf. This kind of gateway adds only one transmitter node.

e Internal Node-Internal Node gateways: GW(C(u),C(v)) and
GWm(C(u),C(v)) are both internal nodes. This kind of gateway is the
one we try to favor since it does not add any extra-cost simbeds not add any
transmitter neither induces any additional reception., Batwe will see, they
unfortunately are the least popular ones.

Table[2 shows the mean number of gateways a cluster has toagléanaintain
and the mean number of gateways used when a global broadrtegk is performed.
As we can note, the number of gateways to elect is reasonableemains almost
constant while process intensity increases. This showgdbd scalability feature of
this heuristic. Nevertheless, this was predictable siasewe saw in Section 3, the
number of clusters is constant from a certain amount of naxes the mean number
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500nodes| 600nodes| 700nodes| 800nodes| 900nodes| 1000nodes
#clusters 11.93 11.64 11.36 11.30 11.14 10.72
#gw selected per cluster 5.86 6.02 6.16 6.20 6.22 6.26
#gw used per cluster 1.76 1.74 1.73 1.76 1.68 1.66

Table 2: Number of gateways selected and used per clusterdtobal broadcasting
initiated at a randomly-chosen source as a function of thegss intensity.

of neighboring clusters for a cluster and so the number cdvgays to elect. More-
over, we also saw that the cluster topology was close to andinessellation. Yet,
in a Voronoi tessellation, a cell h&sneighbors in average. This is actually the mean
number of gateways a cluster has to elect. Figure 2(a) gheptoportion of each
kind of gateways selected. We can note that the two lesseeléatds of gateways are
the Leat~Internal Node and Internal Nodelnternal Node gateways. This is due to
the fact that, by construction, most of frontier nodes aseds. This also explains the
great proportion of other kinds of gateways since, as sodheas is an internal node
as a frontier node, it is elected (and thus Internal Nedleaf gateways are preferred
to Leaf—Internal Node ones). The more sparse the network, the lesgelto find in-
ternal nodes on borders. So, the proportion of Internal rddeaf gateways increases
with the intensity process while the proportion of Ledfeaf gateways decreases.

When a global broadcasting task is performed, all the gateveag not neces-
sary used since 2 neighboring clustéfa) andC(v) are connected via 2 gateways
Gateway(C(u),C(v)) andGateway(C(v),C(u)) and in most cases, only one of them
is used. As shown in Table 2, the number of gateways used y&ecis quite constant
and remains pretty low, always comprised betweand2. This means that generally,
either the broadcasting enters a cluster and dies in it grctse, it uses only one gate-
way), either it passes through it and thus uses two gatevamestp enter the cluster,
one to leave it).

Figure| 2(b) shows the proportion of each kind of gatewaysl wekeen a global
broadcasting operation is initiated. As we can see, mogtarhtare the ones which
add only one transmitter node. This is true even for low igitégs of node when the
rate of Leaf—Leaf gateways elected was the highest. This shows that garithim
can adapt and favor internal nodes naturally. As the mearbeuof gateways used is
low and since we add only one transmitter node for each gataha induced cost is
low as well.

6.2 Broadcasting performances

In order to evaluate our algorithm, we chose to compare ithaesof the most represen-
tative broadcasting schemes seen in Section 2: blind flgoti@A [11] (cluster-based
schemes), Multi-Point Relay [17] (source-dependent datimg set), the Neighbor
Elimination-Based Scheme of Wu and Li [21] (source-indejegrt dominating set)
and the Neighbor Elimination Scheme "Wait and See” of I. @&jovic, M. Seddigh
and J. Zunic/[18] (random dominating set). As seen in Sediome try to compare
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Figure 2: Proportion of each kind of selected gateways aed gateways per clus-
ter as a function of the process intensity.(Leaf—Leaf; x: Internal Node-Leaf;
x. Leaf—Internal Node{]: Internal Node-Internal Node)

them in terms of energy-efficiency, also taking into accaietimpact of the relay
degree on these performances. Therefore, the significamacteristics we note are
the proportion of nodes which need to re-emit the message ¢éithe dominating set)
and their mean degree, as well as their impact over the meabemof copies of the
broadcast message that a node receives (useless recgpltoreover, we simulate
two different variants of the Neighbor Elimination Schenié\t and Li: the original
one [21] where the node priority is the node Id, and a latesiverof it where the
priority value is the node degree (plus Id to break ties) 8], in the aim to study the
impact of the relay degree over the broadcasting perforamnd/e also have a look at
the latency (time needed for the last node to receive thedbest packet initiated at the
source). As the main goal is to limit energy consumption asddwidth occupation
in order to maximize the network lifetime, all these valuaséto be as low as possi-
ble. Moreover, we have to note that the latency of the NESi\&fad See” protocol
depends on the size of the window in which nodes randomlyséatieeir backoff time.
It is thus the protocol with the highest latency and we didenaluate it.

The more transmitters and useless receptions, the moradaday. Thus, when
a broadcasting scheme induces many retransmissions,xp&hsive in terms of en-
ergy but it is expected to be more reliable against link orataiures and/or mobility.
Therefore, we also analyze the impact of both number of temepper node and de-
gree of the relays on the broadcasting robustness. In otbetswwe analyze the
trade-off between redundancy and reliability against failures.

6.2.1 Broadcasting over the whole network (global broadcamg)

Figure 3 shows the proportion of transmitters in the netvasrkvell as their degree in
the graph, for the different broadcasting algorithms.

Figure 3(b) shows the degree of these relays. As in the bloutlfhg, every node
is a transmitter, the mean degree of the relays actuallyeistian degree of the nodes
in the graph. We observe that the density-based relay smletiaximizes the mean
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degree of the relays as opposed to the NES technique of Wu iafat Wwhich the
mean degree of transmitters is smaller than the mean defyjnegles. Since the mean
node density value is almost proportional to the mean nodeedg12], density-based
selection elects nodes with a high degree. Besides, nadt¢hiariginal NES of Wu
and Li and the NES-"Wait and See” elects transmitters with §ame degree value.
We also note that the MPR selection elects transmittersowitfavoring nodes with
small or high degree. NES-"Wait and See” selects relays wittegree lower than
the mean value as, the more neighbors a node has, the mdygitliiseto hear one of
them emitting before its backoff time is off. Moreover, apegted, since heuristics are
based on it, LCA and NES-degree of Wu and Li also elect reldtsahigh degree.

Figure 3(a) plots the proportion of transmitter nodes inrtbevork. As in blind
flooding, every node forwards the message upon first regepfidt, this proportion
is equal tol. We can note that the "Wait and See” heuristic is the one lgathe
less transmitter nodes and thus spending the less energynissions. Our heuristic
is very close to it. Also remark that the two variants of theSNfrotocol generate
approximatively the same amount of transmitters.

Nevertheless, as seen in Section 5, the resulting numbeceptions per node can
not been deduced only from these results (proportion oftratters and their degree)
as it actually is the convolution of both of them. And, as ohthe heuristics with the
lowest number of transmitters also is the one with the higreday degrees, we can
not deduce from it whether useless receptions are miningzett, and so it is for
all heuristics. We can just suppose that the variant of th& [gédtocol based on the
degree would cause more receptions on nodes than the dfgi&protocol as, for a
same amount of transmitters, the degree of relays is higher.

Figure 4 shows the mean number of receptions per node of ke firmpdcast mes-
sage.

As we can observe, when a global broadcasting task is idtjghe NES-"Wait
and See” algorithm induces less receptions than otheritigms. Thus, it spends
less energy and resources. Nevertheless, we can note ¢hatsthits of our algorithm
are very close to the "Wait and see” ones since the densggeébgenerates only one
additional reception in average per node. Moreover, as \gt’and See” scheme
is based on random counters, the latency induced is indyitabater than the one
induced by the density-based heuristic. Thus, also regartie fact that the initial
goal of density-based heuristic is clustering, we can eggnthat the density-based
algorithm results are pretty good. Moreover, as mentioaget,| the NES-"Wait and
See” scheme is much less reliable against link failureso Adsnark that, as expected,
the original NES protocol of Wu and Li causes less receptibas the variant based
on the node degree.

Since in the MPR selection, the relays are selected in omleeach the2-
neighborhood after two hops, ttkeneighborhood of the source is reached within
hops. Under the assumption of an ideal MAC layer, MPR givesoiitimal results in
terms of latency (Number of hops). We thus compare our hgtis the MPR one
to measure how far we are from the optimal solution. We carsidtime unit as a
transmission step.¢.,, 1 hop). Table 3 presents the results. Yet, we can note that,
even if our algorithm is not optimal regarding the laten@gults are very close to it.
Figure 5 represents the propagation in time for a broadeatep initiated at the cen-
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tered source at tim@ Cluster-heads appear in blue and the source in green. Tdre co
of other nodes depends on the time they receive the broaoaalstt. The darker the
color, the shorter the time.

500 nodes 700 nodes 800 nodes 900 nodes 1000 nodes

MEAN | MAX | MEAN | MAX | MEAN | MAX | MEAN | MAX | MEAN | MAX

MPR 5.13 8.97 4.88 8.40 4.88 8.40 4.81 8.23 4.78 8.07

Density| 6.31 | 11.05| 6.22 | 10.78| 6.24 | 10.95| 6.15 | 10.66| 6.19 | 10.74

Table 3: Mean and Max time for receiving the messdiypAX” values represent the
time needed for the last node to receive the packet. "MEANUesrepresent the mean
time a node needs to receive the broadcast packet.

6.2.2 Broadcasting within clusters (cluster broadcasting

We now suppose that the broadcasting task is performed inahaster, initiated at the
cluster-heads. We thus have as many broadcastings agsluste

We can see on Figure 6, that this time, our broadcastingitiigois the one which
best minimizes the proportion of transmitter nodes, evepartorming the NES "Wait
and See” protocol (Figure 6(b)). Moreover, it also obtaleshiest results regarding the
number of receptions (Figure 6(a)) with the NES "Wait and"Ssheme.

These results also confirm the analytical results claintiag the number of recep-
tions on nodes can not be directly deduced from the propodidransmitters. Indeed,
for example, the density-based algorithm selects lesggeléth much higher degree
than the "Wait and See” and finally, they both provide a simalaount of receptions
per node.

Table[ 4 and Figure 7 present the results regarding the haténe still compare
our algorithm to the MPR protocol, without considering thgdit and See” for which
the latency is random as linked to the size of the backoff tmu®nce again, we can
observe that, even if our algorithm is not optimal, resutes\ery close as, in average,
a node in our algorithm needs only 0.5 step more than the aptiaiue to receive the
packet. This also shows that, even if routes in trees, francthister-heads to other
nodes, are not always the shortest ones, they are very ddserh.

500 nodes 700 nodes 800 nodes 900 nodes 1000 nodes

MEAN | MAX | MEAN | MAX | MEAN | MAX | MEAN | MAX | MEAN | MAX

MPR 1.76 471 1.78 4.85 1.81 4.83 1.81 4.80 1.82 5.00
Density | 1.80 5.08 1.83 5.38 1.87 5.29 1.87 5.50 1.88 5.30

Table 4: Mean and Max time for receiving a cluster broadcastsage’MAX” values
represent the time needed for every node to receive the fpatcleast once, "MEAN"
values the mean time a node has to wait till the first recepicthe packet.
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In Table[ 5, we give the proportion of nodes which receive thet iopy of the
packet by their parent or by one of their children. This featshows whether the
message which is sent by the cluster-head follows the besnchthe trees. Indeed,
a nodeu always receives the message by its parent (as all non-lelgsrforward the
message) but it could have received it before from anothgrasgaths are not always
optimal. In this case, as we suppose an ideal MAC layer, tbheest route between
and its cluster-head is not found by following the route iatitee. We can thus see that
routes are the shortest ones in number of hops for moreftarof the cases. We can
also observe, as the message progresses down the treeyribaifrthe nodes receives
it the first from one of their children.

500nodes| 600nodes| 700nodes| 800nodes| 900nodes| 1000nodes
% by parent| 78.74% | 76.81% | 74.57% | 73.21% | 71.31% 70.13%
% by a child| 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Table 5: Proportion of nodes which receive the first copy effiacket by their parent
or by one of their children.

6.3 Broadcasting and gateway reliability

After considering these results, we wonder about the riéitiabf all these protocols
(still only considering the network layer) against link &ordnode failures. Indeed, till
now, we have only compared protocols regarding the enexgdday each of them, by
limiting useless receptions on nodes and trying to mininttizesize of the dominating
set. However, the more transmitters, the more redundardg@ithe more reliability.
Therefore, is it really a good approach to minimize reduggiaon nodes in an envi-
ronment where wireless links are weak? Moreover, we wondether the degree of
relay nodes has any impact over the reliability. For a sameuanof receptions on
nodes, is it better to have few transmitters with high degj@anore transmitters with
low degrees? And, is the redundancy in terms of number oftenes really has an
impact on reliability?

In order to evaluate this aspect of the broadcasting taslkappéy a failure prob-
ability over links and measure the proportion of nodes stitleiving the broadcast
message. The simulation tests we performed, assume thhtdhdcasting task oc-
curs before the nodes have recomputed anythiggtheir set of MPR-Selector nodes
(MPR heuristic), their set of neighbors to eliminate (eMdBS scheme) or their parent
in the clustering tree (density-based algorithm). As inlikied flooding, every node
transmits the message upon first reception of it, nodes deeneive the message only
if the network is disconnected. This failure model may seetto be very realist as
links can also fail because of congestion. Since the blinadflay, for example, in-
duces more messages than any other protocol, more link§faitrtheless, the results
of the blind flooding give an information about the networlkgectivity. However,
link failures may also be due to node mobility. These movesrat instantly taken
into account by the protocols and thus may introduce uneaggddeehaviors during a
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broadcasting operation.

Figurel 8 shows the results for both kinds of broadcastings: é¢luster and in the
whole network, forA = 1000. Globally, the behavior of different heuristics is the
same from one kind of broadcasting task to the other one ptaddhe density-based
heuristic. For example, the NES-"Wait and See” which wad#st heuristic regarding
the number of useless receptions and transmitters, isdberigiable one, whatever the
kind of broadcasting.

Figure 8(a) considers a broadcasting in a cluster. Sungfisiit does not appear
that there is a link between the mean number of receptionsigée, which can be
seen as a kind of redundancy, and the robustness. For iest@aaan note that even
if the MPR heuristic induces more transmitters and uselessptions that the NES
algorithms of Wu and Li, it is less reliable. This is due to faet that in the MPR
algorithm, a node will forward a broadcast message if ang ont has received the
first from a node which has elected it as a MPR [2]. Another gdars the density-
based heuristic where the number of receptions per nodeah bat which is one of
the most robust.

It seems that protocols where the relays have a high degneletéebe more ro-
bust. Indeed, heuristics with high degree (NES-degree asmsily based) are very
robust and protocols with small degrees as MPR or the NESt'aval see” present
the worst behavior. However, the NES-Wu Li algorithm is aneption but its variant
NES-degree (which increases the degree of the relays)tirtietterm of robustness.
The redundancy in terms of number of receptions is thus vesyl\cin terms of used
bandwidth and energy consumption, as discussed in theopie@ections, but does not
offer better performances in term of robustness.

Therefore, the density-based heuristic presents a goiadbitél against link fail-
ures when a broadcasting task is performed within a cluateit also minimizes both
the proportion of transmitters and useless receptions des)at constitutes the most
efficient protocol since it is a trade-off between cost arididity. Moreover, remind
that a broadcasting operation in a cluster is performed maasigoptimal time.

Nevertheless, as we can notice on Figure 8(b), the dena#igebalgorithm is much
less reliable when used for performing a broadcasting taskthe whole network. It
is still better than the NES-"Wait and See” heuristic as atgeproportion of nodes
still receives the message when links fail, but it is lesmbd than the NES scheme
of Wu and Li. This result, coupled with the fact that our hetici well behaves when
the broadcasting is confined in a cluster, shows that the @gtg@loints in such a global
broadcasting are the gateways which link the clusters. dadé a clusterA can be
reached only by clusteB and that the gateway frot to A fails, the whole cluster is
isolated in the broadcasting operation. In order to add satiebility, it ought to be
better to elect several gateways between all pairs of nemgidpclusters. Electing more
than one gateway does not add extra-cost as the gatewatiaei®@anages it without
any additional message. Additional cost when using segataways only appears
when a global broadcasting task is performed and uses thelplngateways. In-
deed, this means additional transmitter nodes and thui@ulireceptions on nodes.
Therefore, there is a trade-off to discuss between the ¢astditional transmitters and
useless receptions and the reliability of the protocol.rtieoto estimate this trade-off,
we simulated a global broadcasting by using several gatWwatween clusters. We
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then compare with other heuristics regarding the redundéine transmitter ratio and
the number of useless receptions. Results, given in Figurie&rly show that reliabil-
ity is quickly improved with the addition of gateways, whicanfirm that they indeed
are the sensitive points in the broadcasting task. As Fig(agshows, electing three
gateways between any pair of neighboring clusters is entaugbtain the same reli-
ability than the NES schemes of Wu and Li. Moreover, as Figj@®) and 9(c) plot,
with three gateways, the density-based algorithm stiluges$ less useless receptions
and transmitters than other ones (excepted the NES "WaiSartl scheme).

7 Conclusion and perspectives

We have proposed a broadcasting scheme over a clusterdddggar multi-hop wire-
less networks. We can thus obtain a double-use structukelovit cost, as the main-
tenance is local and quasi-local. The cost is bounded byréleediepth which is a low
constant. Moreover, two kinds of broadcasting task may lseopeed over it since
we can perform global broadcastings in the whole network el a broadcastings
confined inside a cluster. Our proposed algorithm offersebeésults than some ex-
isting broadcasting schemes. More precisely, it saves matransmissions since the
number of internal nodes selected is lower (for both globdl @uster-confined broad-
castings). Moreover, the number of duplicated packetsvedés also lower. Note that
reducing both emissions and receptions is an importanbifadten designing energy
aware broadcasting protocols. Future works will be deditab investigate robust-
ness of clustering-based broadcasting protocol in presehoaode and link failures.
Preliminary results tend to show that the confined broadaas more robust that the
global one and thus we investigate more deeply the impadteo€hoice and number
of gateways between clusters.
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We present here the proofs of Propositiohs 1/and 2.

Proof of Proposition/1 Since the Poisson Point Process is distributefizin nodes
of W may receive the broadcast message from nodes outside of

For a typical pointj.e., the point0 under Palm probabilities, the mean number of
receptions corresponds to the mean number of pointQf,, at distance less than
R. If 7 is the mean number of receptions per node,

r= E?{) [q)Relay(B(/))}

whereEg, is the expectation (so the mean number) under palm probasil.r.t. the
processb of the relay points inB('). According to the Mecke Formula (see [20]), the
total number of reception® received by all the nodes withi is

E {/W q)Relay(B;c)(b(dx):| = AEg [q)Rel“y(B‘;)]

By stationarity of the two Point Processesand® r.;4,, we have,

E { /W @Remy(B;)@(dx)} —E { /W @(B;)%elay(dx)]

The left hand side of the equality is the total number of réioceg perceived by the
nodes withinl¥ (relays can be outside) and the right hand side is the totabeu of
receptions perceived by the whole pointsiobut generated by the relays standing in
W. Applying the Mecke formula to both sides of the equality, et¢ain:

BS, [y (B0)] = A, [9(55)]

and so,

P =B [y (B)] = B, [R0B0)] B4 0 € ) = “lvmy, (5]

Remark 3 If we just consider points d# as relays and receivers, the total number of
receptions becomes:

B| [ SnaE W) = 5| [ o0 W) 0nm )]
= ARelay /W E} 0o, [@(B(; nw — x))} da

= A [ BS [®ran (B 0 (W )] da

Proof of Proposition[2 We define:
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e N as the random variable which represents the number of garti& (N =
VD,

o foru € G, dr(u) as the number of relays in the neighborhood. of
e 7 as the mean number of receptions per node,
e 7 as the total number of receptions generated by the broaaigast

We remind that, for. € V, 6(u) is the number of neighbors af (in other words the
degree).

Only the relays forward the message, therefore, as linkbidnectional, the num-
ber of receptions at a node (relay or not) corresponds to tingber of relays in its
neighborhood. We have,

7 =E[dr(u)], Vu eV

whereE[0r(u)] is the expectation of the variable; («) and corresponds to its mean
value.
If the number of receptions is equi-distributed, we have

o

As we only have bidirectional links7 can be written in two ways:

Z =Y 6p(u)

ueV

and

7 = Z (5(7}) = Z 6(U)ﬂ-v€Relay

vERelay veG

wherell,crelay = 1if v € Relay and L, ¢ geiay = 0 Otherwise.
We take this last equality to compuie[Z |, which actually is the mean value of
%. We condition this quantity by the different values/éf
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\3
Il
=
=N

_ E Zvevé(v)ﬂ-veRelay
N

+§ E Z?:l 6(v;) Ly;eRelay
k=1 k

N—%MN—M
+oco k

- Z Z %E [5(Ui)]]'vi€Relay] IP)(N = k)

k=11i=1

+oo
= ZE |:6(Ul)]]-'u1 €Relay
k=1

= E [6(1]1)1]-1)1 ERelay]
= E [(5(1}1)’1)1 € Relay} P(v; € Relay)

N:ﬂMN:m

In the last equalitiesy, is a node arbitrary chosen among the set of vertic& ita
typical node), quantities being equi-distributed.
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Figure 3: Proportion of transmitter nodés and their mean degrg) as a function
of the mean number of nodes for different algorithms.Blind Flooding; x: LCA,;
x: MPR;[0: NES - Wu Li;BNES - Degree - Wu Lip NES - Wait and Seas Density-
based)
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Figure 4: Number of receptions per node as a function of threbau of nodes for
different algorithms:€: Blind Flooding; x: LCA; x: MPR; (J: NES - Wu Li; B NES -
Degree Wu Li;© NES - Wait and Sees Density-based)
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(a) Propagation with MPR  (b) Propagation with the density
metric

Figure 5: Propagation time of a general broadcasting teifiat a centered source (a)
using MPR and (b) using density-based clustering trees.
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Figure 6: Mean number of receptions per node (a) and Prapodf transmitter
nodes (b) for a cluster broadcasting schem. the process intensity and the met-
ric used.¢: Blind Flooding; x: MPR; x: NES - Wu Li; OJ: NES - Degree Wu Li;
B NES - Wait and See) Density-based; )

(a) Clusters (b) Propagation with MPR (c) Propagation with the den-
sity metric

Figure 7: Propagation time of a cluster broadcast packet theetopology plotted in
(a) using MPR(b) or density-based treés).
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(a) Link failure in a cluster broadcasting

Figure 8: Proportion of nodes still receiving a broadcastsage when applying a
link failure probability (a) for a cluster broadcasting aj for a global broadcasting

scheme.

(b) Link failure in a global broadcasting
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(a) Reliability using gateways
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(c) Receptions per node

Figure 9: Reliability against link failures (a), Proportiof transmitters (b) and number
of receptions per nodes (c) when using several gatewaysglarglobal broadcasting

scheme.
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