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Abstract

Multi-hop wireless networks (such asad-hocor sensor networks) consist in
sets of mobile nodes without the support of a pre-existing fixed infrastructure. For
scalability purpose, ad-hoc and sensor networks may both need to be organized
into clusters and require efficient protocols to perform common global commu-
nication patterns like the broadcasting operation. During a broadcasting task, a
source node needs to send a same message to all other nodes in the network. Some
desired properties of a scalable broadcasting are energy and bandwidth efficiency,
i.e., message retransmissions should be minimized. In this article, we present a
scalable broadcasting schemes that takes advantages of the clustering structure.
In this way, we only build one structure to perform both self-organization and
broadcasting in clusters and in the whole network. It appears that our broadcast-
ing scheme presents the best trade-off between the number of retransmissions and
transmitters (for energy saving) and reliability, when compared to existingsolu-
tions.
keywords: sensor, multi-hop, wireless networks, self-organization, broadcasting,
clustering, stochastic geometry.

1 Introduction

Multi-hop wireless networks (such as ad-hoc or sensor networks) consist of sets of
mobile wireless nodes without the support of a pre-existingfixed infrastructure. They
offer unique benefits for specific environments and applications as they can be quickly
deployed. Each node acts as a router and may arbitrary appearor vanish. Protocols
deployed in such dynamic contexts must adapt to frequent network topology changes.
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No centralized administration entity is required to managethe different mobile hosts
operations. Mobile hosts rely on battery power, which is a scarce resource. Moreover,
wireless links have a significantly lower capacity than wired ones; they may be affected
by several error sources that result in a degradation of the received signal. Ad-hoc
networks and sensor networks are instances of multi-hop wireless networks. In ad-
hoc networks, nodes are independent and may arbitrarily move at any time at different
speeds. In sensor networks, nodes are more static and collect data they have to forward
to specific sink nodes. For the purpose of scalability, ad-hoc and sensor networks
may both need to be organized into clusters and require some protocols to perform
common global communication patterns as the broadcasting task. An organization is
needed to allow the scalability in terms of number of nodes or/and node density without
generating too much traffic (for routing, for example) neither too much information
to store or to compute. A common solution is to adopt a hierarchical organization
by grouping nodes into ”clusters” and bind them to a leader (cluster-head). Such an
organization may allow the application of different routing schemes in and between
clusters. In a broadcasting task, a source node needs to senda same message to all other
nodes in the network. Such a functionality is needed, for example, when some queries
about the measures (in sensor networks) or a node location (in ad hoc networks) need to
be disseminated over the whole network or within a cluster. Furthermore, in all wireless
networks, the broadcasting task is a fundamental mechanismused by either proactive
or reactive routing protocols. The desired properties of a scalable broadcasting are thus
reachability (every node must be touched by the broadcasting), energy and bandwidth
efficiency (battery power and bandwidth are rare resources and must be saved as much
as possible). The operation has to be designed in order to decrease the overhead as
much as possible, while maintaining the maximal diffusion.

In this paper, we propose to take advantage of the characteristics of our previous
wireless network clustered structure [13] in order to extend it to an efficient and scal-
able broadcasting structure. By using our purely distributed clustering algorithm, we
build only one structure for both operations (organizing and broadcasting). We argue
that both emissions and receptions consume energy. In orderto maximize the lifetime
of the network, one should minimize the number of relay nodesbut also the number of
receptions induced. We also provide a theoretical analysisof the broadcasting opera-
tion in such networks that show that the mean number of receptions per node can be
expressed as the product of the degree of relay nodes time theprobability for a node
to be such a relay. Simulation results then allow us to illustrate our theoretical anal-
ysis and to evaluate the reliability of the different broadcasting schemes with regard
to the number of the relays and their degree. Surprisingly, it appears that the more
reliable protocols are not the ones with the greater number of transmitters but the ones
which elect relays with a high degree. They also show that ourbroadcasting algorithm
presents the best trade-off the best trade-off between the number of retransmissions and
transmitters (for energy saving) and reliability, when compared to existing solutions.

The remainder of this paper is organized as follows. Section2 presents some ex-
isting broadcasting solutions. Section 3 summarizes our previous work and highlights
the fundamental characteristics of our cluster organization which might be useful for
a broadcasting task. Section 4 presents the way we extend ourcluster structure into a
broadcasting structure and details our broadcasting scheme. Section 5 provides a theo-
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retical analysis of the broadcasting task using the stochastic geometry and the Palm dis-
tribution. Section 6 compares several broadcasting schemes by simulation and presents
the results. Finally, we conclude and discuss possible future areas of investigation in
Section 7.

2 Broadcasting in multi-hop wireless networks

The desired properties of a scalable broadcasting are reachability, energy and band-
width efficiency. By reachability, we mean that a great proportion of nodes (more than
90%) receives the broadcast message. In this paper, we only consider reliability at the
network layer,i.e., a broadcasting scheme is said reliable if every node connected to
the source receives a broadcast packet in a collision free environment. As in a wireless
environment, a node wastes energy when transmitting as wellas receiving a packet [7],
the number of retransmissions and receptions should both beminimized. In this sec-
tion, we focus on solutions proposed in the literature for network layer broadcasting
schemes which are based on dominating sets and use omni-directional antennas.

The easiest way to broadcast a message over a network is the blind flooding,i.e.,
each node re-emits the message upon first reception of it. Obviously, this scheme en-
genders many collisions and wastes bandwidth and energy. Therefore, this broadcast-
ing technique can not be envisaged over large scale or very dense networks. This gave
birth to more intelligent broadcasting protocols which tryto minimize the number of
retransmissions by selecting a subset of relay nodes that are allowed to forward a mes-
sage. This subset is called a dominating set. To obtain a reliable broadcasting scheme,
each node in the network should be either in the dominating set (and is called a domi-
nant or internal node) or neighboring at least one node in thedominating set. The main
challenge is to find a connected dominating set (i.e., where the dominant nodes form
a connected component) which minimizes the number of these transmitters as well as
the number of copies of a same message received by a node. However, this problem is
known to be NP-hard [9]. I. Stojmenovic and J. Wu [19] have classified broadcasting
schemes according to the kind of the dominating set they use:cluster-based, source-
dependent dominating set and source-independent dominating set.

In previous cluster-based [6, 11] solutions, the idea is that every node which has
the lowest Id or the highest degree (Linked Cluster Architecture (LCA) protocol) in its
1-neighborhood becomes a cluster-head. If a non-cluster-head node can hear more than
one cluster-head among its neighbors, it becomes a gateway.The connected dominat-
ing set is thus composed of both the cluster-heads and the gateways. Some optimiza-
tions have been proposed to localize the maintenance process and avoid chain reactions
which may occur in case of node mobility [4] or to limit the number of gateways [22]
(to reduce the size of the dominating set).

In solutions based on source-dependent dominating set [10,17], the sending node
selects adjacent nodes that should relay the message. The set of relays of a nodeu
is chosen to be minimal and such that each2-hop neighbor of nodeu has at least
one neighbor among the relays ofu. A node u only needs information on its2-
neighborhood to select its relays. When a broadcasting task is performed, a nodeu
forwards a message received at first from a nodev if and only if nodev has chosen
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nodeu as one of its relays. Methods differ in details on how a node determines its
relays. The most popular of them is the one based on the Multi-Point Relays (MPR) of
OLSR [17]. In OLSR, the MPR are also used for building routingtables and the MPR
have thus a double use.

In solutions based on source-independent dominating set, the set of relay nodes is
independent of the source node and thus it is the case of our proposal. Nodes decide
by themselves whether they belong to the dominating set, as opposed to the source-
dependent schemes where relays are explicitly chosen by a node. Many solutions have
been proposed. In every cases, nodes only need information of their 2-neighborhood.
A simple and efficient algorithm, the NES (Neighbor Elimination-Based Scheme) of
Wu and Li [21], introduces the notion ofintermediatenodes. A node is saidintermedi-
ateif at least two of its neighbors are not direct neighbors. Twoselection rules based on
the2-neighborhood topology are then introduced to reduce the number ofintermediate
nodesby ”eliminating” some of them. The remaining ones become therelays. A node
states whether it is relay according to a priority value which primarily was the node Id.
Then, several variant solutions have been proposed to enhance this algorithm by using
other priority values ase.g. the node degree or the remaining battery [5, 18]. From
it, several solutions have then been derived [3, 18]. In [18], the authors also propose
another kind of Neighbor Elimination Scheme which can be summed up by ”Wait and
See”. Upon reception of a broadcast message, a node does not forward the message
immediately but counts a random period of time. During this period it watches whether
one of its neighbors forwards the message and if so, what are the nodes which receive
the message. When the random period is expired, the node forwards the message if and
only if some of its neighbors have not been covered by previous transmissions. An en-
hancement of this scheme has then been introduced in [3] by considering the Relative
Neighborhood Graph (RNG) instead of the real graph. However, these latter Neighbor
Elimination Schemes can not been classed in source-independent dominating set cat-
egory as they are based on random numbers. Moreover, the transmitters change from
one broadcasting task to another one and do not depend on the source neither.Wait and
Seeprotocols obviously obtain great results regarding the number of transmitter nodes
and useless receptions but they also induce an important latency due to the random
waiting periods.

3 Previous work and main objectives

In this section, we summarize our previous clustering approach on which our broad-
casting scheme proposition relies. Only basis and featureswhich are relevant for broad-
casting are mentioned here. For more details or other characteristics of our cluster-
ing heuristic, please refer to [13, 14, 15]. For the sake of simplicity, let’s first intro-
duce some notations. We classically model a multi-hop wireless network, by a graph
G = (V,E) whereV is the set of mobile nodes (|V | = n) ande = (u, v) ∈ E repre-
sents a bidirectional wireless link between a pair of nodesu andv if and only if they
are within communication range of each other. We noteC(u) the cluster owning the
nodeu andH(u) the cluster-head of this cluster. We noteΓ1(u) the1-neighborhood of
nodeu, i.e., the set of nodes with whichu shares a bidirectional link.δ(u) = |Γ1(u)|
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is the degree ofu.
Our objectives for introducing our clustering algorithm were motivated by the fact

that in a wireless environment, the less information exchanged or stored, the better.
First, we wanted a cluster organization suitable for large scale multi-hop networks.
That implies that the radius/diameter of clusters should not be fixeda priori but should
be flexible radius and able to adapt to the different topologies. (The clustering schemes
mentioned in Section 2 have a radius of1, in [1, 8] the radius is set a priori.) Sec-
ond, nodes should be able to set up purely local heuristics byusing local information,
gathered in their2-neighborhood.(In [1], if the cluster radius is set tod, the nodes
need to gather information up tod hops away before taking any decision.)Finally,
we desired an organization robust and stable over node mobility. To satisfy all these
requirements, we introduced a new metric calleddensity. The notion of density charac-
terizes the ”relative” importance of a node in the network and within its neighborhood.
The underlying idea is that this link density (notedρ(u)) should smooth local changes
down inΓ1(u) by considering the ratio between the number of links and the number of
nodes inΓ1(u).

Definition 1 (density) The density of a nodeu ∈ V is

ρ(u) =
|{e = (v, w) ∈ E | w ∈ {u} ∪ Γ1(u) and v ∈ Γ1(u)}|

δ(u)

.

Each node locally computes its density value and periodically broadcasts it locally
to its 1-neighbors (e.g., usingHello packets). Each node is thus able to compare its
own density value to its1-neighbors’ density and decides by itself whether it joins one
of them (the one with the highest density value) or it wins andelects itself as cluster-
head. In case of ties, the node with the lowest Id wins. In thisway, two neighbors
can not be both cluster-heads. By performing the joining process, we actually build
directed acyclic graphs (DAG). A DAG is a directed graph thatcontains no cycles,i.e.
a directed tree. The node with highest density value within its neighborhood becomes
the root of the tree and thus the cluster-head of the cluster.If nodeu has joined nodew,
we can say thatw is nodeu’s parent (notedP(u) = w) in the clustering tree and that
nodeu is a child of nodew (notedu ∈ Ch(w)). A node’s parent can also have joined
another node and so on. A cluster then extends itself until itreaches another cluster. If
no node has joined a nodeu (Ch(u) = ∅), u becomes a leaf. All the nodes belonging
to a same tree belong to the same cluster. The clustering process builds clusters by
building a spanning forest of the network in a distributed and local way as the decision
criterion is only based on information regarding the2-neighborhood of a node (gotten
from HELLO packets locally and periodically broadcast).

3.1 Some characteristics of the clustering algorithm

This algorithm stabilizes when every node knows itscorrectcluster-head value. It has
been proved by theory and simulation to self-stabilize within an expected low, constant
and bounded time [15]. It has also been proved that a cluster-head is aware of an in-
formation sent by any node of its cluster in a low, constant and bounded time. The
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number of clusters built by this heuristic has been showed analytically and by simu-
lation to tend toward a constant asymptote when the density of nodes in the network
increases. Moreover, compared to other clustering schemesas DDR [16] or Max-Min
d cluster [1], our cluster organization has revealed to be more stable over node mobil-
ity and arrivals and to offer better behaviors over non-uniform topologies [13]. Other
interesting features for broadcasting obtained by simulations are gathered in Table 1.
They are commented in Section 3.2.

500 nodes 600 nodes 700 nodes 800 nodes 900 nodes 1000 nodes
# clusters (trees) 11.76 11.51 11.45 11.32 11.02 10.80
DiameterD(C) 4.99 5.52 5.5 5.65 6.34 6.1
Cluster-head eccentricity 3.01 3.09 3.37 3.17 3.19 3.23
Tree depth 3.27 3.34 3.33 3.34 3.43 3.51
% leaves 73,48% 74,96% 76,14% 76,81% 77,71% 78,23%
Non-leave degree(in trees) 3.82 3.99 4.19 4.36 4.51 4.62
Voronoi: Euclidean distance 84.17% 84.52% 84.00% 83.97% 83.82% 83.70%
Voronoi: # of hops 85.43% 84.55% 84.15% 83.80% 83.75% 83.34%

Table 1: Some cluster and clustering tree characteristics.

3.2 Objectives

As explained earlier, our clustering heuristic leads at thesame time to the formation of
a spanning forest. It appears attractive to use such a ”nice”underlying clustering tree
structure as a basis for the broadcasting task. This broadcasting scheme is dominating
set-based where all non-leaf nodes (tree internal nodes) belong to the dominating set.
As mentioned in Table 1, a great proportion of nodes (about 75%) are actually leaves,
therefore a broadcasting scheme based on this dominating set is expected to save many
retransmissions. As theclustering treesform a spanning forest of the network, the set
of all trees is a dominating set of the network but is not a connected dominating set
as the trees are independent. So, to perform a reliable broadcasting task in the whole
network, we need to connect these trees by electing some gateways between them. Our
gateway selection process is described in Section 4.

As already mentioned, each node only needs to know its2-neighborhood to choose
its parents, and to know whether it has been chosen as parent by one of its neighbors,
otherwise it is a leaf. Thus, the forwarding decision of a non-gateway node is based
on local state information. Only the gateway selection can be qualified of quasi-local
(according to the classification of [22]) as only few nodes need information up to4
hops away (tree depth). Thus, our broadcasting scheme does not induce a high costly
maintenance. We propose to use this structure not only to perform a traditional broad-
casting in the whole network but also for broadcasting constraint into a cluster only.
This kind of task might be interesting for clustered architectures when, for example, a
cluster-head needs to spread information only in its cluster like in sensor networks, for
instance, where a base station may need to update devices or spread a query over them.
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The eccentricity of a node is the greater distance in number of hops between itself and
any other node in its cluster. We can see in Table 1 that the tree depth is pretty low
and close to the optimal one (cluster-head eccentricity). This presents a good prop-
erty for performing a broadcasting within our clusters. Indeed, none node is really far
away from its cluster-head and can expect to receive quicklyany information it would
spread. Moreover, we computed the proportion of points closer to their cluster-head
than any other one in Euclidean distance (Voronoi: Euclidean distance in Table 1) and
in number of hops (Voronoi: # of hops in Table 1). Results showthat a large proportion
of nodes (more than83%) lays in the Voronoi cell of their cluster-head whatever the
process intensity. This characteristic is useful in terms of broadcasting efficiency as
if the cluster-heads need to spread information over their own cluster, if most of the
nodes are closer to the one which sends the information, we save bandwidth, energy
and latency.

4 Our contribution

In this section, we first propose an algorithm for the gatewayselection, then we detail
the two kinds of broadcasting: within a cluster and in the whole network.

4.1 Gateway selection

A gateway between two neighboring clustersC(u) and C(v) is a pair of nodes
〈x, y〉 noted Gateway(C(u), C(v)) = 〈x, y〉 such thatx ∈ C(u), y ∈ C(v)
and x ∈ Γ1(y). For a given pair, we say that nodex is the ”gateway node”
and that nodey is the ”mirror-gateway node” of the gateway. IfC(u) and
C(v) are two neighboring clusters, we note the gatewayGateway(C(u), C(v)) =
〈x = GW (C(u), C(v)), y = GWm(C(u), C(v))〉, where GW (C(u), C(v)) is
the gateway node andGWm(C(u), C(v)) is the mirror-gateway node. Note that
GW (C(u), C(v)) ∈ C(u) andGWm(C(u), C(v)) ∈ C(v). The gateways aredirected
gateways in the meaning that two neighboring clusters are linked by two gateways
Gateway(C(u), C(v)) andGateway(C(v), C(u)) which may be different.

To select a gateway between two clusters, we thus need to define a pair of nodes.
Our selection algorithm runs in two steps. The first step allows each frontier node to
locally choose its ”mirror(s)” in the neighboring cluster(s). We call a nodeu a frontier
node if at least one of its neighbors does not belong to the same cluster thanu. A
frontier node and its mirror then form an eligible pair. The second step selects the most
appropriate pair as the gateway. The algorithm tries to promote the selection of internal
nodes in order to minimize the size of the dominating set as these latter ones already
belong to the relay set.

Moreover, in order to add reliability against link failuresover these sensitive nodes,
each gateway elects a back-up gateway within its neighborhood. This one will forward
the message if and only if it does not hear the principal gateway transmitting it (Wait
and Seephilosophy).
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4.1.1 Mirror node selection

As seen in Section 3, as the density-based clustering algorithm uses the node Id as the
last decision criterion, every nodeu might be aware in an expected bounded and low
time, whether it exists among its neighbors a nodev which does not belong to the same
cluster thanu. If so, nodeu is a frontier node and so becomes an eligible gateway node
for Gateway(C(u), C(v)). Each frontier nodeu then selects itsmirror nodeamong
its neighbors which do not belong toC(u). To do so,u first selects non-leaf nodes,
i.e., internal nodes/transmitters in every case and chooses among them the node with
the highest density value. If all nodesv ∈ Γ1(u) such thatC(u) 6= C(v) are leaves,u
chooses the node with the lowest degree in order to limit the useless receptions induced
by an emission of a message by the mirror. In case of ties, the lowest Id decides. Ifu is
a frontier node of the clusterC(v) (C(v) 6= C(u)), we notem(u, C(v)) the mirror node
chosen byu in C(v). Note that if a nodeu is a frontier node for several clusters, it has
to select a mirror for each cluster.

Algorithm 1 Mirror selection -RUN AT EACH FRONTIER NODEu, i.e., ∃v ∈
Γ1(u) s.t. C(v) 6= C(u)

For each clusterC for which u is a frontier node: C 6= C(u) and ∃v ∈ Γ1(u) ∩ C,
do

SelectS the set of nodes such thatS = C ∩ {v | Γ1(u) | Ch(v) 6= ∅}.
⊲ u first selects the set of the non-leaf nodes as they are transmitters in every case.

if (S 6= ∅) then SelectS′ the set of nodes such thatS′ = {v | v = maxw∈Sρ(w)}.
⊲ u collects internal nodes with the highest density in order topromote stability.
else⊲ All the possibly mirrors ofu are leaves.

S = {C ∩ Γ1(u)}.
SelectS′ the set of nodes such thatS′ = {v | v = minw∈Sδ(w)}.
⊲ u collects the leaves with the lowest degree in order to minimize the receptions induced by

adding this node to the relay set.
end
if (S′ = {v}) then m(u, C) = v.
⊲ There are no ties.S′ contains only one node: the mirror ofu.
elsem(u, C) = v such thatId(v) = minw∈S′Id(w).
⊲ There are ties.u elects the node with the lowest Id.

end
enddo

4.1.2 Gateway selection

Once each frontier node has chosen itsmirror, we have to choose the most appropri-
ate pair as the gateway. Once a gateway nodeu is elected asGW (C(u), C(x)), we
haveGateway(C(u), C(v)) = 〈GW (C(u), C(x)),mirror(GW (C(u), C(x)), C(x))〉.
According to the taxonomy of [22], this step is quasi-local whereas the first one is
local.

The gateway selection we propose is distributed since a selection is performed at
every level in the tree and tries to limit useless receptionsby favoring internal nodes.
Frontier nodes send their Id to their parent and indicate them whether they are leaves
and whether they have a leaf as mirror. Each parent selects the best candidate among its
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children and sends the same information up to its own parent and so on, until reaching
the cluster-head. The selection is thus semi-distributed as every internal node elimi-
nates some candidates. In this way, only small size packets are forwarded from the
frontier nodes to the cluster-head. As mentioned in Table 1,the mean degree of all the
internal nodes (cluster-head included) is small and constant whatever the number of
nodes, which induces a small and bounded number of messages at each level which is
also bounded by a low constant [15].

Let’s express thatv belongs to the subtree rooted inu (notedv ∈ sT (u)) if u is the
parent of nodev or if the parent of nodev is in the subtree rooted inu:

{v ∈ sT (u) ∩ Γ1(u)} ⇔ {v ∈ Ch(u)} or
{

v ∈ sT (u) ∩ Γ̄1(u)
}

⇔ {P(v) ∈ sT (u)}

Let say thatC(x) is a neighboring cluster of the subtreesT (u) of an internalu iff
C(x) 6= C(u) and∃x ∈ C(x) and y ∈ sT (u) such thaty ∈ Γ1(x). The best candidate
choice is performed as follows. For each of the neighboring clustersC(x) of its subtree,
an internal nodeu considers the setG of the candidate nodes (frontier nodes) (G =
{v ∈ sT (u) | ∃w ∈ Γ1(v) | C(w) 6= C(u)}). Then, it selects among them the subset
G′ ⊂ G of internal nodes, still in order to limit the number of transmitter nodes. If
G′ is only composed of leaves, the selection is processed amongall candidates ofG.
From there,u favors the nodes which mirror is a non-leaf node, then it useseither the
density value (if remaining candidates are non-leaves) or degree (otherwise) to decide.
At the end, in case of ties, the node with the lowest Id is elected asGW (C(u), C(x)).
Note that, ifC(u) and C(v) are two neighboring clusters,Gateway(C(u), C(v)) 6=
Gateway(C(v), C(u)) in most cases.

Algorithm 2 Gateway selectionRUN AT EACH INTERNAL NODE u

For each clusterC 6= C(u) for which ∃v ∈ sT (u) which is a frontier node do
Gather the setG of candidate nodes:G = {v ∈ sT (u) | ∃w ∈ Γ1(v) | C(w) = C}.
SelectG′ ⊂ G the set of nodesv s.t.G′ = G ∩ {v|Ch(v) 6= ∅}.
⊲ u first selects the set of the non-leaf nodes as they are transmitters in every case.

if (G′ 6= ∅) then
⊲ There are non-leaf candidates.u will favor the ones with a non-leaf mirror and/or the highest
density.

SelectG” ⊂ G′ the set of nodes s.t.G” = G′ ∩ {v|Ch(m(v, C)) 6= ∅}.
if (G” 6= ∅) then SelectFinalist ⊂ G” the set of nodes s.t.Finalist =
{v|ρ(v) = maxw∈G”ρ(w)} .

⊲ Internal Node↔Internal Node Gateway.

else Select Finalist ⊂ G” the set of nodes s.t. Finalist =
{v|ρ(v) = maxw∈G′ρ(w)} .

⊲ Internal Node↔Leaf Gateway.

end
else
⊲ All candidates are leaves.u will favor the ones with a non-leaf mirror and/or the smallest
degree.

SelectG” ⊂ G the set of nodes s.t.G” = G ∩ {v|Ch(m(v, C)) 6= ∅}.
if (G” 6= ∅) then SelectFinalist ⊂ G” the set of nodes s.t.Finalist =
{v|δ(v) = minw∈G”δ(w)} .

⊲ Leaf↔Internal Node Gateway.
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else Select Finalist ⊂ G” the set of nodes s.t. Finalist =
{v|δ(v) = minw∈G′δ(w)} .

⊲ Leaf↔Leaf Gateway.

end
end
if (Finalist = {v}) then Winner = v.
elseWinner = {v|Id(v) = minw∈FinalistId(w)}.
⊲ There are ties.u elects the node with the lowest Id.

end
if (u = H(u)) then Winner becomes the final gateway node:Gateway(C(u), C) =
〈Winner, m(Winner, C)〉
elseSend theWinner identity toP(u).
end

enddo

4.1.3 Back-up gateway selection:

This selection is a purely distributed local process and it takes benefits from the lo-
cally broadcast feature offered by the wireless medium. Whena frontier node sends
information to its parents during the gateway selection process, every node in its neigh-
borhood learns its condition (leaf, internal, border node,etc.). In this way, a gateway
node knows in its neighborhood which node may act as a back-upgateway, without
extra-message. It selects it by choosing a frontier node which has a mirror node differ-
ent from its own one if possible. This back-up gateway acts asfollows. Upon reception
of a broadcast message, the back-up gateway triggers a timeout. If it has not heard the
main gateway emitting when the timeout expires, the back-upgateway forwards the
broadcast message. This back-up gateway thus does not add any useless receptions (as
it emits only under some conditions) and adds some reliability in the broadcasting task.
Moreover, it does not add any extra-cost since its selectionis local and does not need
any additional information.

This back-up gateway concept is similar to the one in ”OSPF”1 where there are
back-up routers.

4.2 Broadcasting heuristic

A nodeu may need three kinds of broadcasting tasks:

• link-local broadcasting: broadcast to the1-neighbors ofu, no forwarding needed

• site-local broadcasting: broadcast to every node in the same cluster thanu

• global broadcasting: broadcast to all the nodes in the network

To distinguish between these three broadcasting tasks, we need the use of sev-
eral broadcasting addresses in the packet2. When the broadcasting task is performed

1http://www.faqs.org/ftp/rfc/pdf/rfc2328.txt.pdf
2IPv6 addresses already use this concept of different broadcastings
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within a clusterC(u), the message is forwarded upon first reception by all the non-
leaf nodes ofC(u). When the broadcasting task is performed in the whole network,
all the non-leaf nodes in the network forward the message as well as all gateways and
mirror-gateway nodes, under some conditions. As our gateways are directed, a gateway
nodeGW (C(u), C(w)) forwards the message only if it is coming from its own cluster
C(u). A mirror-gateway nodeGWm(C(u), C(w)) forwards the message only if it is
coming from the clusterC(u) for which it is a mirror. However, a mirror-gateway node
GWm(C(u), C(w)) forwards a message coming fromC(u) whatever the transmitter
node inC(w) (which is not necessarily the gateway nodeGW (C(u), C(w)) for which
it is the mirror).

Algorithm 3 Broadcasting algorithm

For all node u, upon reception of a broadcast packetP coming from nodev ∈ Γ1(u)
do
⊲ Nodev is the previous hop and not necessary the broadcast source.

if (u receivesP for the first time)
if global broadcasting

if (Ch(u) 6= ∅) then Forward⊲u is an internal node.
else

if ((C(u) = C(v)) and (u = GW (C(u), C(w))∀w ∈ V )) then Forward
end
⊲ u is a gateway node andP is coming from its cluster.
if ((C(u) 6= C(v)) and (u = GWm(C(v), C(u)))) then Forwardend
⊲ P is coming from the cluster for whichu is a mirror-gateway node.

end
else⊲ It is question of a broadcasting within a cluster.
⊲ P is forwarded only by internal nodes of the considered cluster.

if ((C(v) = C(u)) and (Ch(u) 6= ∅)) then Forwardend
end

end
enddo

5 Theoretical broadcasting analysis

As we saw in Section 2, most of broadcasting protocols aim to reduce the number of
transmitters, often by electing the highest degree nodes. The main goal is to minimize
the global energy spent for transmission in the network during a broadcasting task.
However, as studied in [7], energy spent in receptions is notnegligible since a wireless
node spends almost the same amount of energy for receiving than for transmitting with
the IEEE 802.11 MAC layer technology.

Therefore, in this section, we are interested in the analysis of the number of mes-
sages received by a typical node when a broadcasting task is performed.

We will consider that nodes are distributed in the plan according to a stationary
Point Process of intensityλ that represents the nodes. In such processes, the intensity
λ corresponds to the mean number of points per surface unit. Two points(x, y) of
the Point Process are neighbors if and only if the Euclidean distance betweenx and
y is lower than a fixed threshold, a given constantR (d(x, y) ≤ R). R denotes the
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radio range of the nodes. IfΦ is a stationary Point Process of intensityλ, thenΦ(S)
represents the number of points of the Point ProcessΦ laying in the surfaceS. Let
B(x,R) be the ball of radiusR centered in nodex andB

′

x be such thatB
′

x = B(x,R)\
{x}.

In Propositions 1 and 2, we express the mean number of receptions per node. This
result will be used to compare the different algorithms. Proposition 1 holds for the
model we consider in our simulations, which is described in Section 6.

The hypothesis of these propositions are thus directly checked with the model used
in this paper. The second result expressed in Proposition 2 is the same than the first one
but holds for more general random graphs. Letr be the mean number of receptions
received at a node (relay or not). For the sack of clarity, theproofs are presented in
Appendix.

Proposition 1 Let Φ be a stationary Point Process of intensityλ (λ > 0) distributed
in the plan. LetΦRelay be a thinning ofΦ. The points ofΦRelay represent the relays.
We suppose thatΦRelay is still a stationary Point Process of intensityλRelay. We only
consider nodes/points within an observation windowW , which is a square of sizeL×L

with L ∈ IR+. We have:

r = E
o
Φ

[

ΦRelay(B
′

0)
]

= E
o
ΦRelay

[

Φ(B
′

0)
]

P
o
Φ (0 ∈ ΦRelay) =

λRelay

λ
E

o
ΦRelay

[

Φ(B
′

0)
]

(1)

whereE
o
Φ

[

ΦRelay(B
′

0)
]

is the expectation (so the mean number) under palm proba-

bilities w.r.t. the processΦ of the relay points inB
′

0.

This latter result may be interpreted as follows: the mean number of receptions per
node is the product of the degree of a relay and of the probability for a node to be a
relay (or equivalently the mean ratio of relays/nodes).

Proposition 2 Given a random graphG(V,E) and a set of relay nodesRelay ⊂ V ,
where

• (i) the degree of the nodes are identically distributed,

• (ii) the degree of the relays inG are identically distributed,

• (iii) the number of receptions per node are identically distributed.

Then we have:

r = E

[

δ(v1)
∣

∣

∣
v1 ∈ Relay

]

P(v1 ∈ Relay) (2)

In this equality,v1 is a node arbitrarily chosen among the set of vertice inG (a typical
node). The choice ofv1 has no impact since the probability to be a relay and the degree
of nodes are equi-distributed. As in Proposition 1, the meannumber of receptions per
node is the product of the mean degree of the relays and the probability for a node to
be a relay.
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Discussion:In [7], the authors show that the energy consumption of a broadcast trans-
mission when using the IEEE 802.11 MAC layer technology, is approximately four
times the cost of a reception by a node.

In all broadcasting heuristics mentioned in Section 2, between20% and50% of the
nodes are transmitters but each node receives the broadcastmessage between5 and10
times. Therefore, for a100-node network, a broadcasting operation causes between
20 and50 transmissions but also between500 and1000 receptions. The most costly
part of a broadcasting in a 802.11 ad hoc network is then due tothe induced receptions
rather than the transmissions. This key observation may differ from one technology
to another, but receptions still certainly consume an important part of the energy spent
during a broadcasting. Moreover, a high number of receptions per node increases the
collision probability and the bandwidth used. A node which receives10 times the same
packet cannot use the medium during these10 transmissions. So, we are convinced that
one of the main performance criteria for a protocol/heuristic used to broadcast a packet
in anad hocnetwork is the mean number of receptions per node.

In this Section, we have shown that this number of receptionsis given as the prod-
uct of the proportion of transmitters and the mean degree of the transmitters. Unfor-
tunately, neither the degree of relays nor the proportion ofrelays can be analytically
worked out yet for the considered algorithms but the blind flooding, for which the re-
sults are trivial. However, we evaluate these quantities bysimulation in Section 6 in
order to compare the behavior of the different broadcastingalgorithms. We shall show
that they minimize either the degree of the relays (as the MPRor NES heuristic) or the
number of relays used (as our clustering algorithm). For instance, our heuristic based
on the node density favors relays with high degree compared to the other heuristics
while keeping a low number of receptions (the number of transmitters is then small).
It has the advantage of minimizing both transmissions and receptions and so the global
cost of the broadcasting. Moreover, such a relay selection is robust since a transmitter
has a high degree: a link failure does not isolate the transmitters.

6 Simulation results

We first performed simulations in order to qualify the gateways elected and then to
compare the broadcasting tasks performed with our clustering and gateway selection
schemes to other existing heuristics. This section detailsthe results. All the simulations
follow the same model. We use a simulator we developed which assumes an ideal MAC
layer. Nodes are randomly deployed using a Poisson Point Process in a(1+2R)×(1+
2R) square with various levels of intensityλ. In such processes,λ represents the mean
number of nodes per surface unit. Only the points within the squarew of size1 × 1
are taken into account to estimate the different quantities(mean degree, mean density,
etc.). But in order to avoid side effects, the samples of Point Processes are generated in
a larger windowW . For instance, if we estimate the mean degree (δ) of nodes, we take
the degree of the points inw to computeδ. If we do not consider the points ofW , the
points close to the edge withinw would have a lower degree than the points close to
the center, introducing a bias in the estimations. Both windows are shown in Figure 1.
This technique is called ”minus-sampling”, a more detaileddescription can be found
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in [20]. The communication rangeR is set to0.1 in all tests. In each case, each statistic
is the average over 1000 simulations. When several algorithms are compared, they are
compared with the same samples of the simulation model.
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Figure 1: Only points ofw are taken into account to estimate the different quantities,
but the Point Process is generated in the squareW in order to avoid the side effects.

6.1 Gateways: election and utilization

If we consider two neighboring clustersC(u) andC(v), we may have four different
types of gateways between them:

• Leaf↔Leaf gateways:GW (C(u), C(v)) andGWm(C(u), C(v)) are both leaves.
This kind of gateway is the more costly as it adds two transmitter nodes and thus
induces more receptions.

• Leaf↔Internal Node gateways: GW (C(u), C(v)) is a leaf and
GWm(C(u), C(v)) an internal node. This kind of gateway adds only one
transmitter node. It’s the least popular, as shown later by simulations.

• Internal Node↔Leaf gateways: GW (C(u), C(v)) is an internal node and
GWm(C(u), C(v)) a leaf. This kind of gateway adds only one transmitter node.

• Internal Node↔Internal Node gateways: GW (C(u), C(v)) and
GWm(C(u), C(v)) are both internal nodes. This kind of gateway is the
one we try to favor since it does not add any extra-cost since it does not add any
transmitter neither induces any additional reception. But, as we will see, they
unfortunately are the least popular ones.

Table 2 shows the mean number of gateways a cluster has to elect and maintain
and the mean number of gateways used when a global broadcasting task is performed.
As we can note, the number of gateways to elect is reasonable and remains almost
constant while process intensity increases. This shows thegood scalability feature of
this heuristic. Nevertheless, this was predictable since,as we saw in Section 3, the
number of clusters is constant from a certain amount of nodes, so is the mean number
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500nodes 600nodes 700nodes 800nodes 900nodes 1000nodes
#clusters 11.93 11.64 11.36 11.30 11.14 10.72
#gw selected per cluster 5.86 6.02 6.16 6.20 6.22 6.26
#gw used per cluster 1.76 1.74 1.73 1.76 1.68 1.66

Table 2: Number of gateways selected and used per cluster fora global broadcasting
initiated at a randomly-chosen source as a function of the process intensity.

of neighboring clusters for a cluster and so the number of gateways to elect. More-
over, we also saw that the cluster topology was close to a Voronoi tessellation. Yet,
in a Voronoi tessellation, a cell has6 neighbors in average. This is actually the mean
number of gateways a cluster has to elect. Figure 2(a) gives the proportion of each
kind of gateways selected. We can note that the two less elected kinds of gateways are
the Leaf↔Internal Node and Internal Node↔Internal Node gateways. This is due to
the fact that, by construction, most of frontier nodes are leaves. This also explains the
great proportion of other kinds of gateways since, as soon asthere is an internal node
as a frontier node, it is elected (and thus Internal Node↔Leaf gateways are preferred
to Leaf↔Internal Node ones). The more sparse the network, the less chance to find in-
ternal nodes on borders. So, the proportion of Internal node↔Leaf gateways increases
with the intensity process while the proportion of Leaf↔Leaf gateways decreases.

When a global broadcasting task is performed, all the gateways are not neces-
sary used since 2 neighboring clustersC(u) andC(v) are connected via 2 gateways
Gateway(C(u), C(v)) andGateway(C(v), C(u)) and in most cases, only one of them
is used. As shown in Table 2, the number of gateways used per cluster is quite constant
and remains pretty low, always comprised between1 and2. This means that generally,
either the broadcasting enters a cluster and dies in it (in this case, it uses only one gate-
way), either it passes through it and thus uses two gateways (one to enter the cluster,
one to leave it).

Figure 2(b) shows the proportion of each kind of gateways used when a global
broadcasting operation is initiated. As we can see, most of them are the ones which
add only one transmitter node. This is true even for low intensities of node when the
rate of Leaf↔Leaf gateways elected was the highest. This shows that our algorithm
can adapt and favor internal nodes naturally. As the mean number of gateways used is
low and since we add only one transmitter node for each gateway, the induced cost is
low as well.

6.2 Broadcasting performances

In order to evaluate our algorithm, we chose to compare it to some of the most represen-
tative broadcasting schemes seen in Section 2: blind flooding, LCA [11] (cluster-based
schemes), Multi-Point Relay [17] (source-dependent dominating set), the Neighbor
Elimination-Based Scheme of Wu and Li [21] (source-independent dominating set)
and the Neighbor Elimination Scheme ”Wait and See” of I. Stojmenovic, M. Seddigh
and J. Zunic [18] (random dominating set). As seen in Section5, we try to compare
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Figure 2: Proportion of each kind of selected gateways and used gateways per clus-
ter as a function of the process intensity.(+: Leaf↔Leaf; ×: Internal Node↔Leaf;
∗: Leaf↔Internal Node;�: Internal Node↔Internal Node)

them in terms of energy-efficiency, also taking into accountthe impact of the relay
degree on these performances. Therefore, the significant characteristics we note are
the proportion of nodes which need to re-emit the message (size of the dominating set)
and their mean degree, as well as their impact over the mean number of copies of the
broadcast message that a node receives (useless receptions). Moreover, we simulate
two different variants of the Neighbor Elimination Scheme of Wu and Li: the original
one [21] where the node priority is the node Id, and a later version of it where the
priority value is the node degree (plus Id to break ties) [5],still in the aim to study the
impact of the relay degree over the broadcasting performances. We also have a look at
the latency (time needed for the last node to receive the broadcast packet initiated at the
source). As the main goal is to limit energy consumption and bandwidth occupation
in order to maximize the network lifetime, all these values have to be as low as possi-
ble. Moreover, we have to note that the latency of the NES-”Wait and See” protocol
depends on the size of the window in which nodes randomly choose their backoff time.
It is thus the protocol with the highest latency and we did notevaluate it.

The more transmitters and useless receptions, the more redundancy. Thus, when
a broadcasting scheme induces many retransmissions, it is expensive in terms of en-
ergy but it is expected to be more reliable against link or node failures and/or mobility.
Therefore, we also analyze the impact of both number of receptions per node and de-
gree of the relays on the broadcasting robustness. In other words, we analyze the
trade-off between redundancy and reliability against linkfailures.

6.2.1 Broadcasting over the whole network (global broadcasting)

Figure 3 shows the proportion of transmitters in the networkas well as their degree in
the graph, for the different broadcasting algorithms.

Figure 3(b) shows the degree of these relays. As in the blind flooding, every node
is a transmitter, the mean degree of the relays actually is the mean degree of the nodes
in the graph. We observe that the density-based relay selection maximizes the mean

16



degree of the relays as opposed to the NES technique of Wu and Li for which the
mean degree of transmitters is smaller than the mean degree of nodes. Since the mean
node density value is almost proportional to the mean node degree [12], density-based
selection elects nodes with a high degree. Besides, note that the original NES of Wu
and Li and the NES-”Wait and See” elects transmitters with the same degree value.
We also note that the MPR selection elects transmitters without favoring nodes with
small or high degree. NES-”Wait and See” selects relays witha degree lower than
the mean value as, the more neighbors a node has, the more likely it is to hear one of
them emitting before its backoff time is off. Moreover, as expected, since heuristics are
based on it, LCA and NES-degree of Wu and Li also elect relays with a high degree.

Figure 3(a) plots the proportion of transmitter nodes in thenetwork. As in blind
flooding, every node forwards the message upon first reception of it, this proportion
is equal to1. We can note that the ”Wait and See” heuristic is the one having the
less transmitter nodes and thus spending the less energy foremissions. Our heuristic
is very close to it. Also remark that the two variants of the NES protocol generate
approximatively the same amount of transmitters.

Nevertheless, as seen in Section 5, the resulting number of receptions per node can
not been deduced only from these results (proportion of transmitters and their degree)
as it actually is the convolution of both of them. And, as one of the heuristics with the
lowest number of transmitters also is the one with the highest relay degrees, we can
not deduce from it whether useless receptions are minimizedor not, and so it is for
all heuristics. We can just suppose that the variant of the NES protocol based on the
degree would cause more receptions on nodes than the original NES protocol as, for a
same amount of transmitters, the degree of relays is higher.

Figure 4 shows the mean number of receptions per node of a single broadcast mes-
sage.

As we can observe, when a global broadcasting task is initiated, the NES-”Wait
and See” algorithm induces less receptions than other algorithms. Thus, it spends
less energy and resources. Nevertheless, we can note that the results of our algorithm
are very close to the ”Wait and see” ones since the density-based generates only one
additional reception in average per node. Moreover, as the ”Wait and See” scheme
is based on random counters, the latency induced is inevitably greater than the one
induced by the density-based heuristic. Thus, also regarding the fact that the initial
goal of density-based heuristic is clustering, we can estimate that the density-based
algorithm results are pretty good. Moreover, as mentioned later, the NES-”Wait and
See” scheme is much less reliable against link failures. Also remark that, as expected,
the original NES protocol of Wu and Li causes less receptionsthan the variant based
on the node degree.

Since in the MPR selection, the relays are selected in order to reach the2-
neighborhood after two hops, thek-neighborhood of the source is reached withink

hops. Under the assumption of an ideal MAC layer, MPR gives the optimal results in
terms of latency (Number of hops). We thus compare our heuristic to the MPR one
to measure how far we are from the optimal solution. We consider a time unit as a
transmission step (i.e., 1 hop). Table 3 presents the results. Yet, we can note that,
even if our algorithm is not optimal regarding the latency, results are very close to it.
Figure 5 represents the propagation in time for a broadcast packet initiated at the cen-
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tered source at time0. Cluster-heads appear in blue and the source in green. The color
of other nodes depends on the time they receive the broadcastpacket. The darker the
color, the shorter the time.

500 nodes 700 nodes 800 nodes 900 nodes 1000 nodes
MEAN MAX MEAN MAX MEAN MAX MEAN MAX MEAN MAX

MPR 5.13 8.97 4.88 8.40 4.88 8.40 4.81 8.23 4.78 8.07
Density 6.31 11.05 6.22 10.78 6.24 10.95 6.15 10.66 6.19 10.74

Table 3: Mean and Max time for receiving the message.”MAX” values represent the
time needed for the last node to receive the packet. ”MEAN” values represent the mean
time a node needs to receive the broadcast packet.

6.2.2 Broadcasting within clusters (cluster broadcasting)

We now suppose that the broadcasting task is performed in each cluster, initiated at the
cluster-heads. We thus have as many broadcastings as clusters.

We can see on Figure 6, that this time, our broadcasting algorithm is the one which
best minimizes the proportion of transmitter nodes, even outperforming the NES ”Wait
and See” protocol (Figure 6(b)). Moreover, it also obtains the best results regarding the
number of receptions (Figure 6(a)) with the NES ”Wait and See” Scheme.

These results also confirm the analytical results claiming that the number of recep-
tions on nodes can not be directly deduced from the proportion of transmitters. Indeed,
for example, the density-based algorithm selects less relays with much higher degree
than the ”Wait and See” and finally, they both provide a similar amount of receptions
per node.

Table 4 and Figure 7 present the results regarding the latency. We still compare
our algorithm to the MPR protocol, without considering the ”Wait and See” for which
the latency is random as linked to the size of the backoff counter. Once again, we can
observe that, even if our algorithm is not optimal, results are very close as, in average,
a node in our algorithm needs only 0.5 step more than the optimal value to receive the
packet. This also shows that, even if routes in trees, from the cluster-heads to other
nodes, are not always the shortest ones, they are very close to them.

500 nodes 700 nodes 800 nodes 900 nodes 1000 nodes
MEAN MAX MEAN MAX MEAN MAX MEAN MAX MEAN MAX

MPR 1.76 4.71 1.78 4.85 1.81 4.83 1.81 4.80 1.82 5.00
Density 1.80 5.08 1.83 5.38 1.87 5.29 1.87 5.50 1.88 5.30

Table 4: Mean and Max time for receiving a cluster broadcast message.”MAX” values
represent the time needed for every node to receive the packet at least once, ”MEAN”
values the mean time a node has to wait till the first receptionof the packet.
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In Table 5, we give the proportion of nodes which receive the first copy of the
packet by their parent or by one of their children. This feature shows whether the
message which is sent by the cluster-head follows the branches of the trees. Indeed,
a nodeu always receives the message by its parent (as all non-leaf nodes forward the
message) but it could have received it before from another way as paths are not always
optimal. In this case, as we suppose an ideal MAC layer, the shortest route betweenu
and its cluster-head is not found by following the route in the tree. We can thus see that
routes are the shortest ones in number of hops for more than70% of the cases. We can
also observe, as the message progresses down the tree, that none of the nodes receives
it the first from one of their children.

500nodes 600nodes 700nodes 800nodes 900nodes 1000nodes
% by parent 78.74% 76.81% 74.57% 73.21% 71.31% 70.13%
% by a child 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Table 5: Proportion of nodes which receive the first copy of the packet by their parent
or by one of their children.

6.3 Broadcasting and gateway reliability

After considering these results, we wonder about the reliability of all these protocols
(still only considering the network layer) against link and/or node failures. Indeed, till
now, we have only compared protocols regarding the energy saved by each of them, by
limiting useless receptions on nodes and trying to minimizethe size of the dominating
set. However, the more transmitters, the more redundancy and so the more reliability.
Therefore, is it really a good approach to minimize redundancy on nodes in an envi-
ronment where wireless links are weak? Moreover, we wonder whether the degree of
relay nodes has any impact over the reliability. For a same amount of receptions on
nodes, is it better to have few transmitters with high degrees or more transmitters with
low degrees? And, is the redundancy in terms of number of receptions really has an
impact on reliability?

In order to evaluate this aspect of the broadcasting task, weapply a failure prob-
ability over links and measure the proportion of nodes stillreceiving the broadcast
message. The simulation tests we performed, assume that thebroadcasting task oc-
curs before the nodes have recomputed anythinge.g., their set of MPR-Selector nodes
(MPR heuristic), their set of neighbors to eliminate (everyNES scheme) or their parent
in the clustering tree (density-based algorithm). As in theblind flooding, every node
transmits the message upon first reception of it, nodes do notreceive the message only
if the network is disconnected. This failure model may seem not to be very realist as
links can also fail because of congestion. Since the blind flooding, for example, in-
duces more messages than any other protocol, more links fail. Nevertheless, the results
of the blind flooding give an information about the network connectivity. However,
link failures may also be due to node mobility. These moves are not instantly taken
into account by the protocols and thus may introduce unexpected behaviors during a
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broadcasting operation.
Figure 8 shows the results for both kinds of broadcastings: in a cluster and in the

whole network, forλ = 1000. Globally, the behavior of different heuristics is the
same from one kind of broadcasting task to the other one, excepted the density-based
heuristic. For example, the NES-”Wait and See” which was thebest heuristic regarding
the number of useless receptions and transmitters, is the least reliable one, whatever the
kind of broadcasting.

Figure 8(a) considers a broadcasting in a cluster. Surprisingly, it does not appear
that there is a link between the mean number of receptions pernode, which can be
seen as a kind of redundancy, and the robustness. For instance, we can note that even
if the MPR heuristic induces more transmitters and useless receptions that the NES
algorithms of Wu and Li, it is less reliable. This is due to thefact that in the MPR
algorithm, a node will forward a broadcast message if and only if it has received the
first from a node which has elected it as a MPR [2]. Another example is the density-
based heuristic where the number of receptions per node is small but which is one of
the most robust.

It seems that protocols where the relays have a high degree tend to be more ro-
bust. Indeed, heuristics with high degree (NES-degree and Density based) are very
robust and protocols with small degrees as MPR or the NES-”wait and see” present
the worst behavior. However, the NES-Wu Li algorithm is an exception but its variant
NES-degree (which increases the degree of the relays) is better in term of robustness.
The redundancy in terms of number of receptions is thus very costly in terms of used
bandwidth and energy consumption, as discussed in the previous Sections, but does not
offer better performances in term of robustness.

Therefore, the density-based heuristic presents a good reliability against link fail-
ures when a broadcasting task is performed within a cluster.As it also minimizes both
the proportion of transmitters and useless receptions on nodes, it constitutes the most
efficient protocol since it is a trade-off between cost and reliability. Moreover, remind
that a broadcasting operation in a cluster is performed in a quasi-optimal time.

Nevertheless, as we can notice on Figure 8(b), the density-based algorithm is much
less reliable when used for performing a broadcasting task over the whole network. It
is still better than the NES-”Wait and See” heuristic as a greater proportion of nodes
still receives the message when links fail, but it is less reliable than the NES scheme
of Wu and Li. This result, coupled with the fact that our heuristic well behaves when
the broadcasting is confined in a cluster, shows that the weakest points in such a global
broadcasting are the gateways which link the clusters. Indeed, if a clusterA can be
reached only by clusterB and that the gateway fromB to A fails, the whole cluster is
isolated in the broadcasting operation. In order to add somereliability, it ought to be
better to elect several gateways between all pairs of neighboring clusters. Electing more
than one gateway does not add extra-cost as the gateway selection manages it without
any additional message. Additional cost when using severalgateways only appears
when a global broadcasting task is performed and uses these multiple gateways. In-
deed, this means additional transmitter nodes and thus additional receptions on nodes.
Therefore, there is a trade-off to discuss between the cost of additional transmitters and
useless receptions and the reliability of the protocol. In order to estimate this trade-off,
we simulated a global broadcasting by using several gateways between clusters. We
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then compare with other heuristics regarding the redundancy, the transmitter ratio and
the number of useless receptions. Results, given in Figure 9, clearly show that reliabil-
ity is quickly improved with the addition of gateways, whichconfirm that they indeed
are the sensitive points in the broadcasting task. As Figure9(a) shows, electing three
gateways between any pair of neighboring clusters is enoughto obtain the same reli-
ability than the NES schemes of Wu and Li. Moreover, as Figures 9(b) and 9(c) plot,
with three gateways, the density-based algorithm still induces less useless receptions
and transmitters than other ones (excepted the NES ”Wait andSee” scheme).

7 Conclusion and perspectives

We have proposed a broadcasting scheme over a clustered topology for multi-hop wire-
less networks. We can thus obtain a double-use structure with low cost, as the main-
tenance is local and quasi-local. The cost is bounded by the tree depth which is a low
constant. Moreover, two kinds of broadcasting task may be performed over it since
we can perform global broadcastings in the whole network as well as broadcastings
confined inside a cluster. Our proposed algorithm offers better results than some ex-
isting broadcasting schemes. More precisely, it saves moreretransmissions since the
number of internal nodes selected is lower (for both global and cluster-confined broad-
castings). Moreover, the number of duplicated packets received is also lower. Note that
reducing both emissions and receptions is an important factor when designing energy
aware broadcasting protocols. Future works will be dedicated to investigate robust-
ness of clustering-based broadcasting protocol in presence of node and link failures.
Preliminary results tend to show that the confined broadcasting is more robust that the
global one and thus we investigate more deeply the impact of the choice and number
of gateways between clusters.
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We present here the proofs of Propositions 1 and 2.

Proof of Proposition 1 Since the Poisson Point Process is distributed inIR2, nodes
of W may receive the broadcast message from nodes outside ofW .

For a typical point,i.e., the point0 under Palm probabilities, the mean number of
receptions corresponds to the mean number of points ofΦRelay at distance less than
R. If r is the mean number of receptions per node,

r = E
o
Φ

[

ΦRelay(B
′

0)
]

whereE
o
Φ is the expectation (so the mean number) under palm probabilitiesw.r.t. the

processΦ of the relay points inB
′

0. According to the Mecke Formula (see [20]), the
total number of receptionsZ received by all the nodes withinW is

E

[
∫

W

ΦRelay(B
′

x)Φ(dx)

]

= λE
o
Φ

[

ΦRelay(B
′

0)
]

By stationarity of the two Point ProcessesΦ andΦRelay, we have,

E

[
∫

W

ΦRelay(B
′

x)Φ(dx)

]

= E

[
∫

W

Φ(B
′

x)ΦRelay(dx)

]

The left hand side of the equality is the total number of receptions perceived by the
nodes withinW (relays can be outside) and the right hand side is the total number of
receptions perceived by the whole points ofΦ but generated by the relays standing in
W . Applying the Mecke formula to both sides of the equality, weobtain:

λE
o
Φ

[

ΦRelay(B
′

0)
]

= λRE
o
ΦRelay

[

Φ(B
′

0)
]

and so,

r = E
o
Φ

[

ΦRelay(B
′

0)
]

= E
o
ΦRelay

[

Φ(B
′

0)
]

P
o
Φ (0 ∈ ΦRelay) =

λRelay

λ
E

o
ΦRelay

[

Φ(B
′

0)
]

Remark 3 If we just consider points ofW as relays and receivers, the total number of
receptions becomes:

E

[
∫

W

ΦRelay(B
′

x ∩ W )Φ(dx)

]

= E

[
∫

W

Φ(B
′

x ∩ W )ΦRelay(dx)

]

= λRelay

∫

W

E
o
ΦRelay

[

Φ(B
′

0 ∩ (W − x))
]

dx

= λ

∫

W

E
o
Φ

[

ΦRelay(B
′

0 ∩ (W − x))
]

dx

Proof of Proposition 2 We define:
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• N as the random variable which represents the number of vertice in G (N =
|V |),

• for u ∈ G, δR(u) as the number of relays in the neighborhood ofu,

• r as the mean number of receptions per node,

• Z as the total number of receptions generated by the broadcasting.

We remind that, foru ∈ V , δ(u) is the number of neighbors ofu (in other words the
degree).

Only the relays forward the message, therefore, as links arebidirectional, the num-
ber of receptions at a node (relay or not) corresponds to the number of relays in its
neighborhood. We have,

r = E[δR(u)], ∀u ∈ V

whereE[δR(u)] is the expectation of the variableδR(u) and corresponds to its mean
value.

If the number of receptions is equi-distributed, we have

r = E

[

Z

N

]

As we only have bidirectional links,Z can be written in two ways:

Z =
∑

u∈V

δR(u)

and
Z =

∑

v∈Relay

δ(v) =
∑

v∈G

δ(v)1lv∈Relay

where1lv∈Relay = 1 if v ∈ Relay and1lv∈Relay = 0 otherwise.
We take this last equality to computeE

[

Z
N

]

, which actually is the mean value of
Z
N

. We condition this quantity by the different values ofN .
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r = E

[

Z

N

]

= E

[
∑

v∈V δ(v)1lv∈Relay

N

]

=

+∞
∑

k=1

E

[

∑k

i=1
δ(vi)1lvi∈Relay

k

∣

∣

∣
N = k

]

P(N = k)

=

+∞
∑

k=1

k
∑

i=1

1

k
E [δ(vi)1lvi∈Relay] P(N = k)

=

+∞
∑

k=1

E

[

δ(v1)1lv1∈Relay

∣

∣

∣
N = k

]

P(N = k)

= E [δ(v1)1lv1∈Relay]

= E

[

δ(v1)
∣

∣

∣
v1 ∈ Relay

]

P(v1 ∈ Relay)

In the last equalities,v1 is a node arbitrary chosen among the set of vertice inG (a
typical node), quantities being equi-distributed.
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Figure 3: Proportion of transmitter nodes(a) and their mean degree(b) as a function
of the mean number of nodes for different algorithms.(+: Blind Flooding;×: LCA;
∗: MPR;�: NES - Wu Li; NES - Degree - Wu Li;⊖ NES - Wait and See;• Density-
based)
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Figure 4: Number of receptions per node as a function of the number of nodes for
different algorithms.(+: Blind Flooding;×: LCA; ∗: MPR; �: NES - Wu Li; NES -
Degree Wu Li;⊖ NES - Wait and See;• Density-based)
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(a) Propagation with MPR (b) Propagation with the density
metric

Figure 5: Propagation time of a general broadcasting initiated at a centered source (a)
using MPR and (b) using density-based clustering trees.
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(b) Number of receptions

Figure 6: Mean number of receptions per node (a) and Proportion of transmitter
nodes (b) for a cluster broadcasting schemew.r.t. the process intensity and the met-
ric used.(+: Blind Flooding; ×: MPR; ∗: NES - Wu Li; �: NES - Degree Wu Li;

NES - Wait and See;⊖ Density-based; )

(a) Clusters (b) Propagation with MPR (c) Propagation with the den-
sity metric

Figure 7: Propagation time of a cluster broadcast packet over the topology plotted in
(a) using MPR(b) or density-based trees(c).
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(a) Link failure in a cluster broadcasting
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(b) Link failure in a global broadcasting

Figure 8: Proportion of nodes still receiving a broadcast message when applying a
link failure probability (a) for a cluster broadcasting and(b) for a global broadcasting
scheme.
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Figure 9: Reliability against link failures (a), Proportion of transmitters (b) and number
of receptions per nodes (c) when using several gateways during a global broadcasting
scheme.
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