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Abstract. Wireless routing protocols are all flat routing protocolsl @me thus
not suitable for large scale or very dense networks becatibarmwidth and
processing overheads they generate. A common solutioristsdhlability prob-
lem is to gather terminals into clusters and then to applyeaanchical routing,
which means, in most of the literature, using a proactiveinguprotocol inside
the clusters and a reactive one between the clusters. Wepséy introduced

a cluster organization to allow a hierarchical routing acalability, which have
shown very good properties. Nevertheless, it provides ataabhnumber of clus-
ters when the intensity of nodes increases. Therefore wlg appactive routing
protocol inside the clusters and a proactive routing prtbetween the clusters.
In this way, each cluster ha3(1) routes to maintain toward other ones. When
applying such a routing policy, a nodealso needs to locate its correspondent
v in order to pro-actively route toward the cluster owningln this paper, we
describe our localization scheme based on Distributed éth$ables and Inter-
val Routing which takes advantage of the underlying clirsgestructure. It only
requiresO(1) memory space size on each node.

keywords: wireless networks, localization, DHT, interval routing.

1 Introduction

Wireless multi-hop networks suad hocor sensor networks are mobile networks of
mobile wireless nodes, requiring no fixed infrastructureey mobile can indepen-
dently move, disappear or appear at any time. A routing paitis thus required to
establish routes between terminals which are not in tressor range one from each
other. Due to the dynamics of such wireless networks (temhmmobility and/or instabil-
ity of the wireless medium), the routing protocols for fixeztworks do not efficiently
fit. Ad hocrouting protocols proposed in the MANET working group aildlat routing
protocols: there is no hierarchy, all the terminals havestimae role and are potential
routers. If flat protocols are quite effective on small andiiam size networks, they are
not suitable for large scale or very dense networks becausenalwidth and process-
ing overheads they generate [22]. A common solution to asability problem is to
introduce a hierarchical routing. Hierarchical routin¢geofrelies on a specific partition
of the network, calleatlustering the terminals are gathered into clusters according to
some criteria, each cluster is identified by a special notlecceluster-headin most of
the literature, a hierarchical routing means using a pielatouting protocol inside the

! Nodes permanently keep a view of the topology. All routesaalable as soon as needed.



clusters and a reacti¥@ne between the clusters [6,9,19,20]. In this way, noda sto
full information concerning nodes in their cluster and opBrtial information about
other nodes. We previously introduced a clustering alforif13]. Its builds clusters
by locally constructing trees. Every node of a same treertigio the same cluster, the
tree root is the cluster-head. This algorithm has alrea@y veell studied by simula-
tion and theoretical analysis. It has shown to outperformesother existing clustering
schemes regarding structure and behavior over node nyohild link failure. It may
also be used to perform efficient broadcasting operatiobs Nevertheless, it pro-
vides a constant number of clusters when the node intemsitgases. Thus, there still
areO(n) nodes per cluster and using a proactive routing scheme maaster as in
a classical hierarchical routing, would imply that each estill storesO(n) routes,
which is not more scalable than flat routing. Therefore, weppse to use the reverse
approachij.e., applying a reactive routing protocol inside the clusterd a proactive
routing protocol between the clusters. Indeed, as the nuailotusters is constant, each
cluster has only)(1) routes to maintain toward other ones. As far as we know, dray t
SAFARI project [21] has proposed such an approach, even #tmbthe clustering
schemes [1,19] present an increasing number of nodes peeckith an increasing
node intensity and still claim to apply a proactive routifpame inside the clusters.
When applying such a routing policy, a noddirst needs to locate the nodewith
which it wants to communicatég., it needs to know in which cluster nodes. Once

it gets this informationy. is able either to pro-actively route toward this clustet isi
not the same than its, or to request a route toward madside its cluster otherwise.
So, a localization function which returns for any nadethe name of the cluster to
which it belongs is needed. In this paper, we introduce ocallpation scheme which
takes advantage of the tree/cluster structure. It is basdlistributed Hashed Tables
(DHT) and Interval Routing. DHT are known to be scalable alohato each node
u to register its cluster identity over the network on sevesaldezvous points which
will be contacted by every node looking for nodelnterval routing is already known
to be a highly memory efficient routing for communication istdbuted systems. In
addition, this scheme also takes advantage of the broaagdsature of the wireless
communications to reduce even more the memory size. Yeh, made only requires a
memory size ir0(1).

The remaining of this paper is organized as follows. The rigthon of the initial
clustering algorithm as well as interesting features far ltbcalization algorithm are
given in Section 2. Then, we describe in Section 3 how we @wepo take advantage
of the underlying structure of our organization to perforar tncalization algorithm.
Then, we describe in Section 4 our proposition. Lastly, intéa 5, we discuss some
improvements and future works.

2 Our cluster organization

In this section, we summarize our previous clustering warkwdnich we apply our
localization scheme. Only basic features which are relgfeaitocalization and routing
are mentioned here. For more details, please refer to [1{]L4

Let’s first introduce some notations. We classically modgiraless multi-hop network

2 Routes are searched on-demand. Only active routes areaingidt



by a random geometric grajgh= (V, E) whereV is the set of mobile node§|(| = n)
ande = (u,v) € E represents a bidirectional wireless link between a pairoafersy
ando. If dist(u,v) is the Euclidean distance between nodesdv, then3(u,v) € E
iff dist(u,v) < R. R is thus the transmission range.dfu, v) is the distance in the
graph between nodasandv (minimum number of hops needed to reacfrom w),
we notel(u) the set of nodes such thatd(u,v) = k. Note that node: does not
belong tol', (u)Vk. §(u) = |I'1(u)] is called thedegreeof . We noteC(u) the cluster
owning u. Let P(u) denote the parent node of nodein a tree andCh(u) the set
of children ofu, i.e., the set of nodes such thatP(v) = w. Note thatu is a leaf
iff Ch(u) = (. Moreover, we note7 (u) the subtree rooted in node We say that
v € sT(u) if v = worif u is the parent of node (P(v) = w) or if the parent
of nodew is in the subtree rooted in (P(v) € s7(u)): {vesT(u)NIli(u)} <
{veCh(u)} or {vesT(u)NIi(u)\{u}} < {Pv) € sT(u)}

2.1 The clustering heuristic

Our initial goal was to propose a way to use multi-hop wirglastworks over large
scales. We proposed a clustering algorithm motivated byfabethat in a multi-hop
wireless environment, the less information exchangechdrgtored, the better. First, we
wanted a cluster organization with no-overlapping clistéth a flexible radius (Many
clustering schemes [5,11] have a radiud ph [1,7] the radius is set a priori.), able to
adapt to the different topologies. Second, we wanted thesitbe able to compute the
heuristic from local information, only using thedrneighborhood knowledge. (In [1],
if the cluster radius is set i, the nodes need to gather information upltoops away
before taking any decision.) Finally, we desired an orgation robust and stable over
node mobility,i.e., which do not need to be recomputed at each single change in th
topology. For it, we introduced a new metric calléensity[13]. The notion of density
of a nodeu (notedp(u)) characterizes the "relative” importance ofin the network
and within its neighborhood. This link density smooths lad@anges down i (u)
by considering the ratio between the number of links and timeber of nodes i (u).

Definition 1 (density).

The density of a node € V is: p(u) = Le=vw)€l |welulUl(u) and ve 4 (u)}|

5(u)

Because of page restrictions, we only give here a sketcheofltister/tree forma-
tion, but the algorithm and an example can be found in [13]a®@agular basis, each
node locally computes its density value and regularly lgchtoadcasts it to itd-
neighbors €.g, usingHel | o packets). Each node is thus able to compare its density
value to its1-neighbors’ and decides by itself whether it joins one ohthghe one
with the highest density value) or it wins and elects itsslthister-head. The node Id
are used to break ties. In this way, two neighbors can not lie ¢laster-heads. We
actually draw a tre@” = (V, E’) which is a subgraph off, such thatt’ C E. T’ is
actually a directed acyclic graph (DAG). A DAG is a directadgh that contains no
cycles,i.e.a directed tree. The node which density value is the highigsinwts neigh-
borhood becomes the root of the tree and thus the clusterdfehe cluster. If node
has joined nodev, we say thatw is nodeu’s parent (noted?(u) = w) in the cluster-
ing tree and that node is a child of nodew (notedu € Ch(w)). A node’s parent can




also have joined another node and so on. A cluster then exiesedf until it reaches
another cluster. If none of the nodes has joined a no@# (u) = (), u becomes a leaf.
All the nodes belonging to a same tree belong to the samesclWe thus build the
clusters by building a spanning forest of the network in #rifisted and local way. As
proved in [16], at the end of three message exchange rouads de is aware of its
parent in the tree, at the end of four message rounds, it kituevgarent of each of its
neighbors and thus is able to determine whether one of theralbeted it as parent and
thus learns its condition in the tree (root, leaf, reguladejo A node is a leaf if no other
node has chosen it as its parent; a node is a cluster-hedths ithosen itself as parent
and all its1-neighbors have joined it; a node is a regular node othendigeas also
been proved that in an expected constant and bounded tieny, made is also aware of
its cluster-head identity and of the cluster-head idemitits neighbors. It thus knows
whether it is a border node. A node is a frontier node if attleas of its neighbors does
not belong to the same cluster than itself.

2.2 Some characteristics of our clustering algorithm

The cluster formation algorithm stabilizes when every nkdews itscorrect cluster-
head value. In [16], it has been proved by theory and simardt self-stabilize within

a low, constant and bounded time. It also has been provedttlaster-head is aware
of an information sent by a frontier node in a constant andnded time since the
tree depth is bounded. The number of clusters built by thisikéc has been studied
analytically and by simulation. It has shown to be upper ltmghby a constant asymp-
tote when the number of nodes in the network increases. Catpa other clustering
schemes as DDR [19] or Max-Mihcluster [1], our cluster organization has revealed to
be more stable over node mobility and arrivals and to offegtéelb behavior over non-
uniform topologies (see [13]). Moreover, our algorithmgaets a smaller complexity
in time and messages as it only needs information regarde®hop neighborhood of

a node while Max-Min needs information dchops away and DDR nodes need to store
information about all the nodes belonging to the same altiséa themselves.

500 nodegs00 nodes’00 nodeB00 node@00 nodegl000node

# clusters/trees 11.76 11.51 11.45 11.32 11.02 10.80
Cluster diameter 4.99 5.52 5.5 5.65 6.34 6.1
Cluster-head eccentricity 3.01 3.09 3.37 3.17 3.19 3.23
Node eccentricity 3.70 3.75 3.84 3.84 3.84 3.84
Tree depth 3.27 3.34 3.33 3.34 3.43 351
Degree in the tree of non-leaves 3.82 3.99 4.19 4.36 451 4.62
% leaves 73,48% | 74,96% | 76,14% | 76,81% | 77,71% | 78,23%

Table 1.Some cluster and clustering trees characteristics.

Other interesting features for routing and locating ol#dihy simulations are gath-
ered in Table 1. These characteristics illustrate some ofrmtivations for our propo-
sition as explained later in Section 3. The eccentricity abde is the greater distance
in number of hops between itself and any other node in its@lug/e can see in Ta-
ble 1 that the tree depth is low and close to the optimal (eldsead eccentricity).



That means that the routes in the trees from the clusterdweady other node within
its cluster are close to the shortest paths in the netwotst&ling trees present some
interesting properties as a great proportion of leaves asmial amount of non-leaf
children per node. This feature and ftizegree in the tree of non-leaf nodegntry in
Table 1 show that, in average, an internal node does not hiat@gchildren.

3 Basicideas

In fixed networks, routing information is embedded into thygdlogical-dependentnode
address. For instance, an IP address both identify a nodeecete it since the network
prefix is included in the IP node address. In wireless netsjonkbdes may arbitrar-
ily move, appear or disappear at any time. So, the permaruei# identifier can not
include dynamic location information and thus, it has torimependent from the topol-
ogy, which implies an indirect routing between nodes. A irigibperation is referred
as indirect when it is performed in two stejig-first locatethe target and thefii) com-
municate with the target. This allows the network to dissociate thmatmn of a node
from the location itself. With this approach, the routinfpirmation can be totally dis-
tributed, which is important for achieving scalability srge scale networks. Figure 1
illustrates such a routing process.

We propose to use such an indirect routing scheme for roirtitegge scale multi-
hop wireless networks. We are motivated by the fact that wet \wavery scalable so-
lution, thus our proposition aims to store as less inforaratin nodes as possible. We
also want to avoid situations where the distance betweesdhece/requester (node
in Figure 1) and the rendezvous node (negeis much greater than the distance be-
tween the source (hod€ and the destination (nodg. Indeed, if the request has to
cross twice the whole network before two nodes are able &rtdjr communicate, we
waste bandwidth and latency. Distributed Hash Tables (Daf€)a basis for indirect
routing.They provide a general mapping between any inftionand a location. They
use a virtual addressing spaéePartitions of this virtual space are assigned to nodes in
the network. The idea is to uséhash function to first distribute node location informa-
tion among rendezvous points. This sameh function is known by every node and
may then be used by a source to identify the rendezvous paictvgtores the position
of the target node. Each informatiortiashednto a key Qash(v) = key, € V) of this
virtual addressing spadéand is then stored on the node(s) responsible for the enrtiti
of the virtual space this key belongs to.

DHT have been applied at two different levels: at the apfibcalevel and at the
network level. Applying DHT at the application layer is wgpgead in peer-to-peer net-
works. The information hashed in such file-sharing systerntisd identity of a file. The
node responsible for theey = hash(file) stores the identifier of the nodes which
detain that file. DHT nodes form an overlay network on whiah lilokup queries are
routed. The main difference among the many proposals is ébengtry of this over-
lay [24,8,12]. At the network layer, DHT are applied to distite node location infor-
mation throughout the topology and are used to identify aenetich is responsible
for storing a required node location. This is the way we idtém use DHT. When a
nodewu needs to send an information to a nadet first has to know where is. To
get this information, it first asks a nodein charge of the key = hash(v) and thus
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Fig. 1. Indirect Routing: Node: needs to ask» wherew is.

knowing wherev is. In DHT-independent routing schemeés,, the virtual address is
not used for the routing operation. The nodes generally kiveiv geographic coordi-
nates, either absolute (by using a GPS for example) orvelatihich is the location
information they associate to the key. By performingsh(target), a node: gets the
geographical coordinates of a rendezvous atea then applies a geographic routing
protocol to join a node laying in A and which is aware of the geographical coordi-
nates of the target node. From it, nadis able to reach the destination by performing a
geographical routing again. This is the case for instan¢2, 1v,18], in the Terminodes
project [3] or in the Grid project [10]. As we do not want ourdes to depend on a
positioning system, we can not apply that DHT utilizatiom OHT-dependent routing
schemes, the virtual space of the DHT is used not only fottiogdut at the same time
for routing toward the destination. The virtual addressdpa&hdent of the location. In
this way, the coherency of the routing protocols relies andbherent sharing of the
virtual addressing space among all nodes in the networkrditéeng is performed over
the virtual structure. In such scenarii, a nad@erforminghash(w) gets the virtual
address of the rendezvous point. Fromuitoutes in the virtual space towhich gives

it the virtual address ofv. u thus is able to reaclv by performing a routing again in
the virtual space. The routing scheme used is generallyedgneuting: "Forward to
the neighbor in the virtual space whose virtual addressegtbsest to the virtual ad-
dress of the destination”. This is for instance the case ibel26] or L+ [4] on which

is based SAFARI [21]. The main challenge here is to dissetaitige partitions of the
virtual space in such a manner that the paths in the virtuadesjare not much longer
than the physical routes.

Thus, in DHT-based systems, we can consider two phases tifigo(i) a routing
toward the rendezvous node which stores the needed inflemm@krrow 1 on Fig-
ure 1) and(ii) a routing toward the final destination node which locatiod baen
obtained by the lookup operation (Arrd3won Figure 1). In all proposals cited above,
both routing phases are performed in the same way, eithleiptiysical network (for
DHT-independent routing proposals), or in the virtual ofoe DHT-dependent routing
proposals). In the approach we propose, the two routingsstep completed in two
different manners. The first routing step is performed bygishe virtual address of
the rendezvous point (DHT-dependent) whereas the routimgrd the final destination



is performed over the physical network (DHT-independdntjeed, as we propose to
distribute a virtual space over each cluster, routing taisination in the virtual space
is not possible as the destination node may not be in the stusteicas the sender node
and thus be in a different virtual space.

In our proposal, we propose nodes register their clustes ld@ation information.
As seen in Section 2, we have a tree structure. We proposetitiquethe virtual space
V each tree and that each node registers on each cluster intoraigd redundancy. In
this way, when a node looks for a nodeu, it just has to search the information in its
cluster. As the node eccentricity is low (Section 2), theray is reduced. Moreover,
partitioning the virtual space in each cluster rather thaoeoin the whole network
avoids situations where the distance between the sourc¢hangndezvous point is
much greater than the distance between the source and theaties, as in this way, the
source and the rendezvous point always are in the samerolusteeas the destination
may be anywhere in the network.

To distribute the partitions of the virtual space of the DHBuch a way that, given
a virtual address, a nodseis able to find the node responsible for without any additiona
information, we use a tree Interval Labeling Scheme to thiemvan Interval Routing
on the virtual space. Interval Routing is was introduced ired networks by Santoro
and Khatib in [23] to reduce the size of the routing tabless. litased on representing the
routing table stored at each node in a compact manner, byirgthe set of destina-
tion addresses that use the same output port into interatssecutive addresses. The
main advantage of this scheme is the low memory requirentestsre the routing on
each node:: O(4(u)). The routing is computed in a distributed way with the foliog
algorithm: at each intermediate nadghe routing process ends if the destinatjaror-
responds te, otherwise, it is forwarded with the message through an élgeed by
a setl such thay € I. The Interval Labeling Scheme (ILS) is the manner to asdign t
intervals to the edges of each node, in order to perform ariaitiinterval routing with
routes as short as possible. Yet, the authors of [25] shohegdundirected trees can
support an Interval Routing Scheme with shortest pathértree) and with only one
interval per output port when performing a Depth-First+8bdLS. In wired networks,
nodes have to store an interval for each of its output edgerefbre the size of the
routing table is inD(4(w)). But in wireless environments, a transmission by each node
can reach all nodes within radius distance from it. Edgesadigtare hyper-edges (see
Figure 2). Thus the problematic is a bit different as quagyinicast transmission actu-
ally are broadcast transmission. Indeed, as from a motleere is only one hyper-edge,
nodes can store only one interval for it and thus for all theighbors. In our proposal,
nodes only store the interval for which their subtree is oasjble (and the intervals of
each of their neighbors). This gives a table routing siz€ (). When a query is sent,
as all neighbors receive it in any way, only the one(s) camegby it answer(s).

Summary and complexity analysis.To sum up, we propose to apply an indirect rout-
ing scheme over our clustered network by using DHT which@as®each node iden-
tifier to a virtual address of a spate The set of virtual address@sis partitionedd
times over the nodes of each cluster. As the number of clisstemstant and clusters
are homogeneous, each node finally st@»é) location information.



(@) Routing in wired environfb) Routing in wireless en-

ments. Nodes store one interv@lonments. Nodes store only

per output edge. one interval (one per hyper-
edge).

Fig. 2. Edges in wired networks (a) Vs hyper-edges in wireless neds\i).

When a node: wants to communicate with a nodeit first uses the DHT to find out
the virtual address af: hash(v) = key, € V. Then, by using an Interval Routing over
the virtual spacé®’ of its own tree, it reaches at least one node in its clustg@oresible
for storing the location ob, i.e,, C(v). As the intervals of the neighbors are not stored
on the node, this one only stores its own interval and thedizes routing table is in
O(1). As the number of clusters is constant when the intensitydes increases, each
cluster hag)(1) routes to maintain toward other ones for the proactive nguphase.

4 Our proposition

In this section, we describe how we wish to use DHT and IntdRaauting over our
cluster organization. However, because of page restnicieveral details have been
eluded but can be found in [14].

Virtual space partitioning. In this section, we present the way we distribute the par-
titions of V, which leads to a Depth-First Search (DFS) ILL8,, the optimal ILS for
atree . Letl(u) be the partition ofY’ nodew is assignedi(u) is the first element of
I(u): I(u) = [i(u), ...[Ji(u) # hash(u).i(u) is used as the virtual identifier of node
inthe virtual spac®’. Let [y cc(s7 (1)) = U,es7 (4 {(v) be the interval/partition oP
of which the subtree of nodeis in charge|I| is used to refer to the size of intenl
Partitions ofV are distributed in such a way that, for every nade V:

— The intervals of the nodes k¥ («) form a contiguous interval.

— The size of the interval a subtree is in charge of is propodido its size:
[Tiree(sT (u))| o< |s7 (u)]. We thus have, for every node € s7(u),
[Ltree (ST (u))| = |Ttree(sT (v))]-

— Vis completely shared among the nodes of the cludtet: UvGC(u) I(v).

— Regions are mutual exclusivév € C(u),Yw € C(u),v # w I(v) NI(w) =0

We propose a parallel interval distribution over the diéferbranches of each tree.
This distribution can be qualified of quasi-local accordinghe taxonomy established



in [27] as each node needs information up t@,. (u, H(u)) only, whered;, .. (u, H(u))

is the number of hops in the tree betweeand its cluster-hea#{(u) in the tree. Our
algorithm runs in two steps: a step up the tree (from the ntm# cluster-head) and
a step down the tree (from the cluster-head to the nodes)caimplexity in time of
our distribution algorithm for a cluster/treedsx (T'ree_depth). As the tree depth is
bounded by a constant, the complexity in timéigl ). Each step has a time complexity
of O(T'reedepth). A nodeu which has been assigned an intery&l) is responsible
for storing location information of all nodassuch thathash(v) € I(u). Note that,
asV is much smaller than the domain of the node identifiers, theysaveral nodes
such thatwash(v;) = hash(v,). As each internal node only has few children to which
distribute the partitions of the virtual space (Sectiontis ILS does not include a lot
of computing on nodes.

Step 1. As seen in Section 2, every nodemight be aware in an expected bounded
time, of the parent of each its neighbors. It thus is able terd&ne whether one of
them has elected it as parent and thus learns its condititimeitree (root, leaf, reg-
ular node). Thus, in a low and constant time, each interndérnio the tree is aware
of the number of its children. If every node sends its parbetdize of its subtree
(5T (W) = [uU,ecnquy ST W) =14 X ccnew) ST (v)]) up to the cluster-head, each
node is expected to know the size of the subtree of each oéighhors in a low time
and so the cluster-head.

Step 2. Once the cluster-head is aware of the size of the subtreecbf&ats neigh-
bors/children, it share¥ between itself and its children. Each nodés assigned a
partition of V: I,...(s7 (v)) proportional to the size of its subtree. Each internal node
then re-distributes the partition its parent assignedeatwieen itself and its own chil-
dren, and so on, till reaching the terminal leaves. Once tmrial node: has assigned
partitions of the virtual space among its children, it orityres the intervaly, . (s7 (v))

for which its subtree is responsible (and not intervals edts children is in charge
of). Then, it stores location information for nodes whicly kg in I(«) only (and not
for all keys inIiee(s7 (w))).

Departures and arrivals. When a node arrives in a tree, it is responsible for none
interval for a while. When a node leaves, the informationviibich it was responsible

is lost (but is still expected to be found in other clusteEgch internal node is aware

of the departures and arrivals of its children. When it seesmhiany changes among
its children, it locally re-distributeg;,...(s7 (uv)) among itself and its children. When
intervals are re-assigned, in order to maintain the previoformation stored by the
nodes and not to loose it, every node keeps the latter infimmia was responsible for,

in addition to the new one, for a period timKt), A(¢) being the period at which nodes
register their location.

Routing in the virtual space. In this section, we detail how the Interval Routing is
performed in a tree. The routing is performed till reachimg hode responsible for this
key. In our model, each nodehas a unique identifiefd(u). As in every DHT scheme,
we assume that every node knows a specific fundtiorh, which associates each node
identifier to a value in the logical spade hash : IR — V, Id(u) — hash(u). As

V is much smaller than the domain of the node identifirsseveral nodes may have



the same value returned by thesh function. We use the following tuple as a key for
a nodex: {hash(z),id(z)}. In the following, we may use only instead ofld(x). A
nodeu uses that kind of routing when it needs to reach a node reperfisr a given
key, which can happen for three reasons:

— wwants to register a position:u may need to register its position. In this casés
looking for the node responsible for its own virtual addrésssh(u). u then sends
a Registration Request (RRRR, key = {hash(u),u},C(u), flag).

— u needs to locatex: in this case,u is looking for the node responsi-
ble for the virtual address of: hash(z). v sends a Location request (LR)
(LR, key = {hash(zx),z},i(u), flag). i(u), which is the identifier of. in the vir-
tual space, will then be used to reply to nade

— u needs to answer a location request for a key it is responsibldor
(key € I(uw)): in this case, node: has received a Location Request such
that (LR, key = {hash(z),z},i(v), flag) initiated on nodev such thatkey €
I(u). It has to answer to node by sending a Location Reply (Reply)
(Reply, key = {i(v), —1},C(), flag).

The routing process is the same whatever the kind of mesE&3&R or Reply) as the
routing decision is only based on the key. In every case,dhee\flag is set tol by the
node forwarding the messagé:iy belongs to the interval its subtree is responsible for,
it is set to0 otherwise. As detailed later, it is useful for the routingid®ns. Remark
that nodeu already knows the location (cluster Id) of its neighborsit®tluster-head
and of the nodes it is responsible for. Thus, if nede such that € H(u) U I'; (u) or
hash(v) € I(u), nodeu directly routes toward node, skipping the localization steps
(skipping stepd and2 on Figure 1).

Upon reception of a messadé (RR, LR or Reply) containing the keyhash(x), x }
coming from node: (u € I'1(v)), nodev decides to end routing, forwafd or discard
M. Note that node: may just forward itself the message and is not necessaglyeh
quest initiator. The routing ends whéi reaches a node which either is responsible
for the wantedkey (key € I(v)) or is the wanted nodééy = {hash(v), v}).

If key # {hash(v),v}, nodev forwardsM in three cases:

— If u="P(v) andkey € I ;..(sT (v)) (the message is coming from nods parent
and the key is in its subtree’s interval). See Figure 3(a).
— If u € Ch(v) (the message is coming from a child of nagev forwardsM:

o if key ¢ I ee(sT (v)) (the key is not in its subtree, and obviously neither in
the subtree of its child): the message has to follow its way up the tree. See
Figure 3(b).

o if key € Liee(sT (v)) andkey ¢ Iipee(sT (u)) (flag = 0) (the key is in
its subtree but not in the subtree of its child from which it iaceived the
request): the message has to be forwarded down its subtegether child.
See Figure 3(c).

And nodev discardsM in all other cases, which means:

— If u ¢ P(v) UCh(v) (M is coming from a node which is neither the parent nor a
child of nodev). Figure 4(a).
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Fig. 3. Different cases of figures of when a message received ondisderwarded.

— If w € Ch(v) andkey € ILieesT (u)) (flag = 1) (M is coming from a childv
which subtree is responsible for the key). Thanks to the ildgows it does not
need to forward as the message goes up and down the treeRigure 4(b).

— If u € P(v) andkey ¢ Iirec(sT (v)) (M is coming fromw’s parent but the subtree
of v is not responsible of the key). is not concerned by the request, it does not
forward. One of its siblings will. Figure 4(c).

Algorithm 1 describes the

routing operation.

When a RR nmssa

(RR, key = {hash(u),u},C(u), flag) reaches its final destinatienv updates the lo-
cation ofw in its table. When a Reply messageeply, key = {i(u), —1},C(z), flag)
reaches its final destination w is thus able to route t6(x) using the hierarchical
routing. When a LR messadé R, key = {hash(z),z} ,i(w), flag) reaches its final
destinationv (in charge ofhash(z)), v answers the sender by initiating a Reply
messagéReply, {i(w), —1},C(x), flag).

Algorithm 1 Query Forwarding

For all node u, upon reception of a messagél'ype, key = {hash(x),z}, X, flag), X €
{RR, Reply, LR} coming from a nodev € I'} (u) and initiated at a nodg:
if (u = z) then Reply sending Reply, {X =i(y), —1},C(u), flag) and Exitend
> u is the wanted node. It can answer nage

if (key € I(u))then

> u is responsible for storing the key. The message has reat$ial destination.
if (Type = LR)then Send(Reply, {X = i(y),—1},C(x), flag) and Exitend
if (Type = RR)then Register the location of nodeand Exitend
if (Type = Reply)then Route toward the destination clustgr, Exit end

end
if (v ="P(u))then

> The message is going down the tree.
if (key € Itree(s7 (u))) then Setflag to 1 and Forward.
> 3w € s7 (u) such thattey € I(w). See Figure 3(a).
elseDiscard.> See Figure 4(b).

end
else

if (v € Ch(u)) then> The query is coming up the tree from a child of nade



if (key & Iiree(sT (u))) then Setflag to 0 and Forward.
> The query is forwarded up the tree. See Figure 3(b).
elsexJw € sT (u) \ {u, v} such thatkey € I(w).
if (flag = 0) then Setflag to 1 and Forward.
> key & Iiree(sT (v)) but askey € Iiree(s7 (u)), u has to forward the
query to its other children. The query goes up and down. E@(c).
elseDiscard.> The query goes up and down viaSee Figure 4(c).
end
end
elseDiscard.> See Figure 4(a).
end
end

a l(a)=[0, 8 a I(a) =0, 8 , al@=[0,8[

S _ . =<2,a 1
/ \ q = <key, b, flag> / \ q=<7, e 1> q=<2,a 1>

/b/‘(b),g/[l, Ao ond @) =3, 8 b I(b) = [, 3[ d Id) = [3, 8[ B () =[1, 3] d I(d) = 3, 8

i1 AN / AN J/
clc)=[2,3[ ---- e le)=][58 f1(f) =4, 5[ cl(c)=1[2,3[ e I(e)=[5,8[ 1) =4, 5 cle)=[2.3 e I(e)=1[5 8[ 1(f) = [4, 5[
/ \ e , / \\ / \

9 @ =167 ‘. 9 9)=1[6.7I 9 l@=1[6,7[
h i(h) = (7, 8] h I(h) =7, 8] hi(h)=[7.8

(a) Casel: The message ib) Case2: e is looking for the(c) Case3: a is looking for the

coming from a neighbor of nodeey 4. The message is going ey 2. Noded is not in charge

d but does not concern node and down the tree on nodebut of the researched key. One of its
is heard by nodd. sibling will forward.

Fig. 4. Different cases of figures when a message received ondzdgiscarded om.
The dashed arrows represent the possible paths followduyéssage.

Routing in the physical network. In this section, we detail how we perform our hier-
archical routing over our cluster topology by using a re@atouting protocol inside the
clusters and a proactive routing protocol between the@lssSuch a proactive routing
scheme implies for a nodeto know the sequence of clusters to go through from its own
clusterC(u) toward any other one. Algorithm 2 describes our hierardhimating (We
use This function is known by every node as the routing betvehesters is proactive.).

Suppose node needs to reach node If node« does not already know how to
reachw, it uses thehash function to learrC(v) before applying the routing rules. The
routing process is illustrated on Figure 5Afv) = C(u), thenw initiates a reactive
routing within its cluster to reach. Otherwise, it looks at its routing table for the next
clusterC(w) on the route toward (v) and initiates a reactive routing in its cluster to
look for a nodex € C(u) which is a frontier node of (w) (z such thatr € C(u)
and3y € I'(z) N C(u)). Note thatC(u) andC(w) may be two neighboring clusters,
in this caseC(v) = C(w). The message is thus sentatavhich forwards it to one of
its neighborgy in the neighboring clustet (w). The routing process is thus reiterated
on nodey and so on till reaching the final destination. As the reaatiuging step is
confined in clusters which have low diameters, the inducextiffeg and its undesirable
aspects are limited. Note that it can also be enhanced aSjin [1



Cluster B

Fig.5. Nodew needs to communicate with nodelt uses successive reactive routing
protocols to cross all clusters on its routes tow@fd) and then to reach node

Algorithm 2 Routing

For a messageV/ sent by nodexr € C(x) to nodey € C(y)

Ccur'r‘ent - C(I)

while (Crezt # C(y))
Crext = Next_Hop(Ceurrent, C(Y))
Reactively routeV/ toward nodes € Ceurrent SUCh thaBu € It (u) N Crewt.
Nodewu sendsM to nodev.
Ccu7'r'ent = Cnewt

end

> The message has reached the cluster of the destination node.

Reactively routeV toward destination nodg.

Stretch Factor. The stretch factoris the difference between the cost (or length) of
the route provided by the routing protocol and the optimad.dflat routing protocols
generally provide optimal routes. The length of the routesvigled by our proposed
routing scheme is equal to twice the length of the route irtrénefor locating the target
node (Steq of the indirect routing), more the length of the final routétte target (Step

2 of the indirect routing). In our proposition, as, the rogtprocess of the second step
is performed over the physical topology with flat protocadlss stretch factor of this
step is close td. Thus, only the stretch factor induced by the first step (nauin the
virtual space) is noticeable. Our global stretch fastar such that = 1 + 2 x I(u,v)
wherel(u, v) is the length of the path in the virtual space (tree) from nottenodev, v
being the rendezvous point soring the information needed s this routing scheme
is performed within a cluster only, we can bouiid, v) by the length of the longer path
in the treel(u,v) < 2 x Tree_depth. Finally, we haves < 1 + 4 x Tree_depth. As
already mentioned,ree_depth is a low constant (betweehand4 hops). Thus, routes
provided by our locating/routing proposition may be costlyerm of number of hops
only for small path in the graph since, as we evolute in a laggde environment, this
constant can be expected negligible in front of most of thé pengths. It is not the
case only for some routes within a cluster.

We evaluated the length and the stretch factor of paths ofnalirect routing first
step by simulation. We used a simulator we developed. Nogesaadomly deployed
using a Poisson point process ith & 1 square with various levels of intensity In such
a process) represents the mean number of nodes per surface unit. Thagoitation
rangeR is set to0.1 in all tests. In each case, each statistic is the averageloveér



simulations. We compared the length of paths between twesotithe cluster in the
graph (physical topology) and in the tree (logical topolpgyknow the cost for routing
in the tree. Results are shown in Figure 6. As we can note |@adiths are quite constant
when the number of nodes increase and remains low (betSvaed4 hops). To reach a
rendezvous node nodeu has to use the tree (as it needs to perform the interval utin
in the logical space). Using the tree only addsop in average than using the physical
graph (s hops for a round trip) and induce much less traffic overheadna@mory
requirements than using a classical routing in a clusteveMeeless, we remind that
the total stretch factor for a nodelooking for a nodey, actually is equal to the length
round trip path from node to nodew responsible fohash(v). It does thus not exactly
correspond to this additional hop, but as the direct routihgch is used in the second
routing step has a negligible stretch factor, it is not fanirit. So, we can say that the
locating/routing approach we propose does not add muchdgtexcept when a node
tries to locate a node in the same cluster than its. Howeseneaare dealing with a
great amount of nodes, the proportion of such communicai®low.

e
e S —

500 600 700 800 900 1000 1100
Intensity Process (Number of nodes)

Fig. 6. Comparisons of distances in the logical and physical tagiekd(CH eccentricity
+: in the tree(tree depth) and: in the graph (cluster radius); Route lengtiin the
graph andd: in the tree; )

5 Conclusion

In this paper, we have proposed a way for locating a node anhgptoward itin a large
scale clustered wireless multi-hop network. This schee®din a hierarchical and in-
direct routing which only need9(1) memory size and generates low traffic overhead
and latency. It takes advantages of the underlying treetsireito perform an efficient
Interval Routing within clusters. Then, unlike what is up@roposed in the litera-
ture, we use a pro-active routing approach between cluatetsa reactive one inside
the clusters. In future works, we intend to analyze deepealgorithm concerning re-
freshing periods of node location registration and reegmsaient of the partitions of the
logical space over different trees. Then, we plan to compareproposition to other
existing ones as for instance SAFARI [21] which also usesréarerse approach for the
hierarchical routing.
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