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Acquisition of morphological families and
derivational series from a machine readable
dictionary

Nabil Hathout

Université de Toulouse

The question we address in this paper is: how to perform nwogiical analysis in the framework
of word-based morphology, that is without resorting to tleions of morpheme, affix, morphological
exponent or any representation of these concepts? We daesxr here a fully fledged answer, but
we describe a general framework for doing so and a methodvimpating a large part of the intended
analysis. The paper is divided into five parts. In seqﬂon d pwtline the objectives of the research and
the method. We then detail the measure of morphologicalasiityi (sectiorﬂZ), and, the formal analogy
we use to filter the morphological neighborhoods (se(ﬁor\/\Zé then present some preliminary results
(sectior{}4) and a short conclusion (secfipn 5).

1. Toward a computational word-based morphology
1.1. Word-based vs morpheme-based morphology

In standard morpheme-based morphology, words are mademprphemes. The morphemes are
combined by rules of inflection, derivation and compositidhey have structures which are usually
represented as trees like the ones in fid];re 1. Morphemetiasehology is both elegant and easy to
use, but it suffers from many drawbacks (Andergon, 1992nAfh[1994); there is no need to enumerate
them here.
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Figure 1: Word structure of the French nouwerivabilité ‘derivability’ and the French adjective
dérivationnel'derivational’ in morpheme-based morphology.

In word-based morphology (Aronbff, 1976:; Bybde, 19B8, 1996uvel & Singh,[2001f BurZo,
P002:[Blevink[ 20(6), the minimal units are the words. Tfeeee they do not have any structure. Mor-
phological structure then becomes a level of organizatfahelexicon, made up of the morphological
relations that hold between the words. Some of them play ei@p®le, namely the relations between
the words that belong to the same lexeme, to the same infletBeries, to the same morphological fam-
ily and to the same derivational series. These four typegofeggates can be illustrated by the lexeme
and the inflectional series of the French verb fad@nivons‘derive’ and by the morphological family
and the derivational series of the deverbal ndérivation

o thelexemeof dérivonscontains the inflected forms of the veubriver ‘derive’: dériver, dérive,
dériverez dérivaient dérivées dérivions etc.;

e dérivonsbelongs to arinflectional seriesof first person plural, present indicative verb forms
which also containacclimatonsacclimate’,compilonscompile’, éduguon&ducate’ Jocalisons
‘localize’, varions'vary’, etc.;

¢ the morphological family of dérivation contains words such adériver, dérivable dérivatif
‘derivative’, dérivationne] dérivabilité, dérive ‘drift’, dériveur‘sailing dinghy’, etc.;
(© 2009 Nabil Hathout
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e dérivationbelongs to alerivational seriesof deverbal nouns irion such asacclimatation'accli-
mation’,compilation éducationlocalisation variation, etc.

In the rest of the paper, we concentrate only on the deratipart of the morphological structure.

Notice that morphology does not reduce to this lexical $tmg For instancegnti universal health-
carein @) is a morphological constrlﬂ:that is not likely to enter the lexicon nor have a place in the
structure.

(1) Allthose anti feminist, anti Democrat, anti giving evergdhe right to voteanti universal health-
care, anti all kinds of things | thought no one was anti.
Wwww.talkleft.com/story/2008/4/18/204142/362 |

Actually, lexicon and morphology must be clearly separatied main function of the lexicon is to mem-
orize and organize the words that a speaker knows; the maatifun of the morphology is to produce
and analyze words. The constructs produced by the morphal@designed to enter the lexicon and
extend the lexical structure. In return, the lexicon pregithe morphology with the information it needs
to create and analyze morphological constructs. Howelerdistribution of morphological informa-
tion between lexicon and morphology varies according tophological theories. In morpheme-based
morphology, each word has a separate structure, the leisgost a bag of morphemes (and possibly
of fully analyzed words) and morphological rules encodettiié of the morphological information. In
word-based morphology, the distribution of the informati® more even. The lexicon contains both the
words and the morphological relations that hold betweemth®orphology is made up of processes
that extend the existing lexical structure with new wordsie3e processes can also be used to create
constructs such aﬂ(l) that have no place in the lexicon. isrpdper, we are concerned only with the
lexicon structure.

The morpheme-baseds word-based distinction shows up on the computational level the
morpheme-based conception, the morphological analysisvofrd aims at segmenting it into a sequence
of morphemed (Déjehp, 1998; Gauddier, 19$99; Schone &sky#00P]{ GoldsmilHf, 20P1; Creutz & La-
gus,[200R[ Bernhardl, 2406). For instanderivationis analyzed as made up of two segmediésivat
and-ion, the first being identified as the root morphedgiv and the second as the suffion. In a
word-based approach, the aim of a morphological analysisdgscover the relations between the word
and the other lexical items and to identify its morphologfeaily and its derivational series. For in-
stance, an analysis of the French waftivationis satisfactory if it connectdérivationwith enough
members of its morphological familgériver, dérivationne| dérivable etc.) and its derivational series
(formation‘education’,séduction émissionvision, etc.).

The morphological relations are organized into analog®alies. For instance, the rela-
tion betweendérivation and dérivable is the basis of analogies such dérivatiortdérivable ::
variation:variablef] derivationtderivable :: modificationmodifiable dérivationderivable :: adapta-
tion:adaptable dérivationdérivable :: observatiorobservable etc. Similarly, the relation between
dérivationandvariation gives rise to a series of analogies sucll@svationvariation:: dériver.varier,
dérivationvariation :: dérivationelvariationne| dérivationtvariation ::  dérivabilitévariabilité,
dérivationvariation:: dérivablevariable, etc. These examples show how morphological analogies con-
nect the morphological families and the derivational serie

1.2. Combining morphological relatedness and formal agglo

In the remainder of the paper, we present a computationakhthdt makes the morphological
derivational structure of the lexicon emerge from the sdimamd the formal regularities of the words it
contains. A first experimentis currently underway on thédem of French using th&ésor de la Langue
Francaise informati@ machine readable dictionary (6LFi for short;atilf.atilf.fr/tlf.htm ).
Our aim is to create a lexicon that provides the morpholddésaily and the derivational series of the
words it contains. This morphological lexicon owes itsstyth to the global description of a significant

1Constructis used in this paper as a generic term to designate any sitigabject produced by the morphology.
>The notatioru : b :: ¢ : dis used as a shorthand for the statement(ihgt, ¢, d) forms an analogical quadruplet,
or in other words that is tob asc is tod.


www.talkleft.com/story/2008/4/18/204142/362

part of the French lexicon. We are building it from a lexicaginical resource because we need semantic
descriptions for a large number of words. We are fully awdrthe limitations of the lexicographical
descriptions but the benefits of using dictionaries far edldaem. Dictionaries provide definitions and
graphemic / phonological representations for a signifigemt of the lexicon. Besides, lexicographic
descriptions are more easy to use than data extracted frqgraressince they only present the sub-senses
and the definitions of the most representative usages of tinesw

Our method relies on a measure of morphological relatedhas®rings the members of morpho-
logical families and derivational series closer. This nueasakes into account both the formal and the
semantic similarities between the words. The method aléesren the discovery of formal analogies
among morphological neighbors. The use of analogy is quiteracon in computational morphology
(Fkousehl 1989; Leelgig 1998:; Van den Bosch & Daelgman$,; [F3@elli & Yvon, [L999;[Hatholit,

00%;|Stroppa & Yvgn| 2005). The main novelty of the methotbi€ombine it with a measure of

morphological relatedness. First, lexical similarity sed in order to select quadruplets of words that
are related to each other. The candidates are then checkeadys of analogy. The two techniques
are complementary. Morphological similarity can be conepfor large numbers of words, but it is too
coarse-grained to discriminate between the words thatcinally morphologically related and the ones
that are not. Formal analogy is then used to perform fine gddiittering but is costly to calculate.

More generally, our approach is original in that:

1. The computational model is purely word-based. The disgowef morphological relations be-
tween words do not involve the notions of morpheme, affix,photogical exponent, etc. or any
representation of these concepts.

2. Membership in families and series is gradient. It acceuior instance, for the fact thdériveur
is morphologically and semantically closerderivethan todérivationnellementderivationally’,
even if the three words belong to the same family. The modeheocts the words that share
semantic and/ or formal features. The more features thag sima the more specific these features
are, the closer the words are.

3. Itimplements the theoretical proposald of ByHee (11§885) and Burzio[(2002) in a straightfor-

ward manner.

4. ltis efficient enough to be used to build a large morphaalgiesource semi-automatically.

Besides, the model integrates semantic and formal infoaomét a uniform manner. All kinds of se-
mantic information (lexicographic definitions, synonymgnsets, etc.) and formal information (phono-
logical, graphemic, syllabic, etc.) can be used. Theseifspmons can be cumulated easily in spite of
differences in nature and origin. The model takes advantdgiee redundancy of the features and is
fairly insensitive to variation and exceptions. It is robasd language independent.

Technically, the model joins:

1. the representation of the lexicon as a graph and its egdorthrough random walks, along the
lines of (Gaume et all, 200R, 20Q5; Muller e} al., 4006), and

2. formal analogies on wordp (Lepade, 1998, 2§03; Stroppa@])f2005[ Langlais & Patry, 2007).
This approach does not make use of morphemes. Correspenletveeen words is calculated
directly on their graphemic representations.

1.3. Network lexicon

The morphological lexicon we intend to build is a network afrds with connections mainly de-
fined by the morphological families and the derivationaleserThis primary structure is completed with
a set of analogies between pairs of morphologically releteeimes and with a morphological distance.
The resulting lexicon is remarkably flexible and can adegjyaepresent various morphological phe-
nomena. One of them is allomorphy, which corresponds tatimsiin the network where there is a
mismatch between the formal analogies and the organizeioriamilies and series. For instance, the
French deverbal nouténivellation‘'unevenness’ can be identified as an allomorphic form bex@)g



belongs to a series of words ending-ion, (i) it is a member of the family of the vedienivelermake
uneven’ and,i{i) it is morphologically the closest noun to this verb. Noumsdn and more specifically

in -ationare normally involved in analogies with their closest vesbsh aglérivatiortdériver:: compi-
lation:compiler. The absence of such analogiesdénivellationappears as a gap in the analogical grid.
This gap is the sign of an allormorphy. Another cue is the imtity of denivellationwith the string
dénivelationwhich would have allowedénivelerto enter the main set of analogies involving the nouns
ending in-ion (i.e. the set of analogies with the strongest morphologieakity).

The lexicon also accounts for the similarity and differebe¢weencurieux‘curious’ andfurieux
‘furious’ in the same way[(Jackenddff, 1975). On the one hamikuxcan be analyzed as an adjective
derived from the noururie ‘fury’ but we cannot do so focurieuxsince it is no longer semantically
related tocure ‘care’. On the other hand, both adjectives have the formdlthe semantic features of
-euxderivatives. In the lexicon we propose, both adjectivestigto the same derivational series. On
the other handfurieux andfurie participate in a series of analogies witielodieuxmélodie ‘melodi-
ous’:‘'melody’, harmonieusharmonie’harmonious’:*harmony’facétieuxfacétie ‘facetious’:‘joke’, etc.
while curieuxdoes not. This example shows the flexibility of our model dedhigher descriptive preci-
sion we obtain from the derivational series and the morpdiokd analogies. By contrast, the similarity
of curieuxwith furieuxcannot be described in a morphematic model or in any modedHhgdlerivational
series. Note that the term “derivational series” is a Ittlisleading since series include both derived and
non derived lexemes. Lexemes belong to the series on the dfakieir form and meaning only.

Similarly, the representation of words that include intex$i such agartelette'little tart’, gouttelette
‘droplet’, or vedettariat'stardom’ (Plénat & Roch§, 20DB; Plgnat, 2005) does mstepany difficulty.
These words are full members of their respective familiat saries. In these series, each of them is
the nearest neighbor of its basete ‘tart’, goutte'drop’ andvedettestar’. The interfixes reinforce the
formal integration of these lexemes in their series.

With respect to applications, the lexicon we propose adedyuéulfills the main requirements for
morphological knowledge in computational linguistics @ntbrmation retrieval. Morphological re-
sources have several uses in these domains, such as pm@dghrase attachment disambiguation
(Bourigaul},[2007) or query expansiop (Xu & Ctofft, 1p$8;
2007). The morphological relations used by a syntacticggaasch as Synte
ciate nouns and verbs from the same family with strong mdaggfical similarities. Our lexicon will
provide all these relations and even allow the users to sé#lem with more precision. In information
retrieval, the retrieval performance can be improved byaexiing the queries by adding to them morpho-
logically related words. These words are all members of tbheptmological families of the words of the
seed queries. Besides, the morphological distance we peagan be used to tune the expansions more
finely. Our lexicon can also be used in the design of psychalstic experimental material. The derived
vsnon derived nature of the words can be determined from tleeivational series and their morpholog-
ical analogies. Among the other features taken into acdourthe conception of experimental material,
let us cite formal likeness andmembership in the same familyhis information is explicitly available
in the lexicon we propose. Finally, let us stress that thatieial organization of the lexicon does not
pose any difficulty as proved by the number of the applicatishich use WordNe{ (Miller et &I, 1990).

1.4. Related works

In this research, we adopt a global approach to the lexicanhwdiffers from other efforts such as
the MorTAL project aiming at creating a morphological datsé for French[(Dal et h[,, 1999; Hathout
et aI.,). In this project, the database is made up byaingl a selection of French affixes, one at
a time, by means of the Dérif analyzgr (Najrfer, 2005). By m@stf our objective is to create an entire
lexicon at once.

Many works in the field of computational morphology aim toaeer relations between lexical units.
All of them rely primarily on finding similarities betweendhword graphemic forms. These relations
are mainly prefixal or suffixal with two exceptiong, (Yarowsk Wicentowskji,[200D) and|(Baroni etfal.,
), who use string edit distances to estimate formallaiityi. As far as we know, all the others
perform some sort of segmentation even when the goal is rfistdanorphemes, as iff (Hathp[it, 2000)
or (Neuvel & Fulop{2002). The model we propose differs frévese approaches in that the graphemic




similarities are determined solely on the basis of the sigaof graphemic features. This is the main
contribution of this paper.

This model is also related to approaches that combine gnaiglaend semantic cues in order to iden-
tify morphemes or morphological relations between wordsually, this semantic information is auto-
matically acquired from corpora by means of various techesgsuch as latent semantic analysis (Schone
& Jurafsky,| 2000), mutual informatio 4., 2p@R)co-occurrence im-word windows (Xu
& Croft, [1998;|Zweigenbaum & Grahdr, 2003). In the experitm@esented here, semantic information
is extracted from a machine readable dictionary and semamiilarity is calculated through random
walks in a lexical graph. The approach presented here camalsompared wittf (Hathqyt, 2042, 2p03),
where morphological knowledge is acquired by using seroanftbormation extracted from dictionaries
of synonyms and from WordNet.

2. Morphological relatedness

We assume here a minimalist definition of morphologicaltezlaess: two words are morphologi-
cally related if they share phonological and semantic pitigse In the experiment, graphemic properties
have been used instead of phonological ones because theld&&not provide the pronunciation of all
the headwords. The morphological relatedness is estintgtedeans of a bipartite graph like the one
presented in figurﬂ 2, with one subset of vertices reprasgidxemes and the other representing the
formal and the semantic features of these lexemes. Lexertieageare identified by the lemma and the
grammatical category.

N.actionX.de

N.pointage

N.résultatX.de_X.ce

N.fermentation

entati
N.orientation
orient
V.orienter $or

Figure 2: Excerpt of the bipartite graph which represents the lexicdfords are displayed in ovals,
semantic features in rectangles and formal features irgoota The graph is symmetric.

2.1. Formal and semantic features

The formal properties associated with a lexeme arentlygegams of letters that occur in its lemma.
The beginning and the end of the lemma are marked by the dbafad/NVe impose a minimum size on
then-grams ¢ > 3). For instance, the formal features associated with thedfraounorientationare
then-grams of figur€[|3, with, ranging froml13 down to3.

FigureﬂB shows that the set of features associated with & gieed is quite redundant. An interesting
property of this description is that it does not confer a sgestatus to any of the individual-grams
which characterize the lexemes. Adigrams play the same role and therefore none has the status of
morpheme. These features are only used to bring togethamttus that share the same sounds.

Alternatively, one could have used thegrams that occur in the inflected forms of the lexemes
as formal features. Such an extended characterizationiie faithful to word-based morphology and



$orientation$

$orientation orientation$

$orientatio orientation rientation$
$orientati orientatio rientation ientation$

$ori orie rien ient enta ntat tati atio tion ion$
$or ori rie ien ent nta tat ati tio ion on$

Figure 3: Excerpt of the formal features associated with the naigntation

makes the inflectional allomorphies available at the déawal level. However, we did not retain this
option because inflectional endings reduce the homogeoiie formal representations. For instance,
with a threshold: > 3, the verbmalaxer'’knead’ would become connected to all the words that contain
xie (anxieux, lexie, orthodaxie, etc.) because of its inflected formalaxiez (second person plural,
imperfect indicative and present subjunctive). In ordeavoid giving too much importance to these
very specific features, it is necessary to weight the coutioh of each inflected form with an estimation
of its frequency, computed for instance from a large texpuer A form likemalaxiezis likely to be
very rare or even missing from most corpora. In this way, tanted connections will be demoted or
eliminated.

The semantic features associated with a lexeme are-frams of words that occur in its definitions.
Then-grams that contain punctuation marks, not counting appkgs, are eliminated. In other words,
we only usen-grams of words that occur between two punctuation marks. Wdrds in the definitions
are POS tagged and lemmatized. The tags are A for adjectivésy nouns, R for adverbs, V for
verbs and X for all other categories. For instance, the séof@atures induced by the definitidkction
d’'orienter, de s’orienter; eésultat de cette actiofact of directing, of finding one’s way; result of this
action’ of the nourorientationare presented in figuﬂa 4. Notice that the semantic featuecheavily
redundant, just as the formal features are.

N.action _X.de _V.orienter N.action X.de X.de _V.orienter

N.action X.de V.orienter X.de _V.s'orienter V.s'orienter

N.r esultat _X.de _X.ce _N.action N.r esultat _X.de _X.ce X.de _X.ce _N.action
N.r esultat _X.de X.de _X.ce X.ce _N.action N.r esultat X.ce

Figure 4: Semantic features induced by the definitietion d’orienter, de s’orienter ;&sultat de cette
actionof the nourorientation

This is a very coarse semantic representation inspired fremepeated segments (Lebart gt[al., 1998).
It offers several advantages:

1. being heavily redundant, it can capture various levetsroflarity between the definitions;

2. it integrates information of a syntagmatic nature with@uleep syntactic analysis of the defini-
tions;

3. it slightly reduces the strong variations in the lexicgghical treatment of the headwords, espe-
cially in the division into sub-senses and in the definitions

2.2. Connecting the lexemes through their features

The semantic and formal features are used in the same graphbipartite graph is built up by
connecting each headword to its semantic and formal feaymmetrically. For instance, the noun
orientationis connected with the formal featur&er , $ori , $orie , $orien , etc. which are in
turn connected with the wordsrienter, orientable orientementorientation’, orienteur ‘orientator’,
etc. Likewise,orientationis connected with the semantic featuhdsction X.de , N.r esultat
X.de X.ce N.action , etc. which are themselves connected with the nauiemtementharmoni-
sation pointage'checking’, etc. The general schema is illustrated in fi@rﬁ shows that the semantic



and formal properties are used in the same manner. Thisserion corresponds precisely to the
Network Model of Bybde[(19$8, 1905).

Actually, the bipartite structure is not essential. All weed is to be able to compute a morphological
distance between the words. We use a bipartite graph madeuse it allows us to spread an activation
simultaneously into the formal and the semantic subparth®@fyraph. The graph is also interesting
because it contains representations of properties thatsafell for morphological studies. They could
for instance be used to describe the semantics ofhle suffixation or to find the characteristic endings
of boat names in Frenclvdgilier, pétrolier, bananier thonier, sardinier...; patrouilleur, torpilleur,
caboteur dériveur, dragueut..).

2.3. Estimating the morphological similarity between wsord

The morphological similarity between a word and its neigishis estimated by simulating the
spreading of an activation initiated at the vertex that espnts that word. Since the graph is bipar-
tite, the activation has to be propagated an even numbemekti The graph being heavily redundant,
two steps of propagation are sufficient to obtain the intdrmfeximity estimations.

For instance, if we want to determine what the closest neighbf orientationare, we initiate an
activation at the vertex that represeatgentation Then, this activation is uniformly spread toward the
formal and semantic featuresarfientation In the next step, the activation located on the featuréoest
is spread toward the lexeme vertices. The greater the nuofilleatures shared by a lexeme withen-
tation and the more specific these features are, the stronger iketixt it receives. The assumption is
that the strength of the activation is an estimation of thgrele of morphological relatedness.

Technically, the spreading is simulated as a random walkengraph [(Gaume etla[., 2§42, 2p05;
Muller et all,[200p). It is classically computed as a muitiglion of the stochastic adjacency matrix of
the graph. More precisely, 1€t = (V, E) be a graph consisting of a set of vertidés= {vy,...,v,}
and a set of edgeB C V x V. Let A be the adjacency matrix @, that is an x n matrix such that
Aij = 11if (v;,v;) € EandA;; = 0if (v;,v;) ¢ E. We normalize the rows oft in order to get a
stochastic matrix\/:

> Aik
=1

Then(M™),; is the probability of reaching vertex from the vertex; through a walk of: steps. This
probability can also be regarded as an activation level démg following ann-step spreading initiated
at nodev;.

In the experiment presented in this paper, one half of thieaditin is spread toward the semantic
features and the other half toward the formal features. Hge® of the bipartite graph can be divided
into three part#® = J U K U L whereJ contains the edges that connect a headword to a formal &atur
K the edges that connect a headword to a semantic featuré dmel edges that connect a formal or
semantic feature to a headword. The actual valuéd @fre defined as follows:

> A

ein€d
> A
eir€J

Ak
S A
en€K
Ak
S A
en€K
Aj

> A

ein€L

Vi € [1,n],Vj € [1,n], M;; =

0.5 if v; is connected to a semantic feature

if €ij = (’Ui,’l}j) e J, Mij =
otherwise

0.5 if v; is connected to a formal feature

if €ik = (’Ui,Uk) eK, My=
otherwise

if e;; = (vi,v) € L, My =



2.4. Morphological neighbors

The graph used in the experiment was built from the headwandsthe definitions of the TLFi.
We only removed the definitions of non standard uses (oldgslegionalism, etc.). The extraction and
cleaning-up of the definitions were carried out in collaiorawith Bruno Gaume and Philippe Muller.
The bipartite graph was created from 225 529 definitionsrileag 75 024 headwords (lexemes). They
induced about 9 million features, 90% of them being assediaith only one headword. These features
were removed because they do not contribute to the conmeaticdifferent headwords. Tatﬂe 1 shows
that this reduction is stronger for the semantic featur@%y)@han itis for the formal ones (69%). Indeed,
semantic descriptions show greater variability than fdonas.

features complete reduced hapax
formal 1306497 400915 69%
semantic 7650490 548641 93%
total 8956987 949556  90%

Table 1: Numbers of semantic and formal features.

The use of the graph is illustrated in figlﬂe 5. It shows theddrast neighbors of the vefrictifier
‘bear fruit’ for three propagation configurations. The fistv (form) presents the neighborsfoictifier
in a graph that only contains formal features. It shows thatrhembers of the morphological family
tend to appear as the closest neighbors and that the menfltbis derivational series (i.e. the verbs
ending in-ifier) are more distant. The members in the second sem) have been computed in a graph
that only contains the semantic features and the ones ititiierow (form + sen) in the full graph.

form V.fructifier  N.fructification  A.fructificateur  A.fructifia nt  A.fructif ere
V.sanctifier V.rectifier A.rectifier V.fructidoriser N.fructidorien N.fructidor
N.fructuosité R.fructueusement A.fructueux N.rectifieur A.obstructif A.instructif
A.destructif A.constructif N.infructuosité R.infructueusement A.infructueux
V.transsubstantifier V.substantifier V.stratifier V.schistifier V.savantifier
V.refortifier V.ratifier V.quantifier V.pr ésentifier V.pontifier V.plastifier V.notifier
V.nettifier V.mystifier V.mortifier V.justifier V.idiotifier ~ V.identifier

sem V.fructifier V.trouver N.missionnaire N.mission A.missionnaire NisaiN.police
N.hangar N.@me N.ban V.affruiter N.melon N.saisonnement &darach A.fruitier
A.bifere  V.saisonner N.roman N.troubadour V.contaminer N.cotibilité
N.alevinage V.profiter A.fructifiant N.pouvoir V.agir N.opration V.placer
N.rentabilit N.jouissance N.avocat N.repord.fructueux V.tourner V.chiper
N.economat N.visa N.sdte N.reserve N&créance

form + sem V.fructifier A.fructifiant N.fructification A.fructificate ur V.trouver A.fructif ére
V.rectifier V.sanctifier A.rectifier V.fructidoriser N.fructidor N.fructidorien
N.missionnaire  N.mission A.missionnaireA.fructueux R.fructueusement
N.fructuosité N.rectifieur N.saisie N.police N.hangar Khte N.ban A fruitier
V.affruiter A.instructif A.obstructif A.destructif Austructif N.conductibilié
V.saisonner N.melon N.saisonnement Bidazrach A.bi#re V.contaminer N.roman
N.troubadour N.alevinage

Figure 5: The 40 nearest neighbors of the vénlctifier when the activation is spread only toward the
formal features in the first row, only toward the semanticsomethe second row and toward both the
semantic and formal features in the third. Words that betoripe family or series ofructifier are in
boldface; the others are in italic.

The first two rows show clearly that formal features are theenpoedictive ones while semantic features
are the less reliable ones. These examples provide an imsigisome of the features of the morpholog-



ical families and the derivational series that could be usaxtder to separate them: families are small
sets; series are larger sets; families have a strong sen@antiformal cohesion; members of a series
have looser semantic and formal connections. The last tatuifes explain why the members of the

morphological families tend to show up before the memberthefderivational series. The examples

also show that the morphological similarity is not seleztanough and that the list of neighbors cannot
be used as is. We need to further filter them and we proposedo dath formal analogy.

3. Analogy
3.1. Familial and serial analogies

The members of the series and families are massively indalveanalogies which structure the
lexicon. For instancdructifier andfructificationwhich belong to the same family form analogies with
large numbers of pairs of members of other familieg{ifier ‘correct’, rectification), (certifier ‘assure’,
certification‘attestation’), plastifier‘coat with plastic’,plastification‘lamination of document’),ganc-
tifier, sanctification), (vitrifier, vitrification), etc. Besides, the first elements of each of these pairagelo
to the series ofructifier and the second ones to the seriedrottification In a dual manneffructifier
andsanctifierwhich belong to the same series form analogies with the mesydi@ther seriesfi(uctifi-
cateur‘fructifier’, sanctificateursanctifier’), fructification, sanctification or (fructifiant ‘fructifying’,
sanctifiant'sanctifying’). These pairs are respectively made of membéthe families ofructifier and
sanctifier

fructifier ——— fructification fructifier - fructification
family 5 neighbor 5
3 g £ 2
= = = =
& & 2 2
_ family o _ neighbor o
rectifier ———  —  rectification rectifier ————— rectification

Figure 6: Morphological relations and neighborhood relations betwéhe members of thiucti-
fier:fructification:: rectifier.rectificationanalogy.

Formal analogies can be used in order to filter the morphotdgieighbors of a word. Actually,
we are interested in analogies suclirastifier:fructification:: rectifier.rectification Sincefructification
belongs to the family diructifier andrectifierto its series, both are morphological neighborBwétifier.
Similarly, rectificationbelongs to the series &luctificationand to the family ofectifier. Therefore, it is
a morphological neighbor of bofiuctificationandrectifier. These relations are illustrated in figtﬂe 6.
Conversely, if we consider that the morphological neigklmfra word are likely to be morphologically
related to that word, then we can use them to look for quadtsthat could form analogies. These
qguadruplets could be found as follows:

For a given wordz,

look for two of its neighbor$ andc, then
for everyd that is a neighbor of bothandc,
the quadruplet : b :: ¢ : d is likely to be an analogy.
More generally, ifb is a correct morphological neighbor @fthen it is either a member of the family of
a or a member of its series. Therefore, there exists anothghber c of a (¢ belongs to the family of
a if b belongs to the series afor vice versa) such that there exists a neighbof b and ofc such that
a:b:: c:d. We then have only two configurations:

1. ifbe F,,thendce S,,3de Sy NF.,a:b::c:d
2. ifbeS,,thendce F,,3d e F;,NS.,a:b:c:d

whereF, is the morphological family of andsS,. the derivational series af.



3.2. Formal analogy

A formal or graphemic analogy is a relatian b :: ¢ : d that holds between four strings such that
the graphemic differences betweemandb are the same as the ones betwe@mdd. This is the case
for fructifier:fructification :: rectifier.rectification (see figurt{|7). Naturally, more than one difference
can appear in the pair as with the four Arabic wokdgabamaktoubon: fa3alamaf3oulonwhich
respectively are transcriptions of the verb ‘write’, theunddocument’, the verb ‘do’ and the noun
‘eﬁect.’ﬁ The differences between the first two words and between théatst ones can be described as
in figure[‘}’. They are identical for the two pairs of words. Tésmple shows that even analogies in a
templatic language like Arabic can be checked in this way.

fructifi er € klalt | a b|a
fructif cation ma|lk |[e |t |ou|b]|on
rectifi er € fla|3]|a Il | a
rectifi cation mal|f [e |3 |ou |l |on

Figure 7: Formal analogiedructifier:fructification :: rectifier.rectification and katabamaktoubon:
fa3alamaf3oulon The differences are located in the frame boxegpresents the empty string.

More generally, formal analogies can be defined in terms ofofezation [Stroppa & Yvdn,
). Let L be an alphabet and € L* a string overL. A factorization ofa is a sequence
f=(1,,fn) € L*" suchthats = f1 & --- & f, whereg denotes concatenation. For instance,
(ma k, ¢, t, ou, b, on) is a factorization of lengtfi of maktoubon . Morphological analogies can be
defined as follows. Lefa, b, ¢, d) € L** be four stringsa : b :: ¢ : d is a formal analogy iff there exists
n € N and four factorizations of length of the four strings(f(a), f(b), f(c), f(d)) € (L*™)* such
that,Vi € [1,n], (fi(b), fi(c)) € {(fi(a), fi(d)), (fi(d), fi(a))}. For the analogkatabamaktoubon:
fa3alamaf3oulonthe property holds for = 7 (see figureﬂ?).

3.3. Implementation

Formal analogies are checked at the graphemic level. Trerelifices between the first and second
pairs of strings are calculated from the sequence of stuitgpperations that transform the first form of
each pair into the second one. Both sequences must minineizenkhtein edit distance (i.e. have the
least cost). Each sequence corresponds to a path in thaitidiés of the pair of words. The lattices are
represented by a matrix computed using the standard stdib@lgorithm (Jurafsky & Martin| 2000).
The path which describes the sequence of string edit opesasitarts at the last cell of the matrix and
climbs to the first one. It is made up as follows: for each a@lect the neighboring one with the least
cost ; in case of equal costs, prefer the cell to the left (iw®), then the one upward (deletion) and
otherwise the one in the upper left diagonal direction (Stign). Figure[B presents the path that is
selected in the string edit matrix @uctueux‘fruitful’ and infructueusemerifruitlessly’ and figure[p,
the sequence of edit operations for this pair.

Sequences of edit operations can be simplified by mergingehies of identical character match-
ings. The sequence in figu 9 then becorﬂes (2). This sintpiguence is identical to the one for the
pair soucieuxinsoucieusemenworried’:‘'unworriedly’ except for the matching operati(@).

(2) ((Le,), (L,e,n), (M,fructueu  fructueu ), (Sx,s), (l,e,e), (I,e,m, (L,e,e), (L,e,n), (Let))
(3) ((Le,i ), (l,e,n), (M,soucieu ,soucieu ), (Sx,s), (l,,e), (l,e,m, (l,e,e), (l,e,n), (Let))

The two sequences can be made identical if the matchingtsulgsare not specified (i.e. replaced by a
wildcard character @). The resulting sequence can thendignasl to both pairs as their edit signatures
(o). The formal analogyructueuxinfructueusement soucieuxnsoucieusemeran be stated in terms
of identity of the edit signatures of the two paiﬂ; (4).

®This example is adapted from exampleg in Lepage (1998] 2003)




o i nfructueu s e m e n t
o O<—1<—2\3 456 7 89 10 11 12 13 14 15 16
f{l1 1 22345678 9 10 11 12 13 14 15
rj2 2 2 3\2\3 4567 8 9 10 11 12 13 14
u|3 333323456 7 8 9 10 11 12 13
c444443\2\3456789101112
t|5 5 555432345 6 7 8 9 10 11
u66666543\2\345678910
e|7 7 777654323 4 5 6 7 8 9
u888887654§2\345678
X9 9 99987654 3 345678

Figure 8: Least cost path describing a sequence of string edit opesthat transform§&uctueux

into infructueusemento represents the beginning of the string. Gellj) in the matrix indicates the
Levenshtein distance between the substring consistinigedfitsti: characters ofructueuxand the one
consisting of the firsj characters aihfructueusement

I 1T M M M MM M MM S | | | 1 1
e € f r u ¢ t u e u x € € € € €
i n f r u c t u e u s e m e n

Figure 9: Sequence of edit operations that transfdmactueuxinto infructueusemenfThe types of the
operations are indicated on the first row: D for deletion,rliftsertion, M for matching and S for a

substitution by a different character.

(4) o(fructueux ,infructueusement )=
o(soucieux ,insoucieusement )=

((Le,i), (Len), M,@,@), (Sx,8), (Le.e), (I,e,m, (1,e,e), (Le,n), (Let))

More generally, four stringéa, b, ¢, d) € L** form a formal analogy: : b :: ¢ : diff o(a,b) = o(c, d).

4. First results

This is work in progress and we only have preliminary resulte have computed the 100 nearest
neighbors of the headwords of the TLFi, then collected thm&d analogies for 22 headwords belonging
to 4 morphological families and checked them manually. Aalegya : b :: ¢ : d is accepted as correct
if:

¢ b belongs to the family o, c belongs to the series of d belongs to series dfand to the family

of ¢, or

¢ b belongs to the series of ¢ belongs to the family of, d belongs to family ob and to the series
of c.

We present some examples of correct analogieE in (5) andeus ones ir[k6). We can see that the
collected analogies involve words that are derived one ttwrother @a), words that are derived from a
common basd (bb) and words connected through a sequencevatidas [5F).

(5) a. N.fructification:N.identification :: V.fructifier:\dentifier
b. A.fructifiant:A.fructificateur :: A.glorifiant :: A.glaficateur

c. A.fructueux:A.affectueux :: N.infructuosité:N.iffatuosité



d. A.frugivore:A.végétivore :: R.frugalement:R.\@&glement

(0]

. Afruitarien:A.végétarien :: N.fruitarisme:N.v&grisme

-

A fruitier:A.laitier :: N.fruiterie:N.laiterie

g. R.fructueusement:R.affectueusement:: N.fructedsidffectuosité

(6) a. A.fruité:N.fruste :: A.truité:N.truste

(o

. N.fruit:N.frumentaire :: A.instruit:A.instrumentair

c. N.fruiterie:N.friterie :: V.effruiter:V.effriter

We have tested three configurations (§@). In the first, we have used neighbors from the graph
that contains the formal features only, in the second, theas¢ic features only, and in the third, both
the formal and the semantic features. The results are sumedan table[|2. Their quality is quite
satisfactory. We observe that the number of analogies dispemthe configuration of propagation. The
use of the semantic features improves the precision butesdine total number of analogies that are
collected. The best trade-off is a simultaneous propagadward the semantic and the formal features.

| configuration| analogies| correct| errors|

formal 169 163 | 3.6%
semantics 5 5| 0.0%
sem+ form 130 128 | 1.5%

Table 2: Number of the analogies collected for a sample of 22 headsemd error rate.

The performance of the method strongly depends on the lefitjte headwords because the method
mainly relies on formal similarity and because formal saritly is stronger for long words. Tab[ia 3 show
this correlation clearly. It presents the number of anasgind the error rate of 13 samples of 5 words,
selected randomly. The analogies have been collected feaghborhoods in the full graph. The words
in each group are of the same length. Lengths range from 4 kette8s. \We can see that the analogies
collected for words of 10 letters or more are all correct.

| length [ analogies| correct| errors|

4 29 14 | 51.7%
5 22 14 | 36.4%
6 8 7| 12.5%
7 10 8 | 20.0%
8 55 54| 1.8%
9 29 27| 6.9%
10 30 30| 0.0%
11 32 32| 0.0%
12 19 19| 0.0%
13 11 11| 0.0%
14 35 35| 0.0%
15 63 63| 0.0%
16 39 39| 0.0%

Table 3: Numbers of analogies and error rates for headwords of lehtiH 6.



5. Conclusion and directions for further research

We have presented a computational model that makes the wlogital structure of the lexicon
emerge from the formal and semantic properties of the wardsntains. The model is radically word-
based. It integrates the semantic and formal propertidssofvbrds in a uniform manner and represents
them in a bipartite graph. Random walks are used to simatepgreading of activations in the lexical
network. The level of activation obtained after the progageindicates the lexical relatedness of the
words. The members of the morphological family and the @#igwnal series of a word are then identified
among its lexical neighbors by means of formal analogies.

Let us stress that this method is promising because it islyne@mputational. Almost no theoretical
assumptions have been made. The method primarily exph@tenemory and the computing power of
the processors. Another interesting feature is that themdband semantic properties of the words are
represented separately. Therefore, the method deals w4tlalled parasynthetic derivatives like any
other lexemes.

The next steps of this research are to create an initial m&twith only long words and then use a
bootstrap method. One important task that remains to be iddaeeparate the members of the families
from the ones of the series. We also intend to conduct a simeriment on the English lexicon and
to evaluate our results in a more classical manner by usm@BL_EX databasg (Baayen e} al., 11995) as
gold standard. The evaluation should also be done with cé$pevell-known systems likkinguistica

(Goldsmith,[2001) or the morphological analyze @006).
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