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ABSTRACT

Low bit rate parametric audio coding for multichehaudio is mainly based on Binaural Cue CodingQRCn this
paper we show that the Unified Domain Represemtatfomultichannel audio, recently introduced, isiigglent to
BCC scheme in stereo coding context. We also disensther method, called multichannel audio upmixich
classically converts existing two-channel steredite-channel audio. More precisely, we focus oistixg PCA-
based upmix method. Starting from PCA approach,pnapose a general model that may be applied both to
parametric representation of multichannel audioatgand upmix methods. Moreover, we apply theysiglesults

to propose a new parametric audio coding methoedias frequency subbands PCA processing.

The first method is denoted as multichannel audio
coding. Matrix surround coding schemes and parametr
audio coding schemes are the two main multichannel
audio coding techniques currently used. Matrix
Surround coding scheme such as Dolby Pro Logic [1]
nsists in matrixing the channels of the original
nultichannel signal in order to reduce the numbfer o
ignals to be transmitted. Passive or active degpdi
ould be achieved to build a multichannel signal

1. INTRODUCTION

With the introduction of multichannel audio playkac
systems for consumer use with 5.1 playback system
above, multichannel audio content has beco

necessary for low data rate application such as H
Radio, Audio on Demand, etc. Therefore, two clos
audio processing methods are currently consideved
deliver multichannel audio for low bit rate applicas.
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perceptually as close as possible to the originainderlined. A general model of multichannel audio
multichannel signal. Nevertheless, this multichdnnesignals is exposed in section 3 to outline the ntéjmn
audio coding method cannot deliver multichanneli@ud of stereo signals eigenvalues and then derive a
with a data rate acceptable for most networks. That parametric representation of multichannel audioetas
made possible with low bit rate parametric audidicg on PCA. Finally, a new parametric audio coding rodth
mainly based on Binaural Cue Coding [2] (BCC). Thiss exposed in section 4.

coding scheme represents multichannel audio signals
one or several downmixed audio channels plus ﬂpatif\
cues extracted from the original channels. Recettiky

Unified Domain (UD) representation of multichanne . . .
(UD) rep nge equivalence of UDT and BCC scheme is considered

audio has been introduced [5]. This lossless arh ; ‘anal di The BCC
invertible transformation (UDT) is equivalent to a ere In a stereo signals coding context, N

rotation in a multidimensional complex space wittsis approach [2] is based on the extraction and coding

defined by the frequency domain channels of thguditory localization cues. Actually, during thedaary

multichannel signal. In this paper we show how thg)calization process, the signals arriving at taeleums

UDT could be equivalent to BCC scheme in a ster esent inter-aural time and level differences (lamd
coding context ILD) also called binaural cues. The human auditory

system could be then considered as a time-frequency
analyzer. The spectral resolution of the auditygtem

can be described by a filter bank with filter baiuttivs

hat follow the ERB (Equivalent Rectangular

BCC AND UDT EQUIVALENCE

A second multichannel audio processing methodedall
upmix, classically converts the existing stereoi@ud
contents into five-channel audio. The spati . . A
characteristics and the coherence of the sterealsige "?‘F‘dW'dth) scale considered as an approxmatldh@f_
used to synthesize a multichannel audio signgf"t'cal bapds [3.]' Under thesg auditory perception
compatible with home cinema setup. More precised, con5|d(_erat|ons, bmau_ral cue codln_g scheme reallmes
focus on existing PCA-based upmix method [6]-[HeT extraction andl codmg of spatial parameters and
rear channels are considered as ambience Cham%%ceptual audio cod|.ng of the downmix mono S|gn'al
defined as diffuse surround sounds and the cergat f \N ©aS€ of stereo mpu_t). The dOW””."X signal is
channel corresponds to the sources panned acress gﬁnerated by adqlmg the input cha_nnels In thg subba
original stereo channels. The first step of the xpm omain and !“”'“p'y'”g the sum with a factor n erd
algorithm in [6] consists in a Principal ComponenfO preserve signal power (see [2] for more details)
Analysis (PCA) of the stereo signal. The PCA is
equivalent to a rotation of the stereo signal comig .:=

i

I

— = S -

|t oo o s st oo . n r L

n__n+l

system and results in one principal component sign™
and a remaining signal. The principal componentaig LW“ F F.eg:m?%"-g [y 1
corresponds to the dominant source present in tl drdotrg |: | Paramelers and coang |
original stereo. Then, the center channel restdis the 5 L

I . N ) (M) [Froquency || mono signal |ty —
weighting of this principal component by a coefiai o | Lo et [ generaion 5 i i -
derived from the rotation angle of the coordinat: Eo e
system. The rear channels result from the weightihg AR,

the remaining signal by a coefficient derived frdine
correlation coefficient of the stereo signal. A éim
domain subband processing of this upmix method hagigure 1: Binaural Cue Coding scheme applied to ste  reo.
recently been proposed in [7].

Inter-channel time and level differences (ICLD and
Starting from PCA approach, we propose a generfTD) are extracted from each analyzed signal block
model that may be applied both to parametrignd each frequency subband. ICTD cue could also be
representation of multichannel audio signals anaiyp considered as phase difference (ICPD) between the
methods. Moreover, we apply the analysis results @alyzed channels as J. Breebaart and al. havestegg
propose a new parametric audio coding method baséd[4]. Moreover, inter-channel coherence (ICChiso

on frequency subbands PCA processing. This paper§tracted in order to measure the spatial diffusercé
organized as follows. In section 2 the equivalente the sound sources. Considering the Short Time Epuri

UDT to BCC scheme in stereo coding context idransform (STFT) of stereo channels blocks n, the
frequency-domain signalB (n) and Fg(n) are divided

AES 120th Convention, Paris, France, 2006 May 20-23
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into nonoverlapping subbands by frequency windowingenefit of UDT is that it unifies components of@usce

(bins grouping) according to ERB scale (cf. Figije signal that may be distributed over many channiis.

The spatial cues expressions can be written as: UDT rotation angle could be seen as a spatial petem
equivalent to the ICLD cue of BCC extracted forleac

frequency bins of the stereo channels spectra.ethde
k=kpg =1 2 . . .
Z Fa )(k)‘ we can derive from equation (4):
R(n
ICLD(n, b) = 20log, | =
T e 20
>, {Fuio (K) tano (k) = (5)
= (1) F(K)
K=Ky =1
ICPD(n.b) —arg[ & R (K Dy ( k)j So we can define a relation between the rotatiqgiean
ot of the UD transformation and the ICLD cue of BCC as
S HERCENC)
ICC(nb) = < 1D
! o 1 2\ it . tano (k) = 10 ®)
( 2 FL(n)(k)‘ ]( 2 FR(n)(k)‘ j
K=k k= a0
a0
where * denotes the complex conjugation. The ICC (i
parameter is defined as the normalized cross-ctivel Bl

coefficient, derived from the cross-spectrum of the >

stereo channels, after phase alignment of the aealy

Sigrna (%)

30p-

stereo blocks according to the ICPD. 2l
10
Another multichannel audio processing method has R a—
been introduced by K.M. Short and al. in [5] which ICLD (@8)

propose a unified domain representation of multicieh ' 3 . _ _
audio signals. As for low-complexity BCC schemes th ~ Figure Zf: Unified 'f:’%ma'“ r°ta“°”_a':jg'e_l()'”ldegrees )
first step of the transformation to the Unified Daim unction of the ICLD cue (in decibels).

consists in the t.ransf.ormat.|on of each.channelhm tThe UDT could be seen as an equivalent of the BCC
frequency domain with Discrete Fourier Transform, : . o
. . scheme in a stereo coding context. Actually, thédi&th
Then, a complex rotation of the left and right spec _ _ _
Fc(k) =‘Fc(k)‘ %) with channelC = L or R is Magnitude M (k) could be considered as a downmix

signal of the stereo input. Then, this encodedatigy a
traditional mono coder could be transmitted plus

il Cosa( k) il sim( @ = (k) M(k) rotation angle U(k) in order to distribute the
e (i : = (2)  magnitude over the decoded channels. Moreover:-inte
*sing(K) &2 cowr( B || Fa(K) 0

performed for each frequency bin k:

channel phase differencewL((k) - Br (k)) of the left
The Unified Magnitude and the rotation angle ar&nd right channels could be also transmitted a®I P

defined according to: BCC scheme.
2 5 In this section, we show how the rotation angleduse
M (k):\/‘ FL(k)‘ +‘ FR(k)‘ (3)  the UDT could be seen as a function of the ICLD cue
used in BCC scheme. Moreover, the rotation angses u
‘F (k)\ in the UDT correspond to the spatial positions o t
coso (k) =1 @) spectral components while magnitude is relatecheo t
M (k) amplitude of these components [5]. This approach is
e (K)| very close to Principal Component Analysis (PCA)
sinor(k) = M (k) which is the main process of upmix method in [6]-[7

AES 120th Convention, Paris, France, 2006 May 20-23
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Based on PCA approach, next section presents aiaene D
model for multichannel audio signals which resit@ Sy, ( t) = Z[ O o (1) OSy( ﬂ + A (7)
parametric representation of multichannel audio. d=1

3. PARAMETRIC REPRESENTATION OF where: mO[1,--,M] and g, ,(t) are the panning
MULTICHANNEL AUDIO BASED ON PCA functions (gains) applied to the directional sosr&,

h . .
Multichannel audio signals could be considered a%f the " channel. By using equation (7) and the vector/

studio (artificial) or live (natural) recorded siga [8]. Matricial notations§, =($ -+ §), A=(A - A,)
Live recording involves many different setups and 9. - Op _ _
microphones types which determine the amount &nd ,_| .~ . . |, we can derive the covariance
interferences and reverberation on each channel. ' C

Moreover, because real spaces are decorrelated, 9ui " Gwo

decorrelated signals yield a sense of realisticiende. Matrix of such a centred) multichannel signal:
Ambience is complex audio content, perceptually
background and very heterogeneous that could beF\,Sw =E|:$ID$|Tj|
defined as "the sound of the place in which souace% - =
Such audio content includes acoustic effects of T T

. = 8
reverberant volumes and reflective features plus th Rs, G[E[SJ 03 JDG-"E[J&DJ&J ®)
background i.e. the acoustic accumulation of many -

. e = +
small sources that are not the identified sourcks o st GD% R,
interest; for example, audience noise. In studio . o -
recording, sound sources (instruments) are indallgu where * denotes the matricial transposition. So, the
recorded and then processed. The processing mitichannel signal covariance matrf is function
recorded sound sources consists in applying panniré? o .
functions to the sound sources and then mixing theff the directional sources covariance matf and
with synthetlc reverbe(atlon. In order to incredke the ambience signals covariance mafRy.
perception of spaciousness, weakly correlated

reverberation impulse responses are used. Undse the . . . .
assumptions, we define a general model fdpescribed model assumptions differ from traditional

multichannel audio signals. blind source separation (BSS) model (model expoessi

in [9]) in which sources are convolved with FIRdils

that model the room transfer function between tie m
sensor and the "dsource. Actually, BSS wishes to
estimate dry sources from sources mix. Subspace

The multichannel audio model is defined according tMethods, such as describe in [10], whish to reduce

next suggestions. We assume the presenceD of mcohere_nt reflectlons_ in rooms or more generally
directional sources, easily localisable, panned reduce incoherent noise present in the observe aud

distributed - intaM channels. Moreover, we considégr Mix- In @ general audio coding context, the sefamaif

ambience signals i.e. one by channel, which arekhyea dominant sources (even mixed with ambience) from

correlated with directional sources. The model athe backgro_und ambiences COUIQ be seen as a pre-
channel is defined as the sum of direct sourceB9C€SSINg step before applying a dedicated coding
weighted according to their spatial perceived fos, scheme. Indeed, the transmission of encoded dominan
and one ambience signal. Signal channels followtiigy SCUrces already provides a basic audio scene of the
model are strongly correlated with the presence &¥iginalinput.

directional sources among several channels whereas

ambience signals, defined as diffuse sounds, afe@nsidering such multichannel audio signals, next
decorrelated from one channel to another. So,ithe t S€ctions are addressing PCA of stereo signals. Friem
multichannel audio model definition, multichannel

domain muttichannel signaBy, = (., §)can be  ayqio signal could be naturally considered as pielti
written as: stereo signals. Moreover, the multichannel audi@eho
considers time domain signals. Nevertheless, next

3.1. Multichannel audio model defined as
directional sources and ambiences

AES 120th Convention, Paris, France, 2006 May 20-23
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sections expose a comparison between time-domain an [A B]

frequency-domain PCA of stereo signals. Il ¢l (10)
3.2. Time domain PCA of stereo signals then:A,, :%(A+ Cx(A- O +( 2B)2j

Principal Compon_ent Analysi_s of a stereo _signal .

e T e oanance: e héh== 5| 2 (05 0isJot + 3 w0 |

eigenvalue decomposition of the covariance masix i (11)

o . o o, + 0
repartition, PCA consists in projecting stereo cies 477 %

on the covariance matrix eigenvectors ba3|s— 2 b 2

Components resulting from PCA are decorrelated with [ 0., 0,4)02 +2p lg2o? J

an energy level proportional to the estimated Zl( He Z'd) ® AANTAT A

eigenvalues. Indeed, PCA is known as the optimal

decorrelation method which also achieves poweso, eigenvalues expressions depend on panning, gains

d=1

the first step to be accomplished. From the eigeiega [ZD:(QZ - g2 ) 2 2 _ g2 JZ .
1d 2d A A

concentration. variances of directional sources and ambience ksigna
and the correlation coefficient of ambience signajs
3.2.1. Repartition of stereo signals eigenvalues has been arbitrary chosen as the highest eigenvalue

The repartition of stereo signals eigenvalues is darhe repartition of stereo signals eigenvalues «am Ine
indicative measurement of the input components i.analyzed. Indeed, from real speech and music
directional sources and ambiences, distribution the  (instruments) samples, directional sources haven bee
output signals resulting from PCA. Stereo signalspatialized using conventional amplitude panning
eigenvalues are estimated from the stereo channétshnique. Moreover, weakly correlated ambient audi
covariance matrix. Using equations (7) and (8), theontents, from originals stereo recordings, havenbe
covariance matrix of stereophonic signal®=@) summed with these directional sources. For instanee

following the model can be written as: have generated a synthetic stereo signal (M=2)
constituted of two directional sources (D=2): opeech
R = signal S1 with perceived azimuth varying from It
5 5 right speaker and a glockenspiel signal S2 with
gfaz +02 0.0, oi+p [o252 | perceived azimuth varying from right to left speake
dzsl: oA %“( ‘ d) 2 P an 7R (see Figure 3).
D D
2O (Boa) 05 PO 28It 0,
d=1 d=1
@)

.
where o) :M is the correlation
AL A

2 2

OnOn,
coefficient between ambience signalsahd A, Jf is
the variance of signal X, i.e.

o= E[(x—E(x))( x—E( x))} This covariance matrix
is obtained under the assumption that the direation
sources are decorrelategd:s'? =0 [0#) and(<j, <D .

Eigenvalues can be then computed from the covagianc
matrix which can be simply written as: Figure 3: synthetic stereo signal constituted of di rectional
sources (S 1= speech, S ,= glockenspiel), weighted by
panning gains (g ( and ggr) and then, summed with weakly
correlated stereo ambience signal (A 1, Ay).

AES 120th Convention, Paris, France, 2006 May 20-23
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Directional sources &glockenspiel) and sspeech) are g% +0? L

weighted by panning gaing, and gz following P, =20x Iogm[“z‘\z} when directional sources
stereophonic law of sines, and then summed with

weakly correlated ambience signals #&hd A coming are spatially coincident (180 < frame number < 280)

from a real airport background stereo recording. Moreover ), is higher than the mean power of ambience
signals when directional sources are not spatially
L=g xS+ gx S+ A coincident (frame number < 180 and frame number >
(12) 280). Indeed,X, is comparable with the power of
R=g:x S+ gx S+ A secondary directional source plus the power of

ambience which spatially coincides with this se@gyd
These signals mixing method gives an priori source.
knowledge of panning gairg, 4 correlation coefficient

of the ambience signal/.f)AlAZ and powers of directional

ces powers Ambience signals powers
¥ . . . 20 "

sources Jéd and ambience signals‘ffl and Jiz. o [ T L o PPt s

Original directional sources and ambience signa ]H

v
1 l\\l 120 Pa,
powers are plotted on Figure 4-(a)-(b). Moreovee, W . <aludw JRRR | e [ R ———

define the directional sources to ambience ratiSAR) s s e B

as the power ratio of the mean power of the dioeqli N JWF\ ;”‘\['\ | J\””"\h\l' - N
sources and the mean power of the ambience signe ™| oy | ;n’%ffmwaf;lﬁmmww[ﬁ ™
Actually, we consider ambience signals with equaaal ' ”
mean power(fﬁ1 = af\z ). DSARcan be written as: ey ) ")
18 > Figure 4 - (a): original directional sources (S  ;=speech and
B Z:Jsﬁ S,=glockenspiel) powers. (b): original ambience signa Is
DSAR= 20x log,,| —9%1— | dB (13) (stereo airport recording) powers. (c): 1 * eigenvalue
0 1M 2 estimated from the model is slightly higher than th e power
720% of the dominant directional source. (d): 2 nd eigenvalue
M m=1 estimated from the model is generally higher than t he mean

power of ambience signals. This power overhead
corresponds to the power of the secondary direction al

Considering the original signals used to generhte t source.

stereo signal, thBSARestimated from the mean power

of directional sources and ambience signals islegua \ye synthesized several stereo signals with the same
30 dB. The mean power of directional sources 'Sabqusignals (sources and ambience) but with diffeBBAR

to -50 dB (see Figure 4-(a)) and the mean power Qfying from 5 to 50 dB. Indeed, the ambience digna
ambience signals is equal to -80 dB (see Figum)A-( 5re” weighted by a coefficient which results in the
Then, eigenvalues of this stereo signal are estidhatyasired DSAR Actually, DSAR decreases, with 5 dB
according to equation (11) and plotted on Figurg)4- step, when the mean power of ambience signals
(d). increases (see Figure 5). Estimated eigenvalueslifor

) ) ) __ stereo signals with differemSARare plotted on Figure
A comparison of estimated eigenvalues andetheiori 5 \yhich addresses a comparison between these

knowledge of directional sources and ambience 8gnastimated eigenvalues and the power of the dominant
powers is addressed on Figure 4. The estimatedstigh

eigenvalué\; is equivalent to the power of the dominanfj'recuona1I source Pﬁnax) - see Figure 5-(a)) - and the
irecti : = 2 52 mean power of the ambience signalf, - see
directional source: p, = 20x |0910( ma>(a§ 05))- p gnals,( )

The small power overhead corresponds to the pofver 5'9ure 5-(b)-
the ambience which spatially coincides with this

dominant source. The smallest eigenvalag is

comparable with the mean power of ambience signals:

AES 120th Convention, Paris, France, 2006 May 20-23
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Dominart directional sourca power Maan poweer of ariginal ambience signals

where: A, i0[12] are the stereo signal eigenvalues

such asl; > 1,. Orthogonal eigenvectors allow the use of
a rotation matrix which can be written as:

v=0(6)= cosd sind (15)
N " -sin@ co®

" (b) R
where the rotation angle expression is derived ftioen
diagonalization of the covariance matrix (equatidi:

q:arctar{/]l_Aj , HD[—” ”} (16)
B 2 2

Figure 5: the four draws corresponds to signals pow ers Morec_)ver, M Ca_n be written as a function of thQ
which are function of time (frame number) and DSAR  (from covariance matrix 3|emem3 (A, B and C), see equati
5 to 50 dB). (a): power of the original dominant di  rectional (10). Then, from equations (16) and (10), another

So?f)ce—(b)i mean pojyer of the g”gi”a's ellmbie?d‘;e Sig”]{v"s expression of) which only needs the estimation of the
— (c): power of the 1 * estimated eigenvalue — (d): power o : e
the 2™ estimated eigenvalue. covariance matrix is:

Al
Ny Sa .
NI
N

0
DSAR (68) (C) Frarne Nurmber

. : . : : %
The estimated highest eigenvalues equivalent to the 6, zlarcta 2xB 60 _n LT 17)
power of the dominant directional source plus toeer A-C

of the ambience which spatially coincides with this

dominant source. Moreover, Figure 4-(c) showsthiat Therefore, PCA transformation also known as KLT is
ambience power increases when DBAR decreases. ,chieved by rotating the stereophonic data. Froen th
The smallest eigenvalue is comparable with the mean qiginal correlated stereo signal, this rotatiosuies in

power of ambience signals plus the power of seayndayne principal compone®C and one remaining signal
sources. Naturally, lower is thBSARand more the ¢, aach block (windowed stereo data).

ambience power recovers these secondary sources

powers. L(n) [Ecosen sirﬂn]_ PC(n) (18)
Starting from stereo signals eigenvalues repantjti@xt R( n) -sing, cod, A( ")
section addresses the PCA transformation based on

eigenvalues repartition also known as Karhunen-eoépca drastically reduce the correlation of the oraji

Transform (KLT). stereo signal i.e. PC and A components are de-
correlated - see the covariance matrix of the ectat
3.2.2. Time domain PCA by rOtating Signa|s on equation (19)

stereophonic signals

T
Time domain PCA consists in projecting the datahen ca=E L m (9) L m (9)
basis of stereo signal covariance eigenvectors. The™® R R

computation of eigenvectors math of dimension 2x2
(in case of 2 channels signal), is performed adogrtb L LY

R R
T
s, 7 (9)

the eigenvalues estimation and the covariance xatr U (9)E|E
R% diagonalization:
=0(6)
/]1

. 0 A B A 0
S Y R S Y

AES 120th Convention, Paris, France, 2006 May 20-23
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Moreover, PCA achieves an energy concentratioheo tequation (16) is always positive. So, close to zand
principal component according to the valuelpfFrom negative cross-correlation provides estimated valfie
the eigenvalues repartition analysis, the remainingy equal to -88.5°. The corrected estimation is then

signal could be denoted as ambience signal with IO\@l = +1.5° which does not yield a correct estimation of

energy according to the value/of the rotation angle. If we consider the equation) (&ith
aEhe same example i.e. with a close to zero andtivega
cross-correlationg) and the negative differenca-C) —
the dominant source is one-sided on the right chlann
glhen:A<C — the estimated, is equal to +1.5° and then
will not be corrected.

The overlap-and-add (OLA) method is used to geper
the final signal$?C andA. As a result, the estimation of
6 is the main operation to realize the PCA of amyext
signal. Besides, this estimation should provide
constant sign of the rotation matrix. Indeed, ifatmn

matrices of adjacent blocks have opposite sign then Thi vsis sh h i |t
OLA synthesis would results in losses of informatio IS analysis Snows how negative Cross-correlatenm

Then, to achieve a robust analysis /synthesis seherﬁllter. tthe. esl.tmjtz?ltedtr:/alues . Anlotther aplproaé:th
the rotation angle should belong to the intervai/i) consIsts n fimiting the - cross-correlation values

and then provide a constant positive sign of thatian minimum equal to zero i.e. negatives values of ©ros

matrices. The expressions (16) and (17) proVid(éorrelation are set to zero. Unfortunately, thiade to
estimations of the rotation angle which could b nly use the equation (17) which would provide some

negative. These negatives valuegshould be avoided alsg estimated values & equal to 0 although.the
without modifying its the real physical sense itee dominant source coulld be located at many azimuths
dominant source azimuth in the stereo imagés[a/6]. corresponding to the differenéeC.

Actually if we consider an estimation of the rooati . . - .
angle belonging to [@/2], this interval may be put in As a result, the only solution which satisfies goal is

correspondence with the real stereo image intervdP consider the absolute value of the cross-cdicela

Then, a dominant source with a real azimuth equal t Then, the rotation angle estimated from equatic) (1

30° (respectively +30°) should results in rotatamgle € 6, could be directly put in correspondence with real
estimation equal to 0° and then proviB€(n) = L(n) azimuth of the dominant source. The rotation angle

(respectively +90° and then provi@€(n) = R(n) estimated from equation (17) i@, needs to correct the
' estimated negatives values (whé&xxC) even with

Several modifications of the estimated rotationlarge absqlute values of cross-cforrelatlorl. ThAen therestd
possible to avoid losses of information during @ieA  rotation angle expressions ofg =6, can be

synthesis. The first one, may be the most natemlld summarized as:
be written as:

g, ifg=0 é=arcta{A1_A] : QD{O,E}
< i i ) . (20 ) ‘B‘ 2
| = T , ID[1,2] 1)
g+, else 1 {Zx ] :
2 Zarcta , ifA-C= 0
. |2 A- 7
~ 92= 1 2 |:015:‘
Therefore,d 0[0; n/2] and §, = §,. But this operation 1arctar{zx ]J,” else
does not conserve the real azimuth of the dominant 2 - 2

source. Indeed, a dominant source with a real ahmu

equal to 29° (on the right of the stereo image [From the stereo signal exposed at section 3.2.& (se
30°;+30°]) should be equivalent to an ideal estanaft Figures 3 and 4), the estimated rotation anglesrniaf

the rotation angle equal to 88.5°. Actually, sucitexeo to equations (20) and (21) are plotted on Figure 6.
signal with weakly correlated ambiences summed with

this one-sided (right side) dominant source coldgieh

close to zero and also negative cross-correlati®n (

Then, equation (16) could provide an estimatedtimta

angled; equal to +/-88.5° depending on the sign of the

channels cross-correlation. Indeed,/il(—A) in
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Estimated Rotatian Angles

Actually, PCA of stereo signals following the time-

] domain model previously presented could be appbed
frequency-domain signals. Next section presents
] subbands eigenvalues repartition and corresponding
] PCA of stereo signals transformed in the frequency
domain. Finally, a comparison of time-domain and
i frequency-domain PCA is given.

I L |
300 360 400 450

I I I I
0 &0 100 150 200 250

e 3.3. Frequency subbands vs. time domain
Figure 6: estimated rotation angles from sine windo ~ wed PCA of stereo signals
and 50% overlap blocks analysis. The plotted solid line
corresponds to the estimate g = gl = 92 and the plotted The eigenvalues of stereo signals may also be at&in

in the frequency domain. Moreover, if we considand
limited signals in the frequency domain, the eigdags
estimation will provide several estimates i.e. two

The rotation angle estimated from the originabigenvalues per subband, and then provide a thinner
covariance computed for each block has valuegalysis.

corresponding to the azimuth of the dominant
directional source for each block. Indeed, thetfirs3 3 1. Frequency subbands separation

values of @ are close to 90° which means that the

directional source located on the right of the ester The frequency transformation applied to stereo nhbn
image (i.e. the glockenspiel) is considered as thHe the short time Fourier transform (STFT). The
dominant source. This observation is confirmed Iy t parameters of the STFT used are a sine window of
originals directional sources powers on Figure 4-(alength equal tdN=1024 samples, the transform size is
The next values of the estimate@l are close to 0° &lSO equal tk=1024 frequency bins (no zero-padding)
(30<Frame Number<50) which means that the dominaff'd the frames overlap is 50%. Them,a20 subbands
source is located on the left of the stereo imagé & 'ectangular frequency windowing, following the ERB
confirmed by the Figure 4-(a) i.e. the speech satc SCa€, is applied to the complex spectra
the left of the stereo image as a higher power than FC(n) (k) :‘Fc( ) (k)‘ e%(")(k), with channel blockC(n)
glockenspiel source for these frames. Moreover,nvhe ) . .
the directional sources spatially coincides (20@wfe 2andkis the frequency index such &=1J2, wherefs is

Number<220) at the middle of the stereo image, thttQe sampling frequency. Then, this process resii_mIN;)
frequency subband (witk, frequency bin start index)

spectraFy (Ky» - Ky = 1) for each framan.

dotted line corresponds to the estimate é = é?l = éz.

estimated rotation anglé is naturally close to 45°. The

first values of the estimated rotation angé@ are
discontinued and rock between the minimum and the
maximum values of the interval [0;90]° as the poee Next section addresses the benefit of frequency
analysis has predicted it. Besides, the same odsenv subbands eigenvalues estimation vs. time domain
can be addressed for the last analyzed blocks @ramigenvalues estimation. More precisely, we argus th
Number > 370). Indeed, from these analyzed blogRs ( benefit only if no spatially coincident directional
> Frame Number > 370), negative cross-correlatiosources have different frequency supports.
occurs when the directional sources are located at
extremes azimuths. 3.3.2. Frequency subbands eigenvalues

repartition
Finally, a robust and effective estimation of tléation
angle needed to achieve PCA/KLT is expressed by tlf@om the same stereo signal used in section 3.1,
equation (21) which permits an estimation only basesubbands analysis of its directional sources and
on the covariance matrix elementg, (expression). ambience signals has been achieved (see Figure 7).

Then, dominant directional source moving in theesie
image [-30,30]° can be located by an estimatediosta
angle varying between [0,90]°.
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1s, estimated from the subbands analysis (see Figure 7)
s
| A: Z/‘ n, b |D[1q
| N

The comparison between the eigenvalues estimated in
time and frequency domains is addressed at Figure 8
The lowest eigenvalue estimated from subbands
frequency analysis does also corresponds to seppnda
directional sources plus mean ambience signals powe
as the lowest eigenvalue estimated from time domain
A, [ Freomney h | Matrix | o :@_, An) analysis (see Figure 8-(b)). Moreover, some dioecti
—'(vgggug;;i)_i, I e sources considered as secondary sources withrttee ti
o O] domain analysis have been considered as dominant

F 1 Freguency

S10| supband [T
STFT windowing :

(ERB scale) f——»

Frequency

F.

52(n)
STFT subband
windowing

(ERE scale)|—

Covariance

E
A(n) requenc H H H
Z,Fsuﬂbmy—» directional sources with the frequency subbands

windowin: N . . .

ERB oty ——+ analysis. Indeed, the subband analysis provides a

\ [ b= 1 thinner analysis which results in one dominant seur

f  N=subbands number .
per subband. Then, when dominant and secondary

42

(considering time domain approach) sources have
) ) ) ) ) different frequency support, the secondary souarebe
Figure 7: stereo signal eigenvalues estimated from . . . .
directional sources and ambience signals frequency considered as dominant in the considered subband.
subbands spectra. The covariance matrix is estimate  d for Although the analysis complexity has increased,
each frame n and each subband b. compared to time domain analysis, the lowest
eigenvalue has a power much closer to the original
The covariance matrix of the subband spectra igmbience signals mean power.
estimated according to equation (9). More precjsely

there is an equivalence of centred signals powetisne : ket o e ol

and frequency domains which can be written as: afy %\[\W‘[f N \le/ﬂ?\ i

, 9 kool 2 \f o

L (nb)=o 0 Ry (K] @)

k=kb M : re wgzms‘\uzes'lmaed!mm‘mwde\ ‘

o~ “F\ =

i i ¥ i \amhda;”:snds
where Fxc(n) is a the STFT of block signa(n) i.e. a ,ﬁugzw) me ] %%WWMWW‘M/\*}W .

vector of sizeK/2+1 considering the spectral hermitian ™ e o w®  m o w  w  w e w
symmetry. The cross-correlation of centered ami@enc
SlgnaIS is estimated from the centred ambienceaubb Figure 8: (a): 1 st eigenvalue estimated from temporal or

cross-spectrum, with frequency indexas: subbands frequency analysis are equivalents. (b): 2
eigenvalue estimated from subbands frequency analys isis
closer to the mean power of ambience signals thant  he
1 [ ko1 ( ) ( ) (23) eigenvalue estimated from time domain analysis.
A1

P (nib) = N0 DZ Fe

nd

The estimated eigenvalues from subbands covariance

matrix of stereo signals following the model coudd
Then, the estimated covariance matrix from theioalg also estimated directly from any stereo signal.sTtine
centered signals subband speClFac((n, F , F. subbands covariance matrix of the stereo signal is

An)’
estimated without any knowledge of the directional
) is used to estimate the subband e|genvalu<§§)urces and ambience signals.

accordlng to equation (11) — see Figure 7.

The eigenvalues estimated from the temporal arslysi
are then compared with the sum of eigenvalues
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3.3.3. Subbands PCA of stereophonic signals

As we expose subbands eigenvalues estimation i *

section 3.3.2, we can derive PCA of stereo signal:@ 1l \"” “
|

transformed in the frequency domain.

Therefore,”

’II L

frequency PCA processing is based on the covarianc " il '!'1)_

matrix computed for each frequency subband:

B(n b)], with:

A(n,
w950 dng

n, b)
n,b)
k=kpy =1
0>

2 2

A(nb)=1 20 B ( k)‘ (24)
2 k=kpyy -1

B(n,b)=NKXD[ l;ﬂ Fx,f(n)(k)["::(éw(k)]
2 k=g —1 2

c:(n'b):W[lka;J Fxg(n)(k)

rom the

Figure 10: rotation angles (in degrees) estimated f
stereo signals defined at section 3.2.1. The glocke  nspiel is
considered as the dominant directional source only for
some subbands comparing to the time domain estimati on

of the rotation angle (see Figure 6).

So, one dominant directional source is located Hey t
estimated rotation angles for each subband. Than, f
each analyzed signal block, as much dominant seurce
than subbands number are located by the estimated
rotation angles. These subbands rotation anglethare
used to rotate the subbands original input stera.d
Subband PCA processing results in two frequency

The channels auto-covarianck gnd C) correspond to components for each subband: the principal compgonen
the mean power spectral density of the subbandrspecPC(n,b) and the ambience componeA{n,b) Time
The channels cross-covarian® {s estimated from the domain band limited signals are then obtained with

cross-spectrum of the stereo channels.

——

T
I
T

L(n) FLon _——

F Frequency

L0 | supband |-
windowing |- fo
(ERB scale) |

ovariance|
Matrix

(n.b)

Frnb)
R(n) Frequency [——%

F
RO subband |- 1
windowing | ©

(ERB scale)
M
‘ f
f./2!

Figure 9 : frequency subbands PCA applied to a
stereophonic signal (L, R). PCA is achieved by rota  ting the
stereo subbands and results in one principal compon ent
PC and one ambience signal A.

:

As for time domain PCA, the rotation anglg is

inverse short time Fourier transform (ST &pplied to
these frequency subband components (see Figure 9).
Finally, time domain full band signaRC andA result
from the sum of all corresponding band limited siign
This sum is achieved via overlap-add method.

Therefore, a frequency subbands PCA processing
results in the extraction of one dominant direairse

per subband against only one dominant direct source
with a temporal processing. We can now conduct the
comparison between time and frequency domains PCA
according to the energy of the transformed sigirals
and A. A relevant measurement of the energy
compaction into the principal component is achiebgd
computing the Principal Component to Ambience
energy Ratio (PCAR). From eleven miscellaneous
stereo signals with sampling frequency equal to0®41
or 48000 Hz, time-domain and subbands frequency
PCA has been achieved. Then, PCAR has been
computed from the rotated signals of the eleventinp
signals. The comparison is addressed on Figure 11.

computed for each subband according to equatioh (2§ hhands frequency PCA results in a better energy

where all quantities are estimated in the frequency,ncentration than time-domain PCA does. From eleve
domain (per subband). From the stereo signal exposggreq signals rotated in time and frequency dospain

at section 3.2.1 (see Figure 3 and 4), the estnat o mean PCAR difference is about 2 dB.
rotation angles (in degrees) are plotted on Figloe

which axes are time (x-axis) and frequency (y-axis)
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Tt

R
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H L(n Linb)
2 —8— Time-domain \\ \7{// (n) F Frequency —_—
8- —o— Subbands frequency PCA AN / B L0 | subband —> o (n.b) -
s | | | | | | | | | it windowing | iyt Exnel |Quantization|
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)
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Figure 11: mean PCAR over analyzed frames of 11 pri  ncipal o | Pea  [: .: +fpoLa CODER

components and ambiences resulting from time-domain (ER sl

PCA and subbands frequency PCA of the original ster  eos. Fet

‘ Eapap)
A

8(n-1.b)

We show how a frequency PCA processing, based on
the covariance matrix computed for each frequencyrigyre 12: parametric coding of stereo signals base  d on
subband, could improve the results obtained irtithe subbands frequency PCA processing.
domain in terms energy compaction into the rotated
signals. PCA features can then naturally be used inSubbands PCA processing is achieved as described in
data compression context and also for upmix steresection 3.3. Moreover, the frequency subbands
signals to multichannel audio (as described in[f§]- ambience signal resulting from subbands PCA
Considering correlated audio inputs, the outpuhalg processing is analyzed. This frequency analysimaall
of frequency subbands PCA constitute a compatte extraction of energy parameters referring te th
representation of the original input. The principaambience subbands energi&g,p, These energy levels
component should be coded and transmitted in dader are extracted for each franmeand each subbarwand
recover the main information of the original inputthen quantized and transmitted. Moreover, consideri
Then, to achieve the inverse transformation, thehe fact that the ambience signal has weak enengl,|
ambience component should be transmitted with the difference between the mean energy of the arobie
bitrate as high as the audio quality level is dskir signal block and the energy subbands values sHmeild
even weaker and then quantized.

4, PARAMETRIC STEREO CODING BASED

ON PCA So, the proposed coding method can be summarizad as

monophonic coding of the principal component arel th
Starting from the analysis made in section 3, it if)uannflcatlc?n and transmission of the following
. . X arameters:
possible to encode a stereo signal with frequency
subbands PCA pre-processing. This method has giread

been proposed in [11] where PCA is obtained by

rotating the subbands of the stereo signal. PCésed . . .

as a power concentration processing such as Mig/Sid flheswed subbands er}erﬁgl((n,b) (fort:]he d|ffir_ence W'Fh |

coding scheme which encode the sum and difference € mean energy evel) o € ambience signa
resulting from PCA

signals of stereo channels. Even if PCA featureshs

as power concgntratiop and full degorrelatio_n_, arthe decoding scheme is based on the generation of a
required for optimal bite rate reduction, traditbn 9 9

encoding of the transformed signals does not vyiel mbienc_e signa¥', from the decoded sign_BC‘ and the
significant coding gain (see [11]). equantized parameters. Therefore, the inverse DA
then synthesize a stereo signal perceptually asecdhs

In order to provide a low bit rate audio coding host possible from the original stereo.
compatible with most networks, a parametric codifig
the ambience signal(s) is achieved.

PCA rotation angle8(n,b)

Due to the PCA property of decorrelation, the decod
should generate an ambience signal weakly corcbtate
the decoded principal component. However, the
frequency synthesis of subbands sigwél from the
principal component and the energy parame@p@,,b)
only provide toA' its spectral envelope. To achieve
weakly correlation betweeRC' andA', we propose the
use of random phase all-pass filters as describ§t].
More precisely, we realize a frequency filterindtéf H

The coding scheme consists in a traditional monopjgho
coding of the principal componeRC and a parametric
coding method of the ambience sigAg(cf. Figure 12).
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on Figure 13) of subbands sigel So, the decoder can [2]
then realize the inverse subbands PCA from theatsgn
PC'andA'; and the dequantized rotation angh®én,b)

(see Figure 13). Afterwards, inverse STFT of th3]
subbands signals obtained from inverse subbands PCA
are summed to generate the stereo sidnaR().

[4]

SEIT

;
[1 Fecmn

—» Inverse

Frequency >

subband Frequency - R L
N H H B -1
e el ) g o B O
ch‘m) A(nb) Faring) R’ [5]
EOAm.h;
.......................... - - 89(n.b)
Figure 13: parametric decoding of stereo signals ba  sed on

inverse subbands PCA processing. 6]
The main advantage of this parametric stereo coding
method is the fact that the decoding process istlgtr
the inverse transformation of the encoding process.

5. CONCLUSION

We have argued that the UDT could be seen as
equivalent of BCC scheme in a stereo coding context
Moreover, a deeper analysis could results in same
conclusions considering coding of multichannel audi
signals. We have then introduced a multichannelcaud
model defined as directional sources and ambiencgsj
The eigenvalues analysis of stereo signals has esthow
that PCA of stereo signals deliver two decorrelated
components with energy level corresponding to the
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