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ABSTRACT.In this paper, we present a propositional logic (called mixed logic) containing disjoint
copies of minimal, intuitionistic and classical logics. Weprove a completeness theorem for this
logic with respect to a Kripke semantics. We establish some relations between mixed logic and
minimal, intuitionistic and classical logics. We present at the end a sequent calculus version for
this logic.
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1. Introduction

Propositional intuitionistic and classical logics (abbreviated: PLI and PLC) are
built by adding absurdity rules to propositional minimal logic (abbreviated PLM).
The best known formalization consists to adding the intuitionistic absurdity rule (from
the absurdity we can deduce all formulas) to PLM to obtain PLI, and to adding the
classical absurdity rule (a non false formula is true) to PLM(or PLI) to obtain PLC.
With this kind of formalism there are some problems.

– A classical formula does not contain any information on thesmallest logical
system in which it is derivable. To have this information, wemust use the non effective
decision algorithms of PLM and PLI. But with these algorithms we cannot know how
many times we used the absurdity rules and on which formulas.
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– A formula has several derivations and the formula does not contain informations
to find its “better” derivation. For example, if one takesA = (X → Y ) ∨ (Y → X),
we can prove this formula using the classical absurdity ruleonA (i.e. we prove¬¬A).
And we can also prove it using the classical absurdity rule onthe variableY . Indeed,
if Y is true, then we have (in PLM)X → Y , and ifY is false, then we have (in PLI)
Y → X . The second derivation is nearer to the human reasoning. Forthis reason we
want to call it “a good derivation” of the formulaA.

– Each of these three logics has a semantics and a completeness theorem. For
PLC it is the truth tables, for PLI it is the intuitionistic Kripke models and for PLM
it is the minimal Kripke models. If we look closely at the proofs of the completeness
theorems, a great resemblance is seen. Why not study all these logics at the same time?
i.e. introduce a single semantics for these logics and only prove one completeness
theorem in order to deduce the completeness of each system.

We propose in this paper a partial solution to these problems. We present a propo-
sitional logic (called mixed logic and abbreviated PML) containing three kinds of
variables: minimal variables indexed bym, intuitionistic variables indexed byi and
classical variables indexed byc. We restrict the absurdity rules to the formulas con-
taining the corresponding variables. The main novelty of our system is that minimal,
intuitionistic and classical logics appear as fragments. For instance a proof of an intu-
itionistic formula may use classical lemmas without any restriction. This approach is
radically different from the one that consists in changing the rule of the game when we
want to change logic. Here there is only one logic which, depending on its use, may
appear classical, intuitionistic or minimal. We introducefor the system PML a Kripke
semantics which is the superposition of minimal, intuitionistic and classical seman-
tics. We show a completeness theorem which implies the completeness theorems of
systems PLM, PLI and PLC. We deduce from this theorem a very significant result
which is the following: “for a formulaA to be derivable in a logic, it is necessary
that the formula contains at least a variable which corresponds to this system”. We
were interested by labelling problems (we label variables by m, i or c) for classical
formulas. We present decision algorithms for these problems and we formally define
the concept of “good derivation” for a classical formula. Wealso present a sequent
calculus version of this system. This presentation is coherent with what we already
know on sequent calculus: classical logic comes from the possibility to put several
formulas on the right.

This paper is an introduction to this domain and much questions remain open. For
example, the standard proofs of cut-elimination are not adapted to our system. This
comes primarily from impossibility of coding disjunction.

The idea to present only one system for different logics is not completely new.
Indeed, J.Y. Girard presented in [GIR 93] a single sequent calculus (denoted LU)
common to classical, intuitionistic and linear logics. Theidea of Girard is to use a
single variable set but different connectives which correspond to each fragment. Each
formula is given with a polarity: positive, neutral and negative. For each connective
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the rules depend on the polarity of the formulas. On the otherhand the system LU has
a cut-elimination theorem and then the sub-formula property.

Finally, let us mention that J.-L. Krivine and K. Nour introduced a second or-
der mixed logic in order to type storage and control operators in λ-calculus (see
[NOU 00]). The theoretical properties of this system are notdifficult to prove because
the only connectives are→ and∀. The presence of∨ in system PML complicates our
study.

2. The system PML

We present in this section the natural deduction version of propositional mixed
logic.

DEFINITIONS 1. —

(1) We suppose that we have three disjoint countable sets of propositional vari-
ables:Vm = {Xm, Ym, Zm, ...} the set ofminimal variables, Vi = {Xi, Yi, Zi, ...}
the set ofintuitionistic variables, Vc = {Xc, Yc, Zc, ...} the set ofclassical variables
and a special constant denoted⊥.

(2) Theformulasare defined by induction. Each element ofP = Vm∪Vi∪Vc∪{⊥}
is a formula. And ifA,B are formulas, thenA ∧ B, A ∨ B andA → B are formulas.
We denote¬A = A →⊥.

(3) If A is a formula, we denote byvar(A) the set of variables ofA. A classical
formula(resp. anintuitionistic formula) is a formulaA such thatvar(A) ⊆ Vc (resp.
var(A) ⊆ Vi ∪ Vc). We allow the use of classical variables to build intuitionistic
formulas because the intuitionistic absurdity rule is derivable in classical logic.

(4) Asimple sequentis an expression of the formΓ ⊢ A whereΓ∪{A} is a finite set
of formulas. A derivationD may be constructed according to one of the rules below.

(Ax)
A ⊢ A

(W )
Γ ⊢ A

Γ, B ⊢ A

(∧I)
Γ1 ⊢ A1 Γ2 ⊢ A2

Γ1, Γ2 ⊢ A1 ∧ A2
(∧E)

Γ ⊢ A1 ∧ A2

Γ ⊢ Ai

(∨I)
Γ ⊢ Ai

Γ ⊢ A1 ∨ A2
(∨E)

Γ1 ⊢ A1 ∨ A2 Γ2, A1 ⊢ B Γ3, A2 ⊢ B

Γ1, Γ2, Γ3 ⊢ B

(→I)
Γ, A1 ⊢ A2

Γ ⊢ A1 → A2
(→E)

Γ1 ⊢ A1 → A2 Γ2 ⊢ A1

Γ1, Γ2 ⊢ A2

(⊥i)
Γ ⊢⊥ A is an intuitionistic formula

Γ ⊢ A

(⊥c)
Γ ⊢ ¬¬A A is a classical formula

Γ ⊢ A
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The rules given above determine the natural deduction system, abbreviatedPML.
If D is a derivation ending with a simple sequentΓ ⊢ A, then we writeΓ ⊢pml A.

EXAMPLE 2. —

a)⊢pml Xc ∨ ¬Xc.

Xc ⊢ Xc

Xc ⊢ Xc ∨ ¬Xc ¬(Xc ∨ ¬Xc) ⊢ ¬(Xc ∨ ¬Xc)

Xc,¬(Xc ∨ ¬Xc) ⊢⊥

¬(Xc ∨ ¬Xc) ⊢ ¬Xc

¬(Xc ∨ ¬Xc) ⊢ Xc ∨ ¬Xc ¬(Xc ∨ ¬Xc) ⊢ ¬(Xc ∨ ¬Xc)

¬(Xc ∨ ¬Xc) ⊢⊥

⊢ ¬¬(Xc ∨ ¬Xc)

⊢ Xc ∨ ¬Xc

b) ⊢pml (Xm → Xc) ∨ (Xc → Xi).

...
⊢ Xc ∨ ¬Xc

Xc ⊢ Xc

Xc, Xm ⊢ Xc

Xc ⊢ Xm → Xc

Xc ⊢ (Xm → Xc) ∨ (Xc → Xi)

Xc ⊢ Xc ¬Xc ⊢ ¬Xc

Xc,¬Xc ⊢⊥

Xc,¬Xc ⊢ Xi

¬Xc ⊢ Xc → Xi

¬Xc ⊢ (Xm → Xc) ∨ (Xc → Xi)

⊢ (Xm → Xc) ∨ (Xc → Xi)

c) ⊢pml (Xc → Xm ∨ Xi) → (Xm ∨ (Xc → Xi)) (left to the readers).

REMARK 3. — Note that the indices of variables used in the derivable formulas give
some ideas on their derivations. For the formula(Xm → Xc) ∨ (Xc → Xi), the
classical absurdity rule is used on the variableXc and the intuitionistic absurdity rule
is used on the variableXi.

DEFINITION 4. — Let A, F be formulas andX ∈ P . The formulaA[F/X ] repre-
sents the result of substitution ofF to each occurrence ofX .

We have the following result.

THEOREM 5. — Let Γ ∪ {A, F} be a set of formulas,Xm a minimal variable,Xi

an intuitionistic variable,Xc a classical variable,Fi an intuitionistic formula, andFc

a classical formula. IfΓ ⊢pml A, thenΓ[F/Xm] ⊢pml A[F/Xm], Γ[Fi/Xi] ⊢pml

A[Fi/Xi] andΓ[Fc/Xc] ⊢pml A[Fc/Xc].

PROOF. — By induction on the proof ofΓ ⊢pml A.

3. A semantics for PML

Now we are ready for a definition of Kripke semantics for PML.

DEFINITION 6. — A mixed Kripke modelis a tripleK = (K,≤,⊢⊢), where(K,≤)
is an inhabited, partially ordered set (poset), and⊢⊢ a binary relation onK ×P such
that:
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1) For all χ ∈ P , if α⊢⊢χ andβ ≥ α, thenβ⊢⊢χ.

2) If α⊢⊢ ⊥, then, for all classical or intuitionistic variableXs, α⊢⊢Xs.

3) If α⊢⊢Xc and,α 6 ⊢⊢ ⊥, then for eachβ ∈ K: β⊢⊢Xc.

The relation⊢⊢ is then extended to logically compound formulas by the following
clauses:

– α⊢⊢A ∧ B iff α⊢⊢A andα⊢⊢B.

– α⊢⊢A ∨ B iff α⊢⊢A or α⊢⊢B.

– α⊢⊢A → B iff for all β ≥ α , if β⊢⊢A, thenβ⊢⊢B.

LEMMA 7. — For all formulas we have monotonicity: for allα, β ∈ K (α⊢⊢A and
β ≥ α impliesβ⊢⊢A).

PROOF. — By formula induction.

DEFINITION 8. — A formulaA is valid in a mixed Kripke modelK = (K,≤,⊢⊢) iff
for all α ∈ K, α⊢⊢A; notationK⊢⊢A. If Γ is a set of formulas, we say thatΓ⊢⊢A iff
in each mixed modelK such that: if for allB ∈ Γ, K⊢⊢B, then alsoK⊢⊢A.

REMARK 9. — To check ifK⊢⊢A it is enough to limitK to the variables ofA.

We have the following lemmas.

LEMMA 10. — LetA be an intuitionistic formula andK a mixed Kripke model. We
haveK⊢⊢ ⊥→ A.

PROOF. — By induction on the complexity ofA.

LEMMA 11. — LetA be a classical formula andK a mixed Kripke model. We have
K⊢⊢¬¬A → A.

PROOF. — We first prove, by induction, that ifB is a classical formula,β ∈ K and
β⊢⊢B, then, for eachγ ∈ K, γ⊢⊢B. Let α ∈ K such thatα⊢⊢¬¬A. We may assume
α 6 ⊢⊢ ⊥. Thereforeα 6 ⊢⊢¬A and thus there isβ ≥ α such thatβ⊢⊢A. We deduce
α⊢⊢A.

We can deduce the soundness theorem for PML.

THEOREM 12. — LetΓ ∪ {A} be a set of formulas. IfΓ ⊢pml A, thenΓ⊢⊢A.

PROOF. — The proof is by induction on derivation ofΓ ⊢pml A and we use Lemmas
10 and 11.

We present now a completeness proof for PML.
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DEFINITION 13. — A set of formulas∆ is said to besaturatediff: if ∆ ⊢pml C ∨D,
thenC ∈ ∆ or D ∈ ∆.

REMARK 14. — A saturated set of formulas∆ is closed by deduction. Indeed, if
∆ ⊢pml B, then∆ ⊢pml B ∨ B, thusB ∈ ∆.

LEMMA 15. — If Γ 6⊢pml A, then there is a saturated setΓω such thatΓ ⊆ Γω and
Γω 6⊢pml A.

PROOF. — Same proof as the corresponding lemma in intuitionistic logic [DAV 01,
DAL 94].

DEFINITION 16. — Let Γ0 be any saturated set of formulas. Then we defineK =
(K,⊆,⊢⊢) such thatK = {∆ / ∆ saturated sets andΓ0 ⊆ ∆}, and, for eachχ ∈ P :
∆⊢⊢χ iff χ ∈ ∆.

LEMMA 17. — K is a mixed Kripke model.

PROOF. — We must prove the three needed conditions:

1) Trivial.

2) If ∆⊢⊢ ⊥, then∆ ⊢pml⊥, thus∆ ⊢pml Xi and∆ ⊢pml Xc, i.e. ∆⊢⊢Xi and
∆⊢⊢Xc.

3) Let ∆⊢⊢Xc, ∆ 6 ⊢⊢ ⊥, and∆′ 6 ⊢⊢ ⊥. We haveΓ0 ⊢pml Xc ∨ ¬Xc, then
Γ0 ⊢pml Xc or Γ0 ⊢pml ¬Xc. SinceΓ0 ⊆ ∆ andΓ0 ⊆ ∆′, we haveΓ0⊢⊢Xc and
∆′⊢⊢Xc.

LEMMA 18. — For all ∆ ∈ K and each formulaB, ∆⊢⊢B iff B ∈ ∆.

PROOF. — By induction on the complexity ofB.

THEOREM 19. — LetΓ ∪ {A} be a set of formulas. IfΓ⊢⊢A, thenΓ ⊢pml A.

PROOF. — SupposeΓ 6⊢pml A, and letΓ0 be a saturated extension ofΓ such that
A 6∈ Γ0. By the last construction there is a mixed Kripke modelK = (K,⊆,⊢⊢) and
α ∈ K such that for allB: α⊢⊢B iff B ∈ Γ0. In particular,α⊢⊢B for B ∈ Γ and
α 6 ⊢⊢A. HenceΓ 6 ⊢⊢A.

We also have the following results.

THEOREM 20. —

1) The systemPML has the finite mixed Kripke model property.

2) The systemPML is decidable.

PROOF. — Same proof as the corresponding result in intuitionisticlogic [DAV 01,
DAL 94].
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4. Properties of PML

In this section we prove the principal result of the paper (Theorems 25 and 27):
“To be derivable in the system using only classical (resp. intuitionistic, minimal) rules
a mixed formula must contain at least a classical (resp. intuitionistic, minimal) vari-
able”. This result is easily shown if the system PML has some sub-formula property.
However usually such a property is a direct consequence of the cut-elimination theo-
rem which is difficult to show here because we cannot code the disjunctive formulas
(indeed the formula¬(¬A∧¬B) → A∨B is not derivable) and eliminate the classical
cuts.

DEFINITION 21. —

(1) An intuitionistic mixed Kripke model(resp. aminimal mixed Kripke model) is
a mixed Kripke model restricted on the formulas built on the setP(i) = Vm∪Vi∪{⊥}
(resp. the formulas built on the setP(m) = Vm ∪ {⊥}).

(2) We writeΓ ⊢(i) A if Γ ⊢ A is derivable without using the rule(⊥c) and
Γ ⊢(m) A if Γ ⊢ A is derivable without using the rules(⊥i) and(⊥c).

We have the following results:

THEOREM 22. —

1) LetΓ ∪ {A} be a set of formulas without classical variables.Γ ⊢(i) A iff for
all intuitionistic mixed Kripke modelK: K⊢⊢Γ impliesK⊢⊢A.

2) LetΓ ∪ {A} be a set of formulas without classical and intuitionistic variables.
Γ ⊢(m) A iff for all minimal mixed Kripke modelK: K⊢⊢Γ impliesK⊢⊢A.

PROOF. — In the proof of Theorem 19, we use the derivation rules to prove Lemma
17.

DEFINITION 23. — For each mixed Kripke modelK we define the intuitionistic (resp.
the minimal) mixed Kripke modelK(i) (resp.K(m)) as beingK restricted on the set
P(i) (resp.P(m)). By definition, it is clear that each intuitionistic mixed Kripke model
(resp. minimal mixed Kripke model) can be seen as aK(i) (resp. aK(m)) for a mixed
Kripke modelK.

LEMMA 24. —

1) LetA be a formula without classical variables. We haveK⊢⊢A iff K(i)⊢⊢A.

2) Let A be a formula without classical and intuitionistic variables. We have
K⊢⊢A iff K(m)⊢⊢A.

PROOF. — By induction on the complexity ofA.

The following theorem is now an easy corollary.

THEOREM 25. —

1) LetΓ∪{A} be a set of formulas without classical variables. We haveΓ ⊢pml A
iff Γ ⊢(i) A.



8 Journal of Applied Non-Classical Logics. Volume 13 – n◦ 1/2003

2) LetΓ ∪ {A} be a set of formulas without classical and intuitionistic variables.
We haveΓ ⊢pml A iff Γ ⊢(m) A.

PROOF. —

1) If Γ ⊢pml A, then for all mixed Kripke modelK: K⊢⊢Γ impliesK⊢⊢A, thus, by
Lemma 24, for all intuitionistic mixed Kripke modelK(i): K(i)⊢⊢Γ impliesK(i)⊢⊢A.
Therefore, by Theorem 22,Γ ⊢(i) A.

2) Same proof as 1).

DEFINITION 26. — We writeΓ ⊢(i′) A if Γ ⊢ A is derivable without using the rule
(⊥i).

THEOREM 27. — Let Γ ∪ {A} be a set of formulas without intuitionistic variables.
Γ ⊢pml A iff Γ ⊢(i′) A.

PROOF. — Same proof as Theorem 25.

The proof of Theorem 25 is not constructive. We will try to make a syntactical and
constructive proof of this result (Corollary 37) but for a subsystem of PML.

DEFINITION 28. — LetV ′
m be a countable subset ofVm, andm be a bijective map-

ping betweenVi andV ′
m. For all formulas which do not contain classical variables

the translationm is defined inductively by:⊥m=⊥, Xm
m = Xm, Xi

m = ¬¬m(Xi) and
(A ⋄ B)m = Am ⋄ Bm if ⋄ ∈ {∧,∨,→}.

LEMMA 29. — LetA be an intuitionistic formula.⊢(m)⊥→ Am.

PROOF. — By induction onA.

THEOREM 30. — Let Γ ∪ {A} be a set of formulas without classical variables. If
Γ ⊢(i) A, thenΓm ⊢(m) Am.

PROOF. — By induction onΓ ⊢(i) A.

COROLLARY 31. — LetΓ∪{A} be a set of formulas without classical and intuition-
istic variables. We haveΓ ⊢(i) A iff Γ ⊢(m) A.

PROOF. — By Theorem 30.

This method cannot be extended to get a syntactical proof of Theorem 25. We
restrict our study to a subsystem of PML.

DEFINITION 32. — We denote byPML∨ the systemPML with this restriction on the
rule (∨E): if A1 ∨ A2 is a classical formula, thenB is also a classical formula. We
denoteΓ ⊢∨ A, if A is derivable byΓ in PML∨.

REMARK 33. — The following derivation cannot be done in the system PML∨.
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.

.

.

⊢ Xc ∨ ¬Xc

Xc ⊢ Xc Xc → Xm ⊢ Xc → Xm

Xc, Xc → Xm ⊢ Xm

¬Xc ⊢ ¬Xc ¬Xc → Xm ⊢ ¬Xc → Xm

¬Xc, ¬Xc → Xm ⊢ Xm

Xc → Xm, ¬Xc → Xm ⊢ Xm

Xc → Xm ⊢ (¬Xc → Xm) → Xm

⊢ (Xc → Xm) → ((¬Xc → Xm) → Xm)

DEFINITION 34. — LetV ′

i be a countable subset ofVi, andi be a bijective mapping
betweenVc andV ′

i. For all formulas ofPML the translationi is defined inductively
by: ⊥i=⊥, Xm

i = Xm, Xi
i = Xi, Xc

i = ¬¬i(Xc), (A ⋄ B)i = Ai ⋄ Bi if
⋄ ∈ {∧,→}, and(A ∨ B)i = ¬¬(Ai ∨ Bi).

LEMMA 35. — LetA be a classical formula. We have⊢(i) ¬¬Ai → Ai.

PROOF. — By induction onA.

THEOREM 36. — LetΓ ∪ {A} be a set of formulas. IfΓ ⊢∨ A, thenΓi ⊢(i) Ai.

PROOF. — By induction onΓ ⊢∨ A. We use Lemma 35 for the rules(⊥c) and(∨E).

We can then deduce:

COROLLARY 37. —

1) LetΓ ∪ {A} be a set of formulas without classical variables. IfΓ ⊢∨ A, then
Γ ⊢(i) A.

2) LetΓ ∪ {A} be a set of formulas without classical and intuitionistic variables.
If Γ ⊢∨ A, thenΓ ⊢(m) A.

PROOF. — 1) by Theorem 36, and 2) by Corollary 31.

5. Labels

We establish in this section relations between PML and minimal, intuitionistic
and classical logics. IfA is a derivable formula of ordinary propositional classical
logic, we can label the propositional variables ofA by m, i or c in order to obtain
a derivable formula in PML. It is clear that such a labelling is not unique. We give
in this section algorithms in order to give “minimal” labelsof classical propositional
formulas (Theorem 43) and classical propositional derivations (Theorem 48). We also
define the notion of “good” derivation for a propositional classical formula (Definition
50).

DEFINITION 38. —

(1) LetV = {X, Y, Z, ...} be a countable set of propositional variables. We sup-
pose thatVm (resp.Vi,Vc) are obtained by indexing the variables ofV . UsingV∪{⊥}
we define, as usually, the minimal, intuitionistic, and classical logic denoted respec-
tively byPLM, PLI andPLC. We use as abbreviations⊢m, ⊢i, ⊢c for derivability in
PLM, PLI, PLC respectively. A formula built onV ∪ {⊥} is calledordinary formula.



10 Journal of Applied Non-Classical Logics. Volume 13 – n◦ 1/2003

(2) A label is a functionl : V → P such thatl(X) ∈ {Xm, Xi, Xc}. A label l
is extended to logical formulas by the following clauses:l(⊥) =⊥ and l(A ⋄ B) =
l(A) ⋄ l(B) if ⋄ ∈ {∧,∨,→}.

(3) We define onVm ∪ Vi ∪ Vc a binary relation< as follows: for allX ∈ V ,
Xm < Xi < Xc. We define on labels a binary relation< as follows:l < l′ iff (1) for
all variableX ∈ V , l(X) ≤ l′(X) and (2) there is aX ∈ V such thatl(X) < l′(X).

(4) Letlm (resp.li, lc) be the label defined by: for allX ∈ V , lm(X) = Xm (resp.
li(X) = Xi, lc(X) = Xc).

The following result means that PML contains disjoint copies of systems PLM,
PLI and PLC.

THEOREM 39. — Let Γ ∪ {A} be a set of ordinary formulas. We have:Γ ⊢m A iff
lm(Γ) ⊢(m) lm(A), Γ ⊢i A iff li(Γ) ⊢(i) li(A) andΓ ⊢c A iff lc(Γ) ⊢pml lc(A).

PROOF. — Easy.

DEFINITION 40. — Let A be an ordinary formula such that⊢c A. A label forA is
a label l such that⊢pml l(A) and for every variableX which does not appear inA,
l(X) = Xm.

REMARK 41. — LetA be an ordinary formula such that⊢c A. By Theorem 39,lc is
a label forA.

DEFINITION 42. — Let A be an ordinary formula such that⊢c A. A minimal label
for A is a labell for A such that: ifl′ ≤ l is a label forA, thenl′ = l.

THEOREM 43. — Let A be an ordinary formula such that⊢c A. A has a minimal
label.

PROOF. — Since PML is decidable we try all possible labels forA.

EXAMPLE 44. — Letb the label defined by:b(X) = Xc, b(Y ) = Yi, and for every
Z 6= X andY , b(Z) = Zm. It is easy to check thatb is the unique minimal label
for the ordinary formula(Z → X) ∨ (X → Y ). The minimal label for an ordinary
formula is not unique. LetA = (X → Y ) ∨ (Y → X) andl, l′ such thatl(X) = Xc,
l(Y ) = Yi, l′(X) = Xi and l′(Y ) = Yc. It is easy to check thatl and l′ are two
minimal labels forA but they are not comparable.

DEFINITION 45. — Let D be a derivation inPLC. A label forD is a labell such
that: (1) for every variableX which does not appear inD, l(X) = Xm and (2) by
extendingl onD we obtain a derivation inPML. A minimal label forD is a labell
for D such that: ifl′ ≤ l is a label forD, thenl′ = l.

REMARK 46. — lm (resp.li, lc) is a label for all derivation in PLM (resp. PLI, PLC).

DEFINITION 47. — Let l1, ..., ln be labels. We define a new labelsup(l1, ..., ln) as
follows: for everyX ∈ V , sup(l1, ..., ln)(X) = sup(l1(X), ..., ln(X)).

THEOREM 48. — Let D be a derivation inPLC. The derivationD has a unique
minimal label.
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PROOF. — We define the unique minimal labellD by induction onD.

1) If D is (Ax), thenlD = lm.

2) If the last rule used inD is

- (W ), (∧E), (∨I), or (→I), thenlD = lD1 .

- (∧I), or (→E), thenlD = sup(lD1, lD2).

- (∨E), thenlD = sup(lD1, lD2 , lD3).

- (⊥i), thenlD = l ◦ lD1 , where

l(lD1(X)) =











Xi if X ∈ var(A) andlD1(X) 6= Xc

Xc if X ∈ var(A) andlD1(X) = Xc

lD1(X) otherwise

- (⊥c), thenlD = l ◦ lD1 , wherel(lD1(X)) =

{

Xc if X ∈ var(A)

lD1(X) otherwise

EXAMPLE 49. — It is easy to check that the labelb of the Example 44 is the minimal
label for the following derivation:

...
⊢ X ∨ ¬X

X ⊢ X
X, Z ⊢ X

X ⊢ Z → X
X ⊢ (Z → X) ∨ (X → Y )

X ⊢ X ¬X ⊢ ¬X
X,¬X ⊢⊥

X,¬X ⊢ Y

¬X ⊢ X → Y
¬X ⊢ (Z → X) ∨ (X → Y )

⊢ (Z → X) ∨ (X → Y )

DEFINITION 50. — LetA be an ordinary formula such that⊢c A. A good derivation
for A is a derivationD ofA in PLCsuch thatlD is a minimal label forA. Intuitively, a
good derivation of a formulaA is a derivation ofA with minimal use of the absurdity
rules.

THEOREM 51. — LetA be an ordinary formula such that⊢c A. The formulaA has
a good derivation.

PROOF. — Let lA be a minimal label ofA. Since we can enumerate all derivable
formulas, then we can find a derivationD ending withlA(A). The derivation obtained
by erasing the indexes in the derivationD is a good derivation forA.

EXAMPLE 52. — The derivation of the Example 49 is a good derivation forthe
formula(Z → X) ∨ (X → Y ).
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6. Sequent calculus

We describe below a sequent calculus version of PML. This sequent calculus is non
satisfactory because it does not satisfy the cut-elimination property (Theorem 61).

DEFINITION 53. — In this section a sequent is of the formΓ ⊢′ A; ∆ whereΓ (resp.
∆) is a finite set of formulas (resp. of classical formulas) andA is a formula. The
rules of sequent calculus are the following:

(Ax)
A ⊢′ A;

(Cut)
Γ1, A ⊢′ B; ∆1 Γ2 ⊢′ A; ∆2

Γ1, Γ2 ⊢′ B; ∆1, ∆2

(Sr)
Γ ⊢′ A;⊥, ∆

Γ ⊢′ A; ∆
(Sl)

Γ ⊢′ A; A, ∆

Γ ⊢′ A; ∆

(Wr)
Γ ⊢′⊥; ∆ A is an intuitionistic formula

Γ ⊢′ A; ∆

(Wl)
Γ ⊢′ A; ∆

Γ, B ⊢′ A; ∆

(W ′
r)

Γ ⊢′ A; ∆ B is a classical formula

Γ ⊢′ A; B, ∆

(E)
Γ ⊢′ A; B, ∆ A is a classical formula

Γ ⊢′ B; A, ∆

(∧r)
Γ1 ⊢′ A1; ∆1 Γ2 ⊢′ A2; ∆2

Γ1, Γ2 ⊢′ A1 ∧ A2; ∆1, ∆2
(∧l)

Γ, Ai ⊢
′ B; ∆

Γ, A1 ∧ A2 ⊢′ B; ∆

(∨r)
Γ ⊢′ Ai; ∆

Γ ⊢′ A1 ∨ A2; ∆
(∨l)

Γ1, A1 ⊢′ B; ∆1 Γ2, A2 ⊢′ B; ∆2

Γ1, Γ2, A1 ∨ A2 ⊢′ B; ∆1, ∆2

(→r)
Γ, A1 ⊢′ A2; ∆

Γ ⊢′ A1 → A2; ∆
(→l)

Γ1 ⊢′ A1; ∆1 Γ2, A2 ⊢′ B; ∆2

Γ1, Γ2, A1 → A2 ⊢′ B; ∆1, ∆2

We writeΓ ⊢pml A; ∆ if there is a derivationD ending with the sequentΓ ⊢′

A; ∆.

We wish to showΓ ⊢pml A; iff Γ ⊢pml A.

LEMMA 54. —

1) If A is an intuitionistic formula, then⊢pml⊥→ A;.

2) If B is a classical formula, then⊢pml ¬¬B → B;.

PROOF. — 1) is easy. For 2):
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B ⊢′ B;

B ⊢′ B;⊥

B ⊢′⊥; B

⊢′ ¬B; B ⊥⊢′⊥;

¬¬B ⊢′⊥; B

¬¬B ⊢′ B;⊥

¬¬B ⊢′ B;

⊢′ ¬¬B → B;

THEOREM 55. — LetΓ ∪ {A} be a set of formulas. IfΓ ⊢pml A, thenΓ ⊢pml A;.

PROOF. — By induction on the proof ofΓ ⊢pml A. We use the cut rule and Lemma
54.

LEMMA 56. — If A, B are classical formulas, then⊢pml [(¬A → A) → A] ∧
[(¬B → A) → (¬A → B)].

PROOF. — Easy.

DEFINITION 57. — Let¬∆ indicate the negation of the formulas in∆.

THEOREM 58. — LetΓ be a set of formulas,∆ a set of classical formulas, andA a
formula. IfΓ ⊢pml A; ∆, thenΓ,¬∆ ⊢pml A.

PROOF. — By induction on the proof ofΓ ⊢pml A; ∆. We use Lemma 56 for the
rules(E) and(Sl).

We can then deduce:

COROLLARY 59. — Let Γ ∪ {A} be a set of formulas. We haveΓ ⊢pml A iff
Γ ⊢pml A;.

PROOF. — We use Theorems 55 and 58.

REMARK 60. — The usual process to eliminate cuts in the sequent calculus is not
valid for our system. For example, the elimination of cuts inthe following derivation
needs the use of several non classical formulas on the right.

Xc ⊢′ Xc;

Xc ⊢′ Xc;⊥

Xc ⊢′⊥; Xc

⊢′ ¬Xc; Xc

⊢′ Xc ∨ ¬Xc; Xc

⊢′ Xc; Xc ∨ ¬Xc

⊢′ Xc ∨ ¬Xc; Xc ∨ ¬Xc

⊢′ Xc ∨ ¬Xc;

Xc ⊢′ Xc; Xm ⊢′ Xm;

Xc, Xc → Xm ⊢′ Xm;

¬Xc ⊢′ ¬Xc; Xm ⊢′ Xm;

¬Xc,¬Xc → Xm ⊢′ Xm;

Xc ∨ ¬Xc, Xc → Xm,¬Xc → Xm ⊢′ Xm;

Xc → Xm,¬Xc → Xm ⊢′ Xm;

THEOREM 61. — The PML sequent calculus does not satisfy the cut-elimination
(even weak) property.
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PROOF. — We prove that there is no normal derivation (i.e. without cuts) for the
sequentXc → Xm,¬Xc → Xm ⊢pml Xm;. By using the following mixed Kripke
modelK = (K,≤,⊢⊢) whereK = {α, β}, α ≤ β, β⊢⊢Xm, andβ⊢⊢ ⊥, we prove
easily thatXc → Xm 6⊢pml Xm;, Xc → Xm 6⊢pml ¬Xc;, ¬Xc → Xm 6⊢pml Xc;,
¬Xc → Xm 6⊢pml Xm;, 6⊢pml Xc;, and6⊢pml ¬Xc;. Let us take a minimal derivation
of Xc → Xm,¬Xc → Xm ⊢pml Xm; and look at the last used rule.

1) If it is the rule(Wl), thenXc → Xm ⊢pml Xm; or¬Xc → Xm ⊢pml Xm;.

2) If it is the rule (→l), then¬Xc → Xm ⊢pml Xc; or ⊢pml Xc; or Xc →
Xm ⊢pml ¬Xc; or ⊢pml ¬Xc;.

3) If it is the rule(Sr), thenXc → Xm,¬Xc → Xm ⊢pml Xm;⊥. We again look
at the last rule used.

- If it is the rule (Wl), thenXc → Xm ⊢pml Xm;⊥ or ¬Xc → Xm ⊢pml

Xm;⊥.

- If it is the rule(→l), then¬Xc → Xm ⊢pml Xc; or¬Xc → Xm ⊢pml Xc;⊥
or ⊢pml Xc; or ⊢pml Xc;⊥ or Xc → Xm ⊢pml ¬Xc; or Xc → Xm ⊢pml ¬Xc;⊥ or
⊢pml ¬Xc; or ⊢pml ¬Xc;⊥.

REMARK 62. — To get a normal derivation of the sequentXc → Xm,¬Xc →
Xm ⊢′ Xm;, we need more flexible rules. For example:

– allowing the use of the logical rules each formula on the right;

– allowing several occurrences of the same non classical formula on the right.

Here is a derivation of sequentXc → Xm,¬Xc → Xm ⊢′ Xm without using the cut
rule.

Xc ⊢′ Xc Xm ⊢′ Xm

Xc, Xc → Xm ⊢′ Xm

Xc, Xc → Xm ⊢′ Xm,⊥

Xc → Xm ⊢′ Xm,¬Xc Xm ⊢′ Xm

Xc → Xm,¬Xc → Xm ⊢′ Xm, Xm

Xc → Xm,¬Xc → Xm ⊢′ Xm

OPEN QUESTION. — “Is it possible to eliminate cuts in such a system?”
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