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Synchrotron x-ray microtomography is a characterization technique increasingly 

used to obtain 3D images of the interior of optically opaque materials with a spatial 

resolution in the micrometer range. As a nondestructive technique, it enables the 

monitoring of microstructural evolution during in situ experiments. In this article, 

examples from three different fields of metals research illustrate the contribution of x-

ray tomography data to modeling: deformation of cellular materials, metal 

solidification, and fatigue crack growth in Al alloys. Conventionally, tomography 

probes the 3D distribution of the x-ray attenuation coefficient within a sample. 

However, this technique is also being extended to determine the local crystallographic 

orientation in the bulk of materials (diffraction contrast tomography), a key issue for 

the modeling of microstructure in metals.
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evolution of material microstructures. For
instance, acoustic and stiffness tests can
measure the development of internal
damage in a material during mechanical
loading at various temperatures. The
measurements are relevant for developing
constitutive equations of the mechanical
behavior of a structural material.

However, investigating the physical
mechanisms that are responsible for such
macroscopic evolution requires character-
ization at a much finer scale, typically in
the micrometer range or below. Various
types of microscopy, including optical and
electron microscopy, provide valuable
insights into microstructural evolution
when used at the surface of samples, but
the applicability of the findings to the bulk
of the material remains questionable. In
the field of damage development under
load, for example, some studies have
clearly shown discrepancies between
results obtained in the bulk and at the sur-

face of strained samples.1,2 Therefore,
there is a great need in materials science
for characterization methods that provide
images of the interior of samples, if
 possible, nondestructively and with a
high spatial resolution; tomography is one
of them.

Computed tomography consists of using
software to reconstruct a quantity from the
knowledge of its projections for a large
number of angular orientations (integrals
along lines). Although the main principle
of tomography has been known since as
early as 1917,3 it was not put into practice
until the early 1970s when it was used in
medical applications at a macroscopic
scale.4,5 Since the 1990s, the spatial resolu-
tion has rapidly improved to the micro -
meter and submicrometer scale, thanks to
the availability of powerful  synchrotron x-
ray sources.6–9 Today, computed tomogra-
phy is a major characte rization method for
 materials science applications.10 Currently,
high-resolution x-ray tomography is the
only nonde structive technique that pro-
vides three- dimensional (3D) images of the
interior of arbitrary (metal, ceramic, poly-
mer, composite, crystalline, amorphous)
optically opaque materials on “reasonably
large” (millimeter-sized) samples with a
spatial resolution comparable to that of
optical microscopy. Laboratory instru-
ments have now also become available,
either based on commercial turnkey sys-
tems11 or as centralized user facilities.12,13

Compared to synchrotron sources, labora-
tory sources are somewhat restricted for
high- resolution in situ characterization. The
signal-to-noise ratio, sensitivity, and scan
duration are limited by the useful flux,
which is orders of magnitude smaller than
in the case of a synchrotron source. Fast
tomography (scan duration on the order of
one minute) is therefore not achievable on
a laboratory source. Different approaches
to improve the spatial resolution to the
50–100-nm range have been proposed and
are under active development.9,14,15 They
rely on the use of x-ray optics to overcome
the spatial resolution limitations imposed
by the x-ray imaging detector.

Alongside characterization methods,
modeling strategies in materials science
have also evolved during the past 10 years
toward a 3D approach. Ideally, the model-
ing of material behavior should be based
on a realistic description of the microstruc-
ture and the underlying processes, which
are often 3D in nature.

Depending on the problem being
addressed, different methods have been
used to obtain realistic digital 3D
microstructures as input for models.
Other articles in this issue present these
methods. Automated serial sectioning has

Introduction
The development of functional or

 structural materials with improved per-
formance, sometimes under extreme
 environmental conditions, requires a
detailed knowledge of their microstruc-
ture and of the mechanisms controlling
their  behavior. Classical research in this
field has extensively involved—and still
involves—post mortem characterization of
samples. Very often, however, in situ
observation is more desirable, either
because “standard” conditions of observ -
ation are not representative of operating
conditions (room temperature versus high
temperature, for example) or because the
chronology of microstructural evolution is
a key issue (e.g., nucleation of cavities
formed under load versus growth and
coalescence of such cavities).

At a macroscopic level (i.e., spatial
 resolution from 100 µm and above), well-
established in situ experimental tech-
niques provide global information on the
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been used, for example, to acquire infor-
mation on the evolution of the interfacial
shape during coarsening of two-phase
alloys.16 Three-dimensional arrangements
of grains and their local crystallography
have also been obtained by orthogonal
electron backscatter diffraction (EBSD)
maps and a voxel-based tessellation tech-
nique17,18 or by serial sectioning coupled
with EBSD;19 in the latter case, serial sec-
tioning is performed either by mechanical
polishing or by focused ion beam (FIB)
machining.19 See the articles by Spanos
et al. and Kammer et al. in this issue. Such
3D digital microstructures can be used for
modeling the mechanical responses of
polycrystalline aggregates.20,21 Their obvi-
ous disadvantage is that they are obtained
in a destructive manner. They generally
 provide an initial state for modeling,
except when each microstructure is statis-
tically characterized,22 in which case infor-
mation on the evolution can also be
obtained.

High-resolution x-ray tomography is a
powerful experimental tool that can com-
plement these techniques by providing 3D
images of microstructures nondestruc-
tively. We show some examples of the use
of these images for finite element model-
ing and focus on in situ x-ray tomography
experiments that supply not only the ini-
tial state of the material microstructure but
also its evolution under various experi-
mental conditions. The limits of the tech-
nique are also described, and possible
developments that aim to overcome these
limits are presented.

Tomography Setup
Several experimental stations (beam-

lines) at various synchrotron facilities all
over the world offer the possibility of per-
forming x-ray microtomography, includ-
ing the Advanced Photo Source in the
United States, Spring-8 in Japan, and the
Swiss Light Source in Switzerland.23–28

The European Synchrotron Radiation
Facility (ESRF) in Grenoble, France, is a
pioneering synchrotron source in this field
of research. Currently, three beamlines
routinely offer the possibility of perform-
ing x-ray tomography at the ESRF. Each
beamline has distinct capabilities:7 high 
x-ray energy and fast tomography, high
throughput and phase-contrast tomogra-
phy, and high spatial resolution and fluo-
rescence tomography.

The permanent microtomographic setup
at the high throughput beamline at ESRF
(ID19) provides an example for describing
an x-ray tomography layout. The beamline
was designed to perform experiments giv-
ing 3D microstructural images with a voxel
size ranging from 0.3 µm to several tens of

microns each side depending on the detec-
tor used. (A voxel is the smallest elemen-
tary volume element composing 3D
images. It is therefore the 3D equivalent of
the pixel in classical two-dimensional
images.) Obtaining a tomographic image
first involves recording a series of N
(~1,500) radiographs of a sample as it is
rotated about one axis. Reconstruction soft-
ware then implements a filtered backpro-
jection algorithm on the N radiographs to
create a 3D numerical image. The image is
a 3D map of the attenuation coefficient in
the sample.

The charge-coupled device (CCD) cam-
era recording the radiographs on this
beamline records at a rate of 40 mega -
pixels/s or 110 ms/image on to a square
array of 2,048 × 2,048 pixels. For a tomog-
raphy experiment, the white beam emerg-
ing from the synchrotron ring is rendered
monochromatic by a multilayer mono-
chromator, and the energy of the beam can
be tuned from 10 keV to around 60 keV.
An exceptionally long source-to-specimen
distance in a tomography setup, such as
145 m as found on beamline ID19, can
provide a partially coherent x-ray beam
introducing virtually no geometrical blur
when the sample-to-detector distance is
increased (less than 1 µm blur with a 1-m
sample-to-detector distance). This design
allows for two useful experimental fea-
tures. First, it provides an easy setup for
phase-contrast tomography based on free
space propagation and the associated
Fresnel diffraction.33 A tomography scan
acquired at finite (small) distance will then
obtain, in addition to the degree of x-ray
absorption, the degree of phase-contrast
related to the changes in refractive index
or electron density in the sample. This is a
very efficient approach of enhancing the
contrast of boundaries and cracks.
Quantitative 3D reconstruction of the
refractive index itself is possible by apply-
ing a phase-retrieval procedure before the
tomographic reconstruction of the 2D
radiographs, but this typically requires
tomographic scans at a few different dis-
tances. The combined technique is called
holotomography.7

The second feature accompanying the
long source-to-specimen design is that the
space available in front of the CCD
 detector enables in situ investigations
under various types of experimental
 conditions. The space enables the installa-
tion of tailored experimental devices such
as cold cells, furnaces, or mechanical
 testing devices. On high-resolution
 laboratory setups, this space is typically
not available, as the sample needs to be
very close to the x-ray source (divergent
beam).

Mechanical Behavior of Cellular
Materials

The cellular materials considered in this
section are mixtures of solid and gaseous
phases, that is, they contain a high amount
(roughly >70%) of porosity. Their out-
standing properties and the scientific chal-
lenges involved in modeling their
properties are reviewed in the book by
Gibson and Ashby.34 In these materials,
the architecture of the solid phase defines
cells, where each cell consists of a single
pore and the surrounding fraction of
solid. The pores can be sealed (closed-cell
foam), or they can form an interconnected
network (open-cell foam). Nondestructive
3D imaging is a key issue in the case of cel-
lular materials. It is very difficult to obtain
a good description of the spatial distribu-
tion and arrangement between gas and
solid with conventional microscopy meth-
ods, as deformation in these materials
involves significant out-of-plane compo-
nents, so their modeling and deformation
should also be analyzed in three dimen-
sions. The different articles from the liter-
ature cited in this section show that
cellular materials can be well character-
ized using x-ray tomography. Images of
representative volumes of materials at the
relevant scale of the microstructure are
thus available.

A vital question is how to represent the
information from the tomography as
input for finite element (FE) calcula-
tions35,36,37 in order for the FE model to
reproduce the microstructure as exactly as
possible while still remaining amenable to
computational simulation.

Three different strategies can be used to
produce meshes picturing the 3D data
sets, as summarized in Figure 1. The most
straightforward technique consists of
replacing each voxel of the 3D data set by
a cubic element of the same size38,39

(method 1 in Figure 1). A second technique
(method 2 in Figure 1), developed for cel-
lular materials40 and more recently used
for a bulk material,41 consists of meshing
the outer surface of each phase in the
microstructure using triangular elements.
The solid part of the microstructure
defined by the outer surfaces is meshed in
this method by an advanced front tech-
nique40 using tetrahedral volume elements
starting from a surface mesh. If the mate-
rial is a cellular material (that is, contains a
large amount of porosity), another method
can be used provided that a graph (or
skeleton) of the solid phase can be calcu-
lated. Instead of completely meshing the
solid phase, it is sometimes sufficient for
the structures of these materials to be
 simplified by means of beam42,43 or shell
elements (method 3 in Figure 1).
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The FE modeling of closed-cell foams
cannot be carried out using beam ele-
ments. For these materials, method 1 or 2
could possibly be used.40 An example of a
comparison between an experimental test
and such a calculation using method 2 is
shown in Figure 2. Figures 2a and 2b show,
respectively, the initial and deformed
states of a metal  hollow-sphere structure
during a fatigue test performed in
 compression, and Figure 2c shows a con-
tour plot of the local stresses calculated in
compression for the total sample. The
result of the calculations can be post-
processed to determine the weak points of
the microstructure under a given (arbi-
trary) load. For Figure 2c, a simple post-
processing—calculation of the von Mises
stress in each element—was performed.
The calculation showed that this stress is
higher in regions where the material
deforms highly in the experimental obser-
vations. In the different studies where this
local comparison has been achieved (see,
for example, Reference 40), a clear relation-
ship has always been found between stress
concentration and local deformation.

Very low-density materials can contain
walls that are extremely thin compared to
the size of the cells.44 However, a new
method can be used to design a mesh that
reproduces the microstructure of a real
tomographic data set for the case of
closed-cell cellular materials. The new
method augments method 3 by using
shell elements with a realistic thickness.
The method is based on a skeletonization
of the solid phase by thinning.45 Each cell
of the gaseous phase must first be labeled.
Each label can then be dilated isotropically
through the solid phase until it encounters
the neighboring concurrently dilating
gaseous phase. At the end of this dilation
procedure, the solid phase has been elimi-
nated, and the interface between two
neighboring cells lies exactly in the middle
of the previously existing wall between
these two cells. This interface can be
meshed using surface (shell) triangular
elements and can then be simplified to
reduce the number of triangles while pre-
serving a good description of the surface.
It is then possible to measure locally the
actual thickness of the wall in the tomo-

graphic image and to assign this more
realistic thickness to the corresponding
finite shell element. Such a realistic mesh
could, for instance, be used to compute
the global behavior of many cellular mate-
rials. Furthermore, it could also be used to
simulate the behavior under more com-
plex stress states such as multiaxial load-
ing, which, in some cases, is difficult to
obtain experimentally.

Semisolid Microstructures
The characterization of materials in the

semisolid state (either during isothermal
heat treatment or during solidification) is
not easy to perform. An important feature
is the spatial resolution required. There
are generally two scales in the microstruc-
ture: that of the solid phase (typical
dimensions on the order of 100–200 µm)
and that of the liquid films (typical dimen-
sions of ~5–0.5 µm). As the connectivity of
solid/liquid phases cannot be assessed on
2D images, the ability to obtain 3D images
is a crucial issue for semisolid microstruc-
tures. Two main techniques have been
used for 3D characterization of semisolid
structures: serial sectioning,46–53 which
will not be presented here but is covered
in accompanying articles by Kammer et al.
and Spanos et al., and x-ray tomography,
described next.

X-Ray Microtomography on
Quenched Samples

X-ray microtomography has been suc-
cessfully used to characterize semisolid
structures in quenched conditions on var-
ious alloys including Al–Cu and Al–Ge in
conventional absorption mode54,55 and
Al–Mg–Si and AZ91 in phase-contrast56,57

or holotomography7 mode. Interrupted
tomography experiments were performed
on the same sample to study the
microstructural evolution in the semisolid
state in Al–Si and Al–Cu alloys.56

However, performing x-ray tomography
on quenched samples can induce errors in
parameter estimation such as solid parti-
cle size or solid–liquid interfacial area; to
avoid this problem, it has been shown that
the quench rate must be on the order of
100ºC/s,58 which is difficult to obtain in
practice.

In Situ Characterization
The difficulties associated with quench-

ing samples of semisolid materials can be
avoided by performing measurements
in situ. Three-dimensional in situ character-
ization with a spatial resolution on the
order of a few microns is now possible
thanks to ultrafast x-ray tomography,
which operates according to the principles
of conventional x-ray tomography but

Figure 1. Schematic description of three methods for transforming a tomographic voxel
reconstruction of a two-phase material into a finite element mesh. For the sake of simplicity,
the description is presented in two dimensions.
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invloves experiments that are performed
using faster cameras and a continuous
acquisition mode.59 To reduce the total
scan time, the number of projections, the
 exposure time, and the spatial resolution
are optimized.60 As already mentioned,
 ultrafast tomography requires a high 
x-ray flux and thus is only possible using
synchrotron sources. In practice, the dura-
tion, D, of a complete scan is given by 
D = NTt, where N is the number of projec-
tions taken and Tt is the sum of the expo-
sure time and the readout time of the
camera. In order to reduce the scan dura-
tion, one can use the following approaches:
� reduce N, although there is a lower
limit on N to avoid artifacts with conven-
tional algorithms used for the reconstruc-
tion of the volumes;
� reduce Tt ; or
� reduce N and Tt at the same time by
 binning pixels (i.e., grouping pixels two by
two during acquisition), although this solu-
tion results in a lower spatial resolution.

As an example of such optimization,
in situ experiments of partial remelting in
the semisolid state and solidification were
performed on Al–Cu at ESRF on the high-
energy beamline with binning conditions,
using a field of view of 512 × 256 pixels, a
spatial resolution of 2.8 µm, and a total
scan time of about 15–20 s with 400 projec-
tions.29,61 More recently, in situ experi-
ments of partial remelting in the semisolid
state and solidification on Al–Cu alloys
have been performed under the same con-
ditions but with a wider field of view of
512 × 512 pixels.62,63 Given these condi-
tions, solidification experiments are lim-

ited to low cooling rates (typically a few
degrees per minute) and to a solid fraction
above the solid coherency fraction in
order to avoid grain movements.

Modeling of Semisolid Structures
from 3D Data
Analytical Modeling

Three-dimensional data are often used
for comparison with analytical modeling
of structural evolution of semisolid mate-
rials either during isothermal holding or
during solidification.

As an example of x-ray tomography on
quenched samples, Zabler et al.57 studied
the microstructural evolution in an Al–Ge
alloy during isothermal treatment in the
semisolid state. They found that the expo-
nent of the power law used to describe the
evolution of the mean diameter of solid
particles with time is lower than that
 usually predicted by Lifshitz–Slyozov–
Wagner (LSW) theory modified for large
solid fractions. In situ x-ray tomography
experiments on Al–15%Cu samples62 pro-
vided the explanation for this low expo-
nent through a local analysis of particle
interactions: It was shown that coales-
cence and Ostwald ripening occur simul-
taneously, together with more complex
mechanisms involving several particles,
for a solid fraction of 0.6.

In situ x-ray tomography has also been
performed on an Al–7%Si–10%Cu alloy to
study the microstructural evolution dur-
ing solidification, and the results were
compared to analytical modeling of den-
drite evolution.63 Experiments were per-
formed on the high-throughput beamline

at ESRF; the time to complete the scan was
20.7 s, and the cooling rate was 3ºC/min.
This experiment allowed for the in situ
observation of the continuous growth of
the dendrites as shown in Figure 3.
Several mechanisms are occurring concur-
rently, such as dissolution of small second-
ary arms and filling of the gap between
arms. The solid–liquid interface area per
unit volume varies as t–1/7 (where t is
time), indicating a slower kinetics than for
models that predict a –1/3 exponent.
Experimental values extracted locally on a
part of a dendrite where only dissolution
of small secondary arms occurs are in
good agreement with the analytical model
proposed by Chen and Kattamis.64

Numerical Modeling
Three-dimensional data on semisolid

structures obtained from quenched sam-
ples have been used to calculate the per-
meabilities (i.e., the ability of the solid
material to transmit a fluid phase) of such
structures. Classically, permeability calcu-
lations are made either on 2D real struc-
tures65–68 or from 3D numerical data
obtained from a 3D cellular automaton–
finite difference model for the growth of a
single equiaxed dendrite in a cubic
domain.69 The combination of 3D tomog-
raphy data as an input in the 3D simula-
tion of the permeability tensor has been
investigated on dendritic or equiaxed
Al–Cu alloys.70–72 For equiaxed Al-Cu
alloys, 3D tomographs were acquired
after rapid quenching of the samples, and
3D simulations were performed to com-
pute the full permeability tensor for

Figure 2. (a, b) Two-dimensional tomographic slices extracted from the reconstructions of the same sample at two different stages of the
fatigue life during a compression ex situ fatigue test: (a) initial state, (b) after fatigue deformation. The sample was made of sintered hollow
316L spheres. (c) Contour plot of the value of the von Mises stress calculated in the same slice as in part a using method 2. The size of the
tomogram was 719 × 681 × 642 voxels, the mesh contained 133,824 nodes and 428,391 elements, and the calculation was carried out in
8,166 CPU seconds (Intel Xeon processor, 3.2 GHz CPU, 2 GB RAM). High-stress areas (in red) appear to be concomitant with some
deformation sites in Figure 2b. Adapted from Reference 90.
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 comparison to experimental measure-
ments.71 Figure 4 presents a comparison of
the simulated permeability and the exper-
imental values normalized by the square
of the solid–liquid interfacial area.
Furthermore, the results were compared
to the classical Kozeny–Carman model.
The good agreement between experi-
ments and simulations provides confi-
dence in using this approach with 3D data
obtained from x-ray tomography as input
for permeability simulations.

Propagation of Fatigue Cracks
In structural materials, fatigue cracks

initiate from defects such as second-phase
particles or pores and therefore have a
pronounced three-dimensional shape in
their early growth stage. Although this
fact was recognized at least 20 years ago,73

very few models of crack propagation
have tried to take it into account, mainly
because reliable experimental data were
and still are scarce. Indeed, the experimen-
tal methods that have been used to charac-
terize the 3D growth of fatigue cracks in
optically opaque materials (see Reference
74, for example, for a detailed list) all give
indirect information on the crack shape
(e.g., compliance or resistivity measure-
ments), and therefore, their applicability
to small cracks, typically below 1 mm, is
very limited. This is a crucial issue
because much of the fatigue life of real
components (e.g., aircraft wings, pressure
vessels, car motor units) is governed by
the growth of small 3D cracks. In addition,
in some cases, the influence of the experi-
mental method itself on the propagation
can be questioned.

The first attempts to characterize dam-
age with x-ray tomography using medical
scanners were limited because of the low
resolution available at that time. With the
availability of third-generation synchro-

tron sources in the late 1990s, spatial reso-
lution in the micron range became avail-
able, and tomography was used to
measure 3D crack openings in an Al alloy
under load.75 Since then, through the use
of phase-contrast imaging, which allows
for the detection of subvoxel cracks (i.e.,
cracks with openings that are below the
voxel size), three-dimensional images of
fatigue cracks have been obtained by
researchers in various metallic materials
(see Reference 76 for a list). Specifically,
diffraction fringes induced by phase
 contrast underline the crack surface,
thereby making the crack detectable in
the reconstructed image, as shown in
Reference 33. Most such images have been
obtained in situ and provide either a direct
visualization of the complex growth of
small fatigue cracks in metals or quantita-
tive information on opening/closure
mechanisms.77–79 All of these experiments
have shown crack fronts with irregular

shapes (see, for example, details A and B
in Figure 5 and compare to the smooth
front shown in Figure 6). Although x-ray
tomography, in its classical form, cannot
visualize grains, in Al alloys, a grain
boundary decoration technique (such as
Ga infiltration) can be used, making it
possible to obtain the 3D shapes of grains
surrounding the crack fronts.30 This tech-
nique was applied to demonstrate that
crack-front irregularities are correlated
with the presence of grain boundaries;80

crack growth is either favored or impeded
in a grain, probably because of favor-
able/unfavorable local crystallographic
orientations.

From the reconstructed 3D images of a
growing crack, one can obtain a three-
dimensional model of the crack using a
finite element code following a slightly
modified version of method 2 explained
previously. Such models enable calcula-
tion of the values of stress intensity factor,

Figure 3. Visualization using fast in situ tomography of dendrite evolution during the solidification of an Al–Si–Cu alloy (length of the dendrite 
~_ 400 µm). Adapted from Reference 63.

Figure 4. Experimental normalized permeability71 (white circles) and simulated permeability
from 3D data70 (black circles) as a function of the solid fraction. The classical
Kozeny–Carman relationship is also plotted. Adapted from Reference 70.
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K, along the crack front and prediction of
the propagation of the crack through an
appropriate propagation law, which can
then be compared to the next experimen-
tal crack-front data.73,81 (The stress field at
the tip of a crack is proportional to the
value of the stress intensity factor K,
which is a function of the crack length and
of the geometry of the specimen contain-
ing the crack.82) Modeling of real 3D
fatigue cracks with FE is of unprecedented

value for the validation of propagation
models. However, in practice, compared
to calculations on cellular materials or
semisolid materials, FE calculations on 3D
fatigue cracks face a number of specific
challenges:
� “Holes” often appear on the surface that
represents the crack in the 3D model as a
result of imperfect detection of the crack by
automatic image analysis  methods.
� Crack fronts often exhibit irregularities
that are much smaller than the material
grain size, again probably as a result of
imperfect detection methods.
� Cracks are generally not planar but exhibit
deflections from the plane faces (see, for
example, References 30 and 83).

So far, cracks have been considered as
continuous planar surfaces with a smooth
crack front (i.e., the irregularities men-
tioned above are ignored) propagating in
mode I (that is, the applied load opens the
crack perpendicular to its plane82). Figure
6 shows the results of calculations of the

stress intensity factor obtained with such a
crack using the extended finite element
method (XFEM); details of the elastic
 calculation are given elsewhere.81 It is
obvious from this figure that a variation in
the crack front shape induces large varia-
tions in K values at the tip of the crack: a
protruding (retreating) front gives a lower
(higher) K value. If one assumes that
 protruding parts of the crack front are
caused by favorable crystallography, the
results of Figure 6 show that this will be
balanced by a lower value of the local
stress intensity factor. Figure 6 also shows
the results obtained for a crack with the
same apparent (surface) dimensions but
with a smooth crack front. Interestingly,
the K values at the surfaces for this ideal
crack are smaller than those calculated for
the real shape. This result, which has been
found consistently on similar configura-
tions,81 might account for the apparent
high crack growth rates that are observed
for short fatigue cracks.

Figure 5. Three-dimensional rendition
of a small fatigue crack growing inside a
cast Al alloy:81 The material surrounding
the crack has been made transparent
so that only one of the crack surfaces
appears in the figure. (a) 270,000
cycles, (b) 285,000 cycles, (c) 310,000
cycles, and (d) 320,000 cycles. σ is the
applied stress perpendicular to image
plane. Letters A and B indicate
irregularities on the crack front.

a

b

Figure 6. (a) Schematic drawing of the crack shown in Figure 5 after 310,000 fatigue
cycles. (b) Values of the mode I stress intensity factor KI obtained by XFEM on a 3D model
of the crack. The solid line represents the variation of KI for a crack with a smooth front
between points A and C.81
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Three-Dimensional
Characterization of the Grain
Microstructure in Polycrystalline
Materials

Nondestructive characterization of the
3D microstructure of polycrystalline mate-
rials in terms of grain shapes and crystallo-
graphic orientations constitutes a major
experimental challenge in materials sci-
ence. Currently, two different approaches
exist: (1) three-dimensional x-ray diffrac-
tion (3DXRD) microscopy, a set of
 techniques that can be regarded as exten-
sions to the monochromatic beam rotation
method (see, e.g., References 9 and 84 for
recent reviews and the article in this issue
by Juul Jensen et al. for examples of its
use), and (2) differential-aperture x-ray
microscopy (DAXM),9,85,86 a wire scanning
method based on white-beam Laue
 diffraction employing a point-focused syn-
chrotron beam. In comparison, 3DXRD
allows for in situ characterization of
 millimeter-sized sample volumes (shape,
orientation, average strain state of the
grains) with a spatial resolution on the
order of 5–10 µm, whereas DAXM pro-
vides access to the local strain and crystal-
lographic orientation distribution of
reduced sample volumes (typically tens of
micrometers) with a resolution below 1
µm. Both techniques can be applied to both
deformed and undeformed polycrystalline
samples. However, none of these diffrac-
tion techniques can provide information
concerning the local variations of the atten-

uation coefficient or density. As illustrated
earlier, these complementary aspects of a
material’s microstructure can typically be
imaged with the help of x-ray absorption or
phase-contrast  microtomography.

Here, we present first results87,88 from a
novel tomographic imaging technique
that combines the principles of x-ray
absorption and x-ray diffraction imaging
and that can be regarded as an extension
to the above-mentioned 3DXRD method-
ology. The technique is termed diffraction
contrast tomography (DCT),87,88 underlin-
ing its similarity to conventional absorp-
tion contrast tomography with which it
shares a common experimental setup.
With the limitation of being applicable
only to undeformed specimens, the grains
are imaged using the occasionally
 occurring diffraction contribution to the 
x-ray attenuation coefficient each time a
grain fulfills the diffraction condition
(Figure 7a). A large number of diffraction
spots (up to several tens of thousands) are
acquired on the 2D high-resolution detec-
tor system situated close behind the sam-
ple. With an automated image-analysis
procedure, these diffraction spots are
paired with their corresponding extinc-
tion contrast in the direct beam. Based on
both spatial and crystallographic con-
straints, the spot pairs are then sorted into
sets belonging to the same grain. Finally,
the 3D shapes of each of these grains are
reconstructed individually from the lim-
ited number of projections available (sev-

eral tens per grain) using an algebraic
reconstruction technique.89

After reassembling the grains into a com-
mon volume data set, one can visualize the
3D grain microstructure, together with
other features (e.g., cracks and inclusions)
visible in the absorption image acquired
at the same time. As an illustration,
Figure 7b shows a 3D rendition of such a re -
assembled grain volume taken from a 500-
µm-diameter sample made from aluminum
alloy 1050 (AA1050). The corresponding
data set contains about 500 grains and
was reconstructed from a total of 7,200
 monochromatic-beam (20 keV) projection
images with an effective pixel size of 1.4
µm. The required combination of high spa-
tial resolution and accurate monochromatic
radiation implies the use of highly intense
synchrotron radiation sources in order to
limit the total scan acquisition times (typi-
cally between 2 and 20 h).

The interest in 3D grain-mapping tech-
niques in general, and in combined imag-
ing and diffraction methods in particular,
is related to the unique possibilities they
offer. The combination of techniques
could enable the study of a variety of
physical processes that critically depend
on the local crystallographic arrangement
and the possible anisotropy it can induce.
For instance, one could consider studying
grain coarsening processes during heat
treatment or analyze the propagation of
fatigue or stress corrosion cracks in sam-
ples for which the grain structure has been
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Transmitted beam
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image of sample

Extinction spot
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Diffraction spot
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Synchrotron
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Figure 7. (a) Overview of the acquisition geometry for diffraction-contrast tomography. The footprint of the direct beam (light gray) fills only 
part of the field of the 2D detector system, which is set close to the sample in order to capture diffraction and absorption information
simultaneously. (b) Three-dimensional rendition of the grain structure in a recrystallized AA1050 sample. The grains are colored according 
to their crystallographic orientation. Reproduced with permission of the International Union of Crystallography.88
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mapped by DCT in the undeformed state.
The comparison of three-dimensional
experimental data to numerical simula-
tions can be expected to guide the devel-
opment of theoretical models, taking into
account details of the shape and local crys-
tallographic neighborhood of the grains.

Summary
The availability of third-generation syn-

chrotron x-ray sources has enabled the
development of high-resolution x-ray
microtomography setups. The designs
allow the acquisiton of images of internal
features in optically opaque materials
with a spatial resolution close to that of
optical microscopy. Compared to serial
sectioning methods, tomography is non-
destructive and therefore permits in situ
experiments where the evolution of the
microstructure of a sample can be fol-
lowed under various external experimen-
tal conditions.

The 3D images obtained contribute pri-
marily to investigations of the physical
mechanisms occurring in the bulk of the
material (e.g., local buckling of walls in
the case of mechanically loaded cellular
materials or crack interaction with grain
boundaries in fatigued Al alloys) and pro-
vide new information on the chronology
of the phenomena (e.g., simultaneous
 coalescence and Ostwald ripening during
partial remelting).

Furthermore, 3D meshes can be gener-
ated from the reconstructed images by
various methods, for use in finite element
calculations. Such calculations, based on
realistic and representative 3D microstruc-
tures, provide quantitative information
that can be correlated to the mechanisms
observed and that are very useful in test-
ing models.

Finally, novel developments combining
3D imaging with diffraction (diffraction
contrast tomography) are emerging. With
this new technique, which provides 3D
information on the grain shape and crystal-
lographic orientation in polycrystalline
samples, the gap between tomography and
electron microscopy (with a spatial resolu-
tion in the micron range) should be further
narrowed. The intersection of the fields
should initiate or reinvigorate research in
various fields such as damage develop-
ment or elastic plastic behavior of metals.
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