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Elliptic Integrable Systems: a Comprehensive Geometric

Interpretation

Idrisse Khemar

Abstract.
In this paper, we study all the elliptic integrable systems, in the sense of C.L. Terng [65]. That is to

say the family of all the m-th elliptic integrable systems associated to a k′-symmetric space N = G/G0.

Here m ∈ N and k′ ∈ N∗ are integers. For example, it is known that the first elliptic integrable system

associated to a symmetric space (resp. to a Lie group) is the equation for harmonic maps into this

symmetric space (resp. this Lie group). Indeed it is well known that this harmonic maps equation can

be written as a zero curvature equation: dαλ+
1
2
[αλ∧αλ] = 0, ∀λ ∈ C∗, where αλ = λ−1α′

1+α0+λα′′
1

is a 1-form on a Riemann surface L taking values in the Lie algebra g. This 1-form αλ is obtained

as follows. Let f : L → N = G/G0 be a map from the Riemann surface L into the symmetric space

G/G0. Then let F : L → G be a lift of f , and consider α = F−1.dF its Maurer-Cartan form. Then

decompose α according to the symmetric decomposition g = g0 ⊕ g1 of g : α = α0 + α1. Finally, we

define αλ := λ−1α′
1 + α0 + λα′′

1 , ∀λ ∈ C∗, where α′
1, α

′′
1 are the resp. the (1, 0) and (0, 1) parts of

α1. Then the zero curvature equation for this αλ, for all λ ∈ C∗, is equivalent to the harmonic maps

equation for f : L → N = G/G0, and is by definition the first elliptic integrable system associated to

the symmetric space G/G0. Thus the methods of integrable system theory apply to give generalised

Weierstrass representations, algebro-geometric solutions, spectral deformations and so on. In particular,

we can apply the DPW method [22] to obtain a generalised Weierstrass representation. More precisely,

we have a Maurer-Cartan equation in some loop Lie algebra Λgτ = {ξ : S1 → g|ξ(−λ) = τ (ξ(λ))}, then

we can integrate it in the corresponding loop group and finally apply some factorizations theorems in loop

groups to obtain a generalised Weierstrass representation: this is the DPW method. Moreover, these

methods of integrable system theory hold for all the systems written in the forms of a zero curvature

equation for some αλ = λ−mα̂−m + · · · + α̂0 + · · · + λmα̂m. Namely, these method apply to construct

the solutions of all the m-th elliptic integrable systems. So it is natural to ask what is the geometric

interpretation of these systems. Do they correspond to some generalisations of harmonic maps? This

is the problem that we solve in this paper: to describe the geometry behind this family of integrable

systems whose we know how to construct (at least locally) all the solutions. The introduction below

gives an overview of all the main results, as well as some related subjects and works, and some additional

motivations.
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Introduction

In this paper, we give a geometric interpretation of all the m-th elliptic integrable systems asso-
ciated to a k′-symmetric space N = G/G0 (in the sense of C.L. Terng [65]).

Let g be a real Lie algebra and τ : g → g be an automorphism of finite order k′. This auto-
morphism admits an eigenspace decomposition gC = ⊕j∈Zk′ g

C
j , where gCj is the eigenspace of τ

with respect to the eigenvalue ωjk′ . We denote by ωk′ a k′-th primitive root of unity. Moreover
the automorphism τ defines a k′-symmetric space N = G/G0. Furthermore let L be a Riemann
surface.
The m-th elliptic integrable system associated to (g, τ) can be written as a zero curvature equa-
tion

dαλ +
1

2
[αλ ∧ αλ] = 0, ∀λ ∈ C∗,

where αλ =
∑m

j=0 λ
−juj + λj ūj =

∑m
j=−m λ

jα̂j is a 1-form on the Riemann surface L taking
values in the Lie algebra g. The "coefficient" uj is a (1, 0)-type 1-form on L with values in the
eigenspace gC−j .
Moreover, we call the integer m the order of the system. Let us make precise that the order m

has nothing to do with the order of any PDE, but this is only the maximal power on λ in the
(finite) Fourier decomposition of αλ w.r.t. λ.
First, we remark that any solution of the system of order m is a solution of the system of order
m′, if m ≤ m′ (and the automorphism τ is fixed). In other words, the system of order m is a
reduction of the system of order m′, if m ≤ m′.
Moreover, it turns out that we have to introduce the integer mk′ defined by

mk′ =

[
k′ + 1

2

]
=

{
k if k′ = 2k

k + 1 if k′ = 2k + 1
if k′ > 1, and m1 = 0.

Then the general problem splits into three cases : the primitive case (m < mk′), the determined
case (mk′ ≤ m ≤ k′ − 1) and the underdetermined case (m ≥ k′).
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0.1 The primitive systems

The primitive systems have an interpretation in terms of F -holomorphic maps, with respect to
an f -struture F on the target space N = G/G0 (i.e. an endomorphism F satisfying F 3+F = 0).
More precisely:

• In the even case (k′ = 2k), we have a fibration π : G/G0 → G/H over a k-symmetric space
M = G/H (defined by the square τ2 of the automorphism τ of order k′ defining N = G/G0). We
also have a G-invariant splitting TN = H⊕V corresponding to this fibration1, where V = ker dπ.
MoreoverN is naturally endowed with an f -structure F which defines a complex structure on the
horizontal subbundle H and vanishes on the vertical subbundle V . Furthermore, the eigenspace
decomposition of the order k′ automorphism τ gives us some G-invariant decomposition H =
⊕k−1
j=1 [mj], where mj ⊂ g is defined by mC

j = gC−j ⊕ gCj , and [mj ] ⊂ TN is the corresponding
G-invariant subbundle. This allows to define, by multiplying F on the left by the projections
on the subbundles Hm = ⊕mj=1[mj ], a family of f -structures F [m], 1 ≤ m ≤ k − 1. Then the
primitive system of order m (m < mk′ = k) associated to G/G0 is exactly the equation for
F [m]-holomorphic maps. Therefore the solutions of the primitive systems are exactly the F -
holomorphic maps.

• In the odd case (k′ = 2k+1), N = G/G0 is naturally endowed with an almost complex structure
J. Then the solutions of the primitive systems are exactly the J-holomorphic curves. Moreover,
in the same way as for the even case, the eigenspace decomposition of τ provides a G-invariant
decomposition TN = ⊕kj=1[mj ], which allows to define a family of f -structures F [m], 1 ≤ m ≤ k,
with F [k] = J. Then the primitive system of order m (m < mk′ = k + 1) associated to G/G0 is
exactly the equation for F [m]-holomorphic maps. In other words, the solutions of the primitive
system of order m are exactly the integral holomorphic curves of the complex Pfaffian system
⊕mj=1[mj] ⊂ TN in the almost complex manifold (N, J).

0.2 The determined case

We call "the minimal determined system" the determined system of minimal order mk′ , and "the
maximal determined system" the determined system of maximal order k′ − 1.
Any solution of a determined system is solution of the corresponding maximal determined system.
More precisely, a map f : L→ G/G0 is solution of a determined system (associated to G/G0) if
and only if it is solution of the maximal determined system (associated to G/G0) and satisfies
an additional holomorphicity condition. When this holomorphicity condition is maximal, then
we obtain the minimal determined system.

0.2.1 The minimal determined system

The minimal determined system has an interpretation in terms of horizontally holomorphic and
vertically harmonic maps f : L → N = G/G0. It also has an equivalent interpretation in terms
of vertically harmonic twistor lifts in some twistor space. Let us make precise this point.

In the even case. As we have seen in the subsection 0.1 below, the homogeneous space
N = G/G0 admits a G-invariant splitting TN = H⊕V corresponding to the fibration π : N →M
and N is naturally endowed with an f -structure F which defines a complex structure on the
horizontal subbundle H and vanishes on the vertical subbundle V . Then we say that a map

1i.e. H is a connection on this fibration.
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f : L→ N is horizontally holomorphic if

(df ◦ jL)H = F ◦ df.
Then we prove that the even minimal determined system (Syst(k, τ)) means that the geometric
map f is horizontally holomorphic and vertically harmonic, i.e.

τv(f) := Trg(∇vdvf) = 0

(for any hermitian metric g on the Riemann surface L). Here ∇v is the vertical component of
the Levi-Civita connection ∇ (of some G-invariant metric on N). Moreover, vertically harmonic
maps are exactly the critical points (w.r.t. vertical variations) of the vertical energy functional:

Ev(u) =
1

2

∫

L

|dvu|2dvolg.

We prove also that this system also has an equivalent interpretation in terms of vertically
harmonic twistor lifts in some twistor space Z2k,j(M,J2) which is a subbundle of Z2k(M), where

Zk′ (M) = {J ∈ SO(TM)| Jk′ = Id, Jp 6= Id if p < k′, ker(J ± Id) = {0}}
is the bundle of isometric endomorphisms of TM with finite order k′ and with no eigenvalues
= ±1. More precisely denoting by J2 the section of SO(TM), of order k, defined by τ2m, then
we define Z2k,j(M,J2) = {J ∈ Z2k(M)|J2 = J2}. Then we prove that N = G/G0 can be
embedded into the twistor space Z2k,j(M,J2) via a natural morphism of bundle over M = G/H .
We prove that f : L→ N is solution of the system if and only if the corresponding map Jf : L→
Z2k,j(M,J2) is a vertically harmonic twistor lift.

In the odd case. We obtain an analogous interpretation as in the even case. An interpretation
in terms of horizontally holomorphic and vertically harmonic maps f : L → N = G/G0. Let us
make precise that in the odd case, the action functional in the variational interpretation has a
Wess-Zumino term in addition to the vertical energy (See below in this introduction).
Moreover by embedding G/G0 into the twistor space Z2k+1(N) of order 2k + 1 isometric en-
domorphisms in TN , we obtain an interpretation in terms of vertically harmonic twistor lift.

0.2.2 The general structure of the maximal determined case.

First, the maximal determined system has 3 model cases. This means that we can distinguish 3
maximal determined systems, namely the three maximal determined systems with lowest order
of symmetry (2,3,4). Their corresponding geometric equations (when put all together) contain
already all the structure terms - in a simple form- that will appear in the further maximal
determined systems in a more complex and general form due to the more complex geometric
structure in the further maximal determined systems. That is in this sense that we can say that
all the further determined systems associated to target spaces N with higher order of symmetry
will be modeled on these model systems.

0.2.3 The model system in the even case

In the even case, this model is the first elliptic integrable system associated to a symmetric space
(m = 1, k′ = 2) which is - as it is well known - exactly the equation of harmonic maps from
the Riemann surface L into the symmetric space under consideration. This is the "smallest"
determined system, i.e. with lowest order of symmetry in the target space N = G/G0. In this
case -N is symmetric- the determined case is reduced to one system, the one of order 1.
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0.2.4 The model system in the odd case

In the odd case, this model is the second elliptic integrable system associated to a 3-symmetric
space. This is the "smallest" determined system in the odd case, i.e. with lowest odd order of
symmetry in the target space N = G/G0. We prove that this system is exactly the equation
for holomorphically harmonic maps into the almost complex manifold (N, J) with respect to
the anticanonical connection ∇1 = ∇0 + [ , ][m], where ∇0 is the canonical connection. Or
equivalently this is the equation for holomorphically harmonic maps into the almost complex
manifold (N,−J) with respect to the canonical connection ∇0.

Holomorphically harmonic maps. Given a general almost complex manifold (N, J) with
a connection ∇, we define holomorphically harmonic maps f : L → N as the solutions of the
equation [

∂̄∇∂f
]1,0

= 0 (0.1)

where [ ]1,0 denotes the (1, 0)-component according to the splitting TNC = T 1,0N ⊕ T 0,1N
defined by J . This equation is equivalent to

d∇df + Jd∇ ∗ df = 0

or, equivalently, using any Hermitian metric g on L

Tg(f) + Jτg(f) = 0

where Tg(f) = ∗f∗T = f∗T (e1, e2), with (e1, e2) an orthonormal basis of TL, and τg(f) =
∗d∇ ∗ df = Trg(∇df) is the tension field of f . Of course Trg denotes the trace with respect to
g, and the expression ∇df denotes the covariant derivative of df with respect to the connection
induced in T ∗L⊗ f∗TN by ∇ and the Levi-Civita connection in L.
In particular, we see that if ∇ is torsion free or more generally if f is torsion free, i.e. f∗T = 0,
then holomorphic harmonicity is equivalent to (affine) harmonicity. Therefore, this new notion
is interesting only in the case of a non torsion free connection ∇.

The vanishing of some ∂̄∂-derivative. Now, let us suppose that the connection ∇ on N is
almost complex, i.e. ∇J = 0. Then, according to equation (0.1), we see that any holomorphic
curve f : (L, jL)→ (N, J) is anti-holomorphically harmonic, i.e. holomorphically harmonic with
respect to −J . In particular, this allows to recover that a 1-primitive solution (i.e. of order
m = 1) of the elliptic system associated to a 3-symmetric space is also solution of the second
elliptic system associated to this space.

Moreover, the holomorphically harmonic maps admit a formulation very analogous to that of
harmonic maps in terms of the vanishing of some ∂̄∂-derivative, which implies a well kown
characterisation in terms of holomorphic 1-forms. Indeed we prove that f : (L, jL) → (N, J,∇)
is holomorphically harmonic if and only if

∂̂
∇̂

∂̂f = 0, (0.2)

i.e. ∂̂f is a holomorphic section of T ∗
1,0L ⊗C f

∗TN . Here the hat "ˆ" means that we extend a
1-form on TL, like d or ∇, by C-linearity as a linear map from TLC into the complex bundle
(TN, J). In other words instead of extending these 1-forms as C-linear maps from TLC into
TNC as it is usual, we use the already existing structure of complex vector bundle in (TN, J)
and extend these very naturally as C-linear map from TLC into the complex bundle (TN, J).
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Therefore we can conclude that holomorphically harmonic maps have the same formulation as
harmonic maps with the difference that instead of working in the complex vector bundle TNC,
we stay in TN which is already a complex vector bundle in which we work.

The sigma model with a Wess-Zumino term. Finally, let us suppose that N is endowed
with a ∇-parallel Hermitian metric h. Therefore (N, J, h) is an almost Hermitian manifold with
a Hermitian connection ∇. Suppose also that J anticommutes with the torsion T of ∇ i.e.

T (X, JY ) = −JT (X,Y )

which is equivalent to

T =
1

4
NJ

where NJ denotes the torsion of J i.e its Nijenhuis tensor.
Suppose also that the torsion of ∇ is totally skew-symmetric i.e. the trilinear map

T ∗(X,Y, Z) = 〈T (X,Y ), Z〉
is a 3-form. Lastly, we suppose that the torsion is ∇-parallel, i.e. ∇T ∗ = 0 which is equivalent
to ∇T = 0. Then we prove that this implies that the 3-form

H(X,Y, Z) = −T ∗(X,Y, JZ) = 〈JT (X,Y ), Z〉
is closed dH = 0.2

Then the equation for holomorphically harmonic maps f : L→ N is the equation of motion (i.e.
Euler-Lagrange equation) for the sigma model in N with the Wess-Zumino term defined by the
closed 3-form H. The action functional is given by

S(f) = E(f) + SWZ(f) =
1

2

∫

L

|df |2dvolg +
∫

B

H,

where B is 3-submanifold (or indeed a 3-chain) in N whose boundary is f(L).
Then since dH = 0, the variation of the Wess-Zumino term is a boundary term

δSWZ =

∫

B

LδfH =

∫

B

dıδfH =

∫

f(L)

ıδfH,

whence its contribution to the Euler-Lagrange equation involves only the original map f : L→ N .
In particular, applying this result to the case we are interested in, i.e. N is 3-symmetric, we
obtain:
The second elliptic system associated to a 3-symmetric space N = G/G0 is the equation of
motion for the sigma model in N with the Wess-Zumino term defined by the closed 3-form
H(X,Y, Z) := T ∗(X,Y, JZ), where T is the torsion of the canonical connection ∇0 and J is the
canonical almost complex structure.3

2Let us point out that in general T ∗ is not closed even if it is ∇-parallel. For example, in a Riemannian
naturally reductive homogeneous space G/H, endowed with its canonical connection ∇0, we have ∇0T = 0 but
dT ∗(X, Y, Z, V ) = −2〈Jacm(X, Y,Z), V 〉 where Jacm is the m-component of the Jacobi identity (i.e. the sum of
the circular permutations of [X, [Y,Z]m]m). Of course m denotes the AdH-invariant summand in the reductive
decomposition g = h⊕m.

3In fact, we need a naturally reductive metric on N to ensure that T ∗ is a 3-form. But if we allow Pseudo-
Riemannian metrics and if g is semisimple then the metric defined by the Killing form is naturally reductive.
In fact, the elliptic integrable system is a priori written in an affine context, i.e. its natural - in the sense of
initial- geometric interpretation takes place in the context of affine geometry in terms of the linear connections
∇t = ∇0+t[ , ][m]. If we want that this interpretation takes place in the context of Riemannian geometry we need,
of course, to add some hypothesis of compactness, like the compactness of AdmG0 and the natural reductivity.
But we do not need these hypothesis if we work in the Pseudo-Riemannian context.
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The good geometric context/setting In the previous variational interpretation, we need
to make 3 hypothesis on the torsion of the Hermitian connection: T anticommutes with J , is
totally skew-symmetric and ∇-parallel. It is natural to ask ourself what do these hypothesis
mean geometrically and what is the good geometric context in which these take place. It turns
out that the good geometric context is the one of Nearly Kähler manifold.
An almost Hermitian manifold (N, J, h) is Nearly Kähler if and only if (∇hXJ)X = 0, for all
X ∈ TN , where ∇h is the Levi-Civita connection. Then we prove that the almost Hermitian
manifolds for which there exists an Hermitian connection satisfiying the three hypothesis above
are exactly Nearly Kähler manifolds, and that this Hermitian connection is then unique and
coincides with the canonical Hermitian connection. Then the variational interpretation can be
rewritten as follows:

Theorem 0.2.1 Let (N, h, J) be a nearly Kähler manifold then the equation of holomorphic
harmonicity, w.r.t. the canonical Hermitian connection, for maps f : L → N is exactly the
Euler-Lagrange equation for the sigma model in N with a Wess-Zumino term defined by the
3-form:

H =
1

3
dΩJ

where ΩJ = 〈J ·, ·〉 is the Kähler form.

Therefore: the second elliptic system associated to a 3-symmetric space N = G/G0, endowed
with its canonical almost complex structure J, is the equation of motion for the sigma model in

N with the Wess-Zumino term defined by the closed 3-form H = −1

3
dΩJ.

J-twisted harmonic maps. We prove that we can also interpret the holomorphic harmonicity
in terms of J-twisted harmonic maps (w.r.t. the Levi-Civita connection). Let us define this
notion. Let (E, J) be a complex vector bundle over an almost complex manifold (M, jM ). Then
let ∇ be a connection on E. Then we can decompose it in an unique way as the sum of a
J-commuting and a J-anticommuting part, i.e. in the form

∇ = ∇0 +A

where ∇0J = 0 and A ∈ C(T ∗M ⊗ End(E)), AJ = −JA. More precisely, we have A =
1

2
J∇J .

Then we set

∇J = ∇0 − (A ◦ jM )J = ∇− 1

2
J∇J − 1

2
∇J ◦ jM .

Now let f : (L, jL)→ (N, J) be a map from a Riemann surface into the almost complex manifold
(N, J) endowed with a connection ∇. Then let us take in what precede (M, jM ) = (L, jL) and
(E,∇) = (f∗TN, f∗∇). Then we say that the map f : (L, jL)→ (N, J,∇) is J-twisted harmonic
if and only if

Trg(∇Jdf) = 0

(for any hermitian metric g on the Riemann surface L).

0.2.5 The coupled model system

This is the third elliptic integrable system associated to a 4-symmetric space. The corresponding
geometric equation in the 4-symmetric space G/G0 can be viewed as a coupling between the
equation of harmonic maps into the symmetric fibre H/G0 and the equation for harmonic maps
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into the symmetric space G/H . In other words, it can be viewed as a coupling between the
even model system associated to the symmetric space G/H and the even model system asso-
ciated to the symmetric space H/G0. In particular, if harmonicity is heuristically replaced by
holomorphicity "in the basis G/H", then we recover the horizontally holomorphic and vertically
harmonic maps into G/G0, that is to say the solutions of the second elliptic integrable system
associated to G/G0. We will come back to this in the end of section 0.2.7 in this introduction.

0.2.6 The General maximal determined odd system. (k′ = 2k + 1,m = 2k)

The maximal determined odd system has a geometric interpretation in terms of stringy harmonic
maps f : L → (G/G0, J), with respect to the canonical connection and the canonical almost
complex structure.

Stringy harmonic maps. Let (N, J) be an almost complex manifold with ∇ an linear connec-
tion then we will say that a map f : L→ N from a Riemann surface into N is stringy harmonic
if it is a solution of the harmonic map equation with a JT -term:

−τg(f) + (J · T )g(f) = 0.

We have used the notation J · B = −JB(J ·, ·), ∀B ∈ C(Λ2T ∗N ⊗ TN). This action of J on
B ∈ C(Λ2T ∗N ⊗ TN) can be written more naturally if (N, J) is endowed with a Hermitian
metric h. Indeed, in this case, we have an identification, C(Λ2T ∗N⊗TN) = C(Λ2T ∗N⊗T ∗N) ⊂
C(⊗3T ∗N), between TN -valued 2-forms on N and trilinear forms on N skew-symmetric w.r.t.
the 2 first variables: B(X,Y, Z) := 〈B(X,Y ), Z〉. Then J ·B is written:

J · B = B(J ·, J ·, J ·) =: −Bc.

We remark that if T anticommutes with J then stringy harmoniciy coincides with holomorphic
harmonicity (since in this case J · T = JT ). More particulary, if T = 0, then the stringy har-
monicity coincides with the harmonicity.
Furthermore, we look for a general geometric setting in which the stringy harmonicity has an
interesting interpretation. First of all, let us remark that in the context of homogeneous reduc-
tive space, in which our system takes place, we have a canonical connection, with respect to
which the stringy harmonicity can be written "canonically". But in general we do not have a
"special" connection with respect to which one can consider the stringy harmonicity. Therefore,
if one wants to place stringy harmonicity in a more meaningfull, interesting and fruitful context
(than the general context of almost complex manifolds endowed with some linear connection)
and, in so doing, obtain a better understanding of our elliptic integrable system by writting its
geometric interpretation in the best geometric context, a first problem - that we solved - is to
find a general class of (almost complex) manifold in which there exists some unique "canonical"
connection, with respect to which we then could consider the stringy harmonicity. This provides
us, firstly, some special connection (in the same sense that the Levi-Civita connection is special
in Riemannian geometry), which solves the problem of the choice of the connection, but secondly
it turns out that it provides also a variationnal interpretation of the stringy harmonicity.

Best geometric setting It turns out that the more rich geometric context in which stringy
harmonicity admits interesting properties is the one of G1-manifolds, more precisely G1-manifolds
whose the characteristic connection has a parallel torsion. Making systematic use of the covariant
derivative of the Kähler form, A. Gray and L. M. Hervella, in the late seventies, classified almost
Hermitian structures into sixteen classes [26]. Denote by W the space of all trilinear forms
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(on some Hermitian vector space, say Ty0N for some reference point y0 ∈ N) having the same
algebraic properties as ∇hΩJ . Then they proved that we have a U(n)-irreducible decomposition
W =W1⊕W2⊕W3⊕W4. The sixteen classes are then respectively the classes of almost Hermitian
manifolds for which ∇hΩJ ‘lies in’ the U(n)-invariant subspaces WI = ⊕i∈IWi, I ⊂ {1, . . . , 4},
respectively. In particular, if we take as invariant subspace {0}, we obtain the Kähler manifolds,
if we takeW1, we obtain the class of nearly Kähler manifolds. Moreover the class of G1-manifolds
is the one defined by G1 =W1 ⊕W3 ⊕W4. It is characterised by : (N, J, h) is of type G1 if and
only if the Nijenhuis tensor NJ is totally skew-symmetric (i.e. a 3-form).
In this paper, we prove the following theorem4:

Theorem 0.2.2 An almost Hermitian manifold (N, J, h) admits a Hermitian connection with
totally skew-symmetric torsion if and only if the Nijenhuis tensor NJ is itself totally skew-
symmetric. In this case, the connection is unique and determined by its torsion which is given
by

T = −dcΩJ +NJ .

The characteristic connection is then given by ∇ = ∇h − 1
2T .

Then we prove:

Proposition 0.2.1 Let us suppose that the almost Hermitian manifold (N, J, h) is a G1-manifold.
Let us suppose that its characteristic connection ∇ has a parallel torsion ∇T = 0. Then the 3-
form

H(X,Y, Z) = T (JX, JY, JZ) = 〈(J · T )(X,Y ), Z〉
is closed dH = 0.

Which then gives us the following variational interpretation

Theorem 0.2.3 Let us suppose that the almost Hermitian manifold (N, J, h) is a G1-manifold.
Let us suppose that its characteristic connection ∇ has a parallel torsion ∇T = 0.
Then the equation for stringy harmonic maps f : L→ N is exactly the Euler-Lagrange equation
for the sigma model in N with a Wess-Zumino term defined by the closed 3-form

H = −dΩJ + JNJ .

Moreover any (2k+1)-symmetric space (G/G0, J, h) endowed with its canonical almost complex
structure and a naturally reductive G-invariant metric h (for which J is orthogonal) is a G1-
manifold and moreover its characteristic connection coincides with its canonical connection ∇0.
Finally, the torsion of the canonical connection is obviously parallel. Therefore we obtain an
interpretation of the maximal determined system associated to a (2k + 1)-symmetric space in
terms of a sigma model with a Wess-Zumino term.

Remark 0.2.1 Let us add about stringy harmonicity that we also prove, in this paper, that
the stringy harmonicity w.r.t. an almost complex connection ∇ is equivalent to the holomorphic
harmonicity w.r.t. a new almost complex connection ∇⋆.

4After the fact, we realized that it has already been proved by Friedrich-Ivanov[23]. However we give a different
and completely written proof. See remark 5.3.4
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0.2.7 General maximal determined even system. (k′ = 2k,m = 2k − 1)

In the even case, the geometric structure of the target space G/G0 is more complex (and more
rich): as we have already seen, there is a fibration π : N = G/G0 → M = G/H , a splitting
TN = H ⊕ V with V = kerπ, and an f -structure F such that kerF = V and ImF = H (in
particular J̄ := FH is a complex structure on H). Moreover the geometric PDE obtained from
our elliptic integrable system uses this geometric structure. In particular, this geometric PDE
splits into its horizontal and vertical parts and can be viewed as a coupling between the equation
of J̄-stringy harmonicity and the equation of vertical harmonicity, the coupling terms calling out
the curvature of H.

The maximal determined even system has a geometric interpretation in terms of stringy harmonic
maps f : L→ (G/G0, F ), F being the canonical f -structure on G/G0.

Stringy harmonic maps w.r.t. an f-structure. Let (N,F ) be an f -manifold with ∇ a
linear connection. Then we will say that a map f : L → N from a Riemann surface into N is
stringy harmonic if it is solution of the stringy harmonic maps equation:

−τg(f) + (F • T )g(f) = 0.

where F •B, for B ∈ C(Λ2T ∗N ⊗TN), denotes some natural (linear) action of F on C(Λ2T ∗N ⊗
TN). For more simplicity, let us write it in the case where (N,F ) is endowed with a compatible
metric h (i.e. V ⊥ H and J̄ = F|H is orthogonal with respect to h|H×H):

F •B = B(F ·, F ·, F ·) + 1

2
F 	· (B −BH3)

F 	·A = A(F ·, ·, ·) +A(·, F ·, ·) +A(·, ·, F ·)

for all B,A ∈ C(Λ2T ∗N ⊗ TN).
Now, we want to proceed as in the case of stringy harmonicity with respect to an almost complex
structure. That is to say: to find a class of f -manifolds for which there exists some unique charac-
teristic connection which preserves the structure and then to look for a variational interpretation
of the stringy harmonicity with respect to this connection.

Best Geometric context. We look for metric f -manifolds (N,F, h) for which there exists a
metric f -connection ∇ (i.e. ∇F = 0 and ∇h = 0) with skew-symmetric torsion T . In a first step,
we consider metric connections which preserve the splitting TN = V ⊕H (i.e. ∇q = 0, where q
is the projection on V) and we characterize the manifolds (N, h, q) for which there exists such a
connection with skew-symmetric torsion, and call these reductive metric f -manifolds.
Then, saying about a metric f -manifolds (N,F, h) that it is of global type G1 if its extended
Nijenhuis tensor ÑF is skew-symmetric, we prove the following theorem:

Theorem 0.2.4 A metric f -manifold (N,F, h) admits a metric f -connection ∇ with skew-
symmetric torsion if and only if it is reductive and of global type G1. Moreover, in this case,
for any α ∈ C(Λ3V∗), there exists a unique metric connection ∇ with skew-symmetric torsion
such that T|Λ3V = α. This unique connection is given by

T = (−dcΩF +NF |H3) + Skew(Φ) + Skew(RV) + α.

where ΩF = 〈F ·, ·〉, Φ and RV are resp. the curvature of H and V resp., and Skew is the sum of
all the circular permutations on the three variables.
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On a metric f -manifold (N,F, h), a metric f -connection ∇ with skew-symmetric torsion will be
called a characteristic connection.

Moreover, we prove that for any reductive metric f -manifold of global type G1, the closure of

H = F • T is equivalent to the closure of the 3-form F · NF −
1

2
F	· (Skew(Φ) + Skew(RV)), so

that:

Theorem 0.2.5 Let (N,F, h) be a reductive metric f -manifold of global type G1. Let us suppose

that the 3-form F ·NF −
1

2
F	· (Skew(Φ) + Skew(RV)) is closed, where Φ and RV are respectively

the curvatures of the horizontal and vertical subbundles. Let ∇ be one characteristic connection.
Then the equation for stringy harmonic maps, f : L→ N , (w.r.t. ∇) is exactly the Euler-Lagrange
equation for the sigma model in N with a Wess-Zumino term defined by the closed 3-form

H = −dΩF + F ·NF −
1

2
F	· (Skew(Φ) + Skew(RV)) .

Contrary to the case of stringy harmonic maps into an almost Hermitian G1-manifolds, in the
present case, the hypothesis that the torsion of one characteristic connection is parallel ∇T = 0
does not imply the closure of the 3-form H = F • T . However, we characterize this closure
under the hypothesis ∇T = 0 and RV = 0, by some 2 conditions that we will not explain in this
introduction (see section 6.4.2): the horizontal complex structure J̄ is a cyclic permutation of
the horizontal curvature, and the 2-forms NJ̄ and Φ have orthogonal supports.

Theorem 0.2.6 Let (N,F, h) be a reductive metric f -manifold of global type G1. Let us suppose
that one of its characteristic connections, ∇, has a parallel torsion ∇T = 0. Let us supppose that
RV = 0 and that the horizontal curvature Φ is pure. The following statement are equivalent:

• The horizontal 3-form F ·NF is closed.

• F ·NF and F	· (Skew(Φ) + Skew(RV)) are closed.

• The horizontal complex structure J̄ is a cyclic permutation of the horizontal curvature, and the
2-forms NJ̄ and Φ have orthogonal supports.

In this case, H = F • T is closed.

Moreover any 2k-symmetric space (G/G0, F, h) endowed with its canonical f -structure and a
naturally reductive G-invariant metric h (compatible with F ) is reductive and of global type
G1, and moreover its canonical connection ∇0 is a characteristic connection. Furthermore, the
torsion of the canonical connection is obviously parallel. Finally, we prove that any 2k-symmetric
space (G/G0, F, h) satisfies the two hypothesis above. Therefore we obtain an interpretation of
the maximal determined even system associated to a 2k-symmetric space in terms of a sigma
model with a Wess-Zumino term.

A particular case: Horizontally Kähler f-manifolds. Let (N,F, h) be a metric f -manifold.
We will say that (N,F, h) is horizontally Kähler if DF|H3 = 0, where D is the Levi-Civita con-
nection of h.
Then, we prove that in this case, the two hypothesis above (which characterise the closure of
the 3-form H) are satisfied. Moreover, any characteristic connection ∇ satisfies TH3 = 0, which
leads to special properties.
A example of this situation is given by any 4-symmetric space, endowed with its canonical f -
structure and a naturally reductive G-invariant metric (compatible with F ).
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0.2.8 The intermediate determined systems

For the intermediate determined systems (mk′ < m < k′ − 1), these are obtained from the
maximal determined case by adding holomorphicity in the subbundle Hm = ⊕mj=1[mj ] ⊂ H,
where m = k′−1−m. It means that the m-th determined system has a geometric interpretation
in terms of stringy harmonic maps which are Hm-holomorphic:

(df ◦ jL)H
m

= F [m] ◦ df.

We have seen that the maximal determined system has an interpretation in terms of a sigma
model with a Wess-Zumino term defined by a 3-form H . In fact, more generally, let mk′ ≤ m ≤
k′ − 1, and let us consider the splitting TN = Hm ⊕ Vm defined above. Then one can prove
that any m-th determined system is the Euler-Lagrange equation w.r.t. vertical variations (i.e.
in Vm) of the following functional

Ev̄(f) =
1

2

∫

L

|dv̄f |2dvolg +
∫

B

H v̄

where dv̄f = [df ]V
m

, H v̄ = H −H = H|S(Vm,Hm), H = H|(Hm)3 , and B is a 3-submanifold of N
with boundary ∂B = f(L).

0.3 The underdetermined case

We prove that the m-th underdetermined system (m > k′− 1) is in fact equivalent to some m-th
determined or primitive system associated to some new automorphism τ̃ defined in a product
gq+1, of the initial Lie algebra g. More precisely, we write

m = qk′ + r, 0 ≤ r ≤ k′ − 1

the Euclidean division of m by k′. Then we consider the automorphism in gq+1 defined by

τ̃ : (a0, a1, . . . , aq) ∈ gq+1 7−→ (a1, . . . , aq, τ(a0)) ∈ gq+1.

Then τ̃ is of order (q+1)k′. We prove that the initial m-th (underdetermined) system associated
to (g, τ) is in fact equivalent to the m-th (determined) system associated to (gq+1, τ̃ ).

0.4 In the twistor space.

For each previous geometric interpretation in the target space N = G/G0, there is a correspond-
ing geometric interpretation in the twistor space.
• These previous geometric interpretations take place in some manifolds endowed with some
particular structure. This could simply be, for example, a structure of almost complex manifold
in the case of the interpretation of the stringy harmonicity in terms of the vanishing of some
∂̄∂-derivative but it could also be the more strong structure of G1-manifolds whose character-
istic connection has a parallel torsion). Moreover, our k′-symmetric spaces are very particular
examples of this kind of manifolds. Therefore it is natural to try to make these interpretations
more universal by writting them in a more general setting. More precisely we want to find some
universal prototype of these "special" manifolds, which can be endowed canonically with the
needed geometric structure and such that any of our special manifolds can be embedded in this
prototype.
Indeed, as concerns k′-symmetric spaces, we know that they can be embedded canonically into
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some twistor bundles. In the even case we have an injective morphim of bundle over M = G/H
defined by the embedding

G/G0 →֒ Z2k(G/H),

whereas in the odd case we have a section defined by the embedding

G/G0 →֒ Z2k+1(G/G0).

• In the even case, the fibration π : G/G0 → G/H imposes to view canonically any 2k-symmetric
space as a subbundle of Z2k(G/H) so that the twistorial interpretation is in some sense dictated
by the structure of the 2k-symmetric space. The geometric interpretations in the twistor spaces
are universal since these twistor spaces are defined for any Riemannian manifold and are endowed
canonically with the different geometric structures that we need. That is to say the geometric
structures we need to endow the target space N with, in our previous geometric interpretations.
More generally, suppose that we want to study stringy harmonicity in metric f -manifolds (N,F, h).
It is then natural to consider the particular case where the vertical subbundle V is the tangent
space to the fibre of a Riemannian submersion π : (N, h)→ (M, g), i.e. V = ker dπ. For example,
we have seen that among the list of sufficient conditions in our variationnal interpretation of
stringy harmonicity there is the condition RV = 0. In the particular case of a Riemannian sub-
mersion, the f -structure F defines a complex structure J̄ on π∗TM = H which itself gives rise to
a morphism of submersion I : N → Σ(M), y 7→ (π(y), J̄(y)). This shows that the twistor bundle
Σ(M) appears naturally in the general context - even though the morphism I is not injective in
general.
Furthermore, an interesting class of Riemannian submersion π : (N, h)→ (M, g) is the one of ho-
mogeneous fibre bundles, of which the twistor bundles Zp(M) are particular examples (p ∈ N∗).
For example, vertically harmonic sections of homogeneous fibre bundles have been investigated
by C.M. Wood [70, 71].

0.5 Related subjects and works, and motivations

0.5.1 Relations with surface theory.

The theory of harmonic maps of surfaces has been greatly enriched by ideas and methods from
integrable systems [11, 15, 13, 17, 22, 30, 31, 66]. In particular, these ideas have revolutionised
the theory of harmonic maps from a surface into a symmetric space and so, via an appropriate
Gauss map, the theory of constant mean curvature surfaces and Willmore surfaces among others.
For example, Pinkall and Sterling [55] were able to give an algebro-geometric construction of all
constant mean curvature tori while Dorfmeister-Pedit-Wu [22] gave a Weierstrass formula for
all constant mean curvature immersions of any (simply connected) surface in terms of holomor-
phic data. These advances were taken up by Hélein and Romon [32, 33, 34] who showed that
similar ideas could be applied to the study of Hamiltonian stationary Lagrangian surfaces in a
4-dimensional Hermitian symmetric space. It was the first example of second elliptic integrable
system associated to a 4-symmetric space. In [41], we presented a new class of isotropic surfaces
in the Euclidean space of dimension 8 by identifying R8 with the set of octonions O, and we
proved that these surfaces are solutions of a second elliptic integrable system associated to a 4-
symmetric space. By restriction to R4 = H, we obtained the Hamiltonian stationary Lagrangian
surfaces and by restriction to R3 = ImH, we obtained the CMC surfaces. Furthermore, in [43],
we presented a geometric interpretation of all the second elliptic integrable systems associated
to a 4-symmetric space in terms of vertically harmonic twistor lifts of conformal immersions into
the Riemannian symmetric space (associated to our 4-symmetric space) (see also [16]). When
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the previous Riemannian symmetric space is 4-dimensional, then any conformal immersion ad-
mits an unique twistor lift and the vertical harmonicity of this twistor lift is equivalent to the
holomorphicity of the mean curvature vector of the conformal immersion (see [16]). In particular,
when the Riemannian symmetric space is Hermitian, one obtains a conceptual explanation of
the result of Hélein-Romon.

0.5.2 Relations with mathematical physics.

Metric connections with totally skew-symmetric torsion. We refer the reader to [2,
23] about connections with skew-symmetric torsions and their relations to physics and more
particulary string theory. Linear metric connections with totally skew-symmetric torsion recently
became a subject of interest in theoretical and mathematical physics. Let us give here some
examples (taken from [23]).

• The target space of supersymmetric sigma models with Wess-Zumino term carries a geometry
of a metric connection with skew-symmetric torsion.
• In supergravity theories, the geometry of the moduli space of a class of black holes is carried
out by a metric connection with skew-symmetric torsion.
• The geometry of NS-5 brane solutions of type II supergravity theories is generated by a metric
connection with skew-symmetric torsion.
• The existence of parallel spinors with respect to a metric connection with skew-symmetric
torsion on a Riemannian spin manifold is of importance in string theory, since they are associated
with some string solitons (BPS solitons).

The sigma-models Nonlinear sigma-models provide a much-studied class of field theories of
both phenomenological and theoretical interest. The chiral model for example summarizes many
low energy QCD interactions while 2-dimensional sigma-models may possess nontrivial classical
field configurations and have analogies with 4-dimensional Yang-Mills equations but are simpler
to handle. It was in the study of the chiral model that Wess and Zumino introduced their parity
violating term satisfying anomalous Ward-identities. This term now has a far broader interpre-
tation in terms of anomalies. Sigma-models also have connections with string theories.
Two dimensional sigma-models have already proven a fertile arena for the interplay of topology,
geometry, and physics. The (supersymmetric) sigma-models have been generalized by introduc-
ing a Wess-Zumino term into the Lagrangian. This term may be interpreted as adding torsion
to the canonical Levi-Civita connection of the earlier models. The addition of such torsion can
have a marked effect and imposes constraints on the possible geometries of the target [12].

Our contribution. We give new examples of integrable two-dimensional non linear sigma models.
These new examples take place in some homogeneous spaces, namely k′-symmetric spaces, which
are not symmetric spaces. At our knowledge, all the already known integrable two-dimensional
non linear sigma models take place in symmetric spaces or (equivalently) in Lie groups.

0.5.3 Relations of F -stringy harmonicity and supersymmetry

The P.D.E of F -stringy harmonicity splits following the splitting TN = H ⊕ V defined by the
f -structure F .
More precisely, this equation is a coupling between the equation of J̄-stringy harmonicity and
the equation of vertical harmonicity, the coupling terms calling out the curvatures of H and V ,
and the component NF |V×H of the Nijenhuis tensor.

Moreover, let us suppose that we have we have a fibration π : N → M . Then we have a su-
persymmetric interpretation of the F -stringy harmonicity: F -stringy harmonicity can be viewed
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as a supersymmetric extention of the J-stringy harmonicity. In the splitting TN = H⊕ V , the
horizontal subbundle played the role of the odd part and the vertical subbundle plays the role
of the even part. In other words, the bosonic equation is a harmonic map equation (the vertical
harmonicity) and the fermionic equation is the J̄-stringy harmonic map equation.

Let us also mention that, in [42], we obtained a supersymmetric interpretation of all the second
elliptic integrable systems associated to a 4-symmetric space in terms of superharmonic maps.

Aknowledgements The author wishes to thank Josef Dorfmeister for his useful comments on
the first parts of this paper. He is also grateful to him for his interest in the present work, his
encouragements as well as his support during the preparation of this paper.

Notations, Conventions and general definitions.

0.6 List of notational conventions and organisation of the paper.

• Let k ∈ N∗. Then we will often confuse - when it is convenient to do it- an element in Zk with
one of its representants. For example, let (ai)i∈Zk

be a family of elements in some vector space
E, and 0 ≤ m < k/2 an integer. Then we will write

ai = a−i 1 ≤ i ≤ m

to say that this equality holds for all i ∈ {1 + kZ, . . . ,m+ kZ} ⊂ Zk.
• Let us suppose that a vector space E admits some decomposition E = ⊕i∈IEi. Then, for any
vector v ∈ E we denote by [v]Ei its component in Ei. It could also happen sometimes that we
write this component [v]Ei .
• We denote EC := E ⊗ C the complexification of a real vector space.
• Furthermore let A ∈ End(E) be an endomorphism of a finite dimensional real vector space
that we suppose to be diagonalizable. Then if its complex spectrum is {λi, i ∈ I}, we will write
its eigenspace decomposition in the form EC = ⊕i∈IEC

i , where EC
i = ker(A−λiId). Moreover, if

λi ∈ R for some i ∈ I, then we set Ei := EC
i ∩ E so that EC

i = (Ei)
C, for these particular i ∈ I.

• We denote by ωp a p-th primitive root of unity, which will be often chosen equal to e2iπ/p.
•We denote by C∞(M,N) the set of smooth maps from a manifold M into a manifold N . Now,
let π : N → M be a surjection, then we denote by C(π) the set of sections of π, i.e. the maps
s such that π ◦ s = IdM . If there is no risk of confusion we will also use the notation C(N).
Furthermore, let p : E → M be a vector bundle. Then we will denote by the same letter p its
tensorial extensions: p : End(E)→M and so on.
• Let (M, g) be a Riemannian manifold. Then we denote by ∗ its Hodge operator (and ∗g if the
metric need to be precised). Let (E, h) → M be a Riemannian vector bundle over a manifold
M , we denote by Σ(E) the bundle of orthogonal almost complex structures in E. In particular
if E = TM then we set Σ(M) := Σ(TM).
• More generally, let Z(Rn) ⊂ End(Rn) (resp. O(n)) be some submanifold defined for any
n ∈ N∗. This allows us to define Z(E) for any (Riemannian) vector bundle E and we set in
particular Z(M) = Z(TM) for any (Riemannian) manifold.
• Moreover it will happen that we will write "SO(E)" without precising that the Riemannian
vector bundle E is supposed to be oriented. We will consider that this hypothesis is implicit
once we write this kind of symbol.
• Let (A,+,×) be an associative K-algebra over the field K. Then for any a ∈ A, we set
Com(a) = {b ∈ A|ab = ba} and Ant(a) = {b ∈ A|ab = −ba}.
• w.r.t. : with respect to.
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A list of notations and an index are available at the end of the paper.

Bibliographic remarks and a summary of our own contributions are avalaible at the
end of each section from section 2 to section 7.

The numbering of the equations is made by section: e.g. equation (2.13) is the 13th equation
of section 2. Moreover the numbering of theorems, definitions and such, is made by subsection:
e.g. Theorem 2.2.1 is the first theorem in subsection 2.2 (but it is not in subsubsection 2.2.1).

0.7 Almost complex geometry

Let E be a real vector space endowed with a complex structure: J ∈ End(E), J2 = −Id. Then
we denote by E1,0 and E0,1 respectively the eigenspaces of J associated to the eigenvalues ±i
respectively. Then we have the following eigenspace decomposition

EC = E1,0 ⊕ E0,1 (0.3)

and the following equalities

E1,0 = ker(J − iId) = (J + iId)EC

E0,1 = ker(J + iId) = (J − iId)EC (0.4)

so that remarking that (J ± iId)iE = (Id∓ iJ)E = (Id∓ iJ)JE = (J ± iId)E, we can also write

E1,0 = (J + iId)E = (Id− iJ)E = {X − iJX,X ∈ E}
E0,1 = (J − iId)E = (Id + iJ)E = {X + iJX,X ∈ E} (0.5)

In the same way we denote by
(E∗)C = E∗

1,0 ⊕ E∗
0,1

the decomposition induced on the dual E∗ by the complex structure J∗ : η ∈ E∗ → ηJ ∈ E∗.
Besides, given a vector Z ∈ EC, we denote by

Z = [Z]1,0 + [Z]0,1

its decomposition according to (0.3). Let us remark that

[Z]1,0 = (Id− iJ)Z and [Z]0,1 = (Id + iJ)Z.

Moreover, given η a n-form on E, we denote by η(p,q) its component in Λp,qE∗ according to the
decomposition

ΛnE∗ = ⊕p+q=nΛp,qE∗,

where Λp,qE∗ =
(
ΛpE∗

1,0

)
∧
(
ΛqE∗

0,1

)
. However for 1-forms, we will often prefer the notation

η = η′ + η′′, where η′ and η′′ denote respectively η(1,0) and η(0,1).
More generally, all what precedes holds naturally when E is a real vector bundle over a manifold
M , endowed with a complex structure J .
We will write

d = ∂ + ∂̄

the decomposition of the exterior derivative of differential forms on an almost complex manifold
(M,J), according to the decomposition TMC = T 1,0M ⊕ T 0,1M .

We will denote by Hol((M,JM ), (N, JN )) := {f ∈ C∞(M,N)| df ◦ JM = JN ◦ df} the set of
holomorphic maps between two almost complex manifolds (M,JM ) and (N, JN ).

In this paper, we will use the following definitions.
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Definition 0.7.1 Let E be a real vector bundle. An f -structure in E is an endomorphism
F ∈ C(EndE) such that F 3 +F = 0. An f -structure on a manifold M is an f -structure in TM .
A manifold (M,F ) endowed with an f -structure is called an f -manifold.

An f -structure F in a vector bundle E is determined by its eigenspaces decomposition that we
will denote by

EC = E+ ⊕ E− ⊕ E0

where E± = ker(F ∓ iId) and E0 = kerF . In particular if E = TM , then we will set T iM =
(TM)i, ∀i ∈ {0,±1}.

Definition 0.7.2 Let (M,FM ) and (N,FN ) be f -manifolds. Then a map f : (M,FM ) →
(N,FN ) is said to be f-holomorphic if it satisfies

df ◦ FM = FN ◦ df

Definition 0.7.3 Let (M,JM ) be an almost complex manifold and N a manifold with a splliting
TN = H⊕V. Let us suppose that the subbundle H is naturally endowed with a complex structure
JH. Then we will say that a map f : (M,JM )→ N is H-holomorphic if it satisfies the equation

[df ]
H ◦ JM = JH ◦ [df ]H,

where [df ]H is the projection of df on H along V. Moreover, if for some reason, H inherits the
name of horizontal subbundle, then we will say that f is horizontally holomorphic.

Remark 0.7.1 Let us remark that an f -structure in a manifold N is equivalent to a splitting
TN = V ⊕H together with a complex structure JH on H.

Definition 0.7.4 An affine manifold (N,∇) is a manifold endowed with a linear connection.
An almost complex affine manifold (N, J,∇) is an almost complex manifold endowed with an
almost complex connection: ∇J = 0.

1 Invariant connections on reductive homogeneous spaces

The references for this section where we recall some results that we will need in this paper, are
[53], [58], [19], and to a lesser extent [1] and [36].

1.1 Linear isotropy representation

Let M = G/H be a homogeneous space with G a real Lie group and H a closed subgroup
of G. G acts transitively on M in a natural manner which defines a natural representation:
φ : g ∈ G 7→ (φg : x ∈ M 7→ g.x) ∈ Diff(M). Then kerφ is the maximal normal subgroup of G
contained in H . Further, let us consider the linear isotropy representation:

ρ : h ∈ H 7→ dφh(x0) ∈ GL(Tx0M)

where x0 = 1.H is the reference point in M . Then we have ker ρ ⊃ kerφ. Moreover the linear
isotropy representation is faithful (i.e. ρ is injective) if and only if G acts freely on the bundle of
linear frames L(M).
We can always suppose without loss of generality that the action of G on M is effective (i.e.
kerφ = {1}) but it does not imply in general that the linear isotropy representation is faithful.
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However if there exists on M a G-invariant linear connection, then the linear isotropy represen-
tation is faithful provided that G acts effectively on M . (Indeed, given a manifold M with a
linear connection, and x ∈ M , an affine transformation f of M is determined by (f(x), df(x)),
i.e. f is the identity if and only if it leaves one linear frame fixed).

1.2 Reductive homogeneous space

Let us suppose now that G/H is reductive, i.e. there exists a decomposition g = h⊕m such that
m is AdH-invariant: ∀h ∈ H,Adh(m) = m. Then the surjective map ξ ∈ g 7→ ξ.x0 ∈ Tx0M has h
as kernel and so its restriction to m is an isomorphism m ∼= Tx0M . This provides an isomorphism
of the associated bundle G×H m with TM by:

[g, ξ] 7→ g.(ξ.x0) = Adg(ξ).x (1.1)

where x = π(g) = g.x0.
Moreover, we have a natural inclusion G×H m 7→ G ×H g and the associated bundle G×H g is
canonically identified with the trivial bundle M × g via

[g, ξ] 7→ (π(g),Adg(ξ)). (1.2)

Thus we have an identification of TM with a subbundle [m] of M × g, which we may view as a
g-valued 1-form β on M given by:

βx(ξ.x) = Adg[Adg−1(ξ)]m,

where π(g) = x, ξ ∈ g and [ ]m is the projection on m along h. Equivalently, for all X ∈ TxM ,
β(X) is the unique element ξ ∈ [m]x (= Adg(m), with π(g) = x) such that X = ξ.x, in other
words β(X) is caracterized by

β(X) ∈ [m]x ⊂ g and X = β(X).x .

In fact, β is nothing but the projection on M of the H-equivariant 1-form, θm, on G, i.e. θm
is the H-equivariant lift of β. Here, θm is defined as the m-component of the left invariant
Maurer-Cartan form θ of G. This can be written as follows

(π∗β)g = Adg(θm) ∀g ∈ G (1.3)

with θg(ξg) = g−1.ξg for all g ∈ G, ξg ∈ TgG.

Notation For any AdH-invariant subspace l ⊂ m, we will denote by [l] the subundle of [m] ⊂
M × g defined by [l]g.x0 = Adg(l).

1.3 The (canonical) invariant connection

On a reductive homogeneous space M = G/H , the Ad(H)-invariant summand m provides by
left translation in G, a G-invariant distribution H(m), given by H(m)g = g.m which is horizontal
for π : G→M and right H-invariant and thus defines a G-invariant connection in the principal
bundle π : G → M . In fact this procedure defines a bijective correspondance between reductive
summands m and G-invariant connections in π : G → M (see [53], chap. 2, Th 11.1). Then
the corresponding h-valued connection 1-form ω on G (of this G-invariant connection) is the
h-component of the left invariant Maurer-Cartan form of G:

ω = θh.
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1.4 Associated covariant derivative

The connection 1-form ω induces a covariant derivative in the associated bundle G×H m ∼= TM
and thus a G-invariant covariant derivative ∇0 in the tangent bundle TM . In particular, we can
conclude according to section 1.1 that if G/H is reductive then the linear isotropy representation
is faithful (provided that G acts effectively) or equivalently that kerAdm = ker ρ = kerφ. We
will suppose in the following that, without explicit reference to the contrary, the action of G is
effective and (thus) the linear isotropy representation is faithful.
One can compute explicitly ∇0.

Lemma 1.4.1 [19]

β(∇0
XY ) = X.β(Y )− [β(X), β(Y )], X, Y ∈ Γ(TM).

Let us write (locally) β(X) = AdU(Xm), β(Y ) = AdU(Ym) where U is a (local) section of π and
Xm, Ym ∈ C∞(M,m) then we have (using the previous lemma)

β(∇0
XY ) = AdU (dYm(X) + [α(X), Ym]− [Xm, Ym])

= AdU (dYm(X) + [αh(X), Ym] + [αm(X)−Xm, Ym])

where α = U−1.dU . Besides since U is a section of π (π ◦U = Id), then pulling back (1.3) by U ,
we obtain β = AdU(αm) and then αm(X) = Xm, so that

β(∇0
XY ) = AdU (dYm(X) + [αh(X), Ym]) (1.4)

Remark 1.4.1 We could also say that Xm, Ym are respectively the pullback by U of the H-
equivariant lifts X̃, Ỹ of X,Y (given by β(Xπ(g)) = Adg(X̃(g))).
Then ∇0

XY lifts as the m-valued H-equivariant map on G:

∇̃0
XY = dỸ (X̃) + [θh(X̃), Ỹ ]

and then taking the U -pullback we obtain the previous result (without using lemma 1.4.1).
Moreover, we can express∇0 in terms of the flat differentiation in the trivial bundleM×g (⊃ [m]).
Let us differentiate the equation Y = AdU(Ym) (we use the identification TM = [m] ⊂M × g)

dY = AdU (dYm + [α, Ym]) = AdU (dYm + [αh, Ym]) + AdU (([αm, Ym])) = ∇0Y + [β, Y ].

Finally, we obtain
dY = ∇0Y + [β, Y ] (1.5)

and we recover lemma 1.4.1.

1.5 G-invariant linear connections in terms of equivariant bilinear maps

Now let us recall the following results about invariant connections on reductive homogeneous
spaces.

Theorem 1.5.1 [53] Let πP : P → M be a K-principal bundle over the reductive homogeneous
space M = G/H and suppose that G acts on P as a group of automorphisms and let u0 ∈ P be
a fixed point in the fibre of x0 ∈ M (πP (u0) = x0). There is a bijective correspondance between
the set of G-invariant connections ω in P and the set of linear maps Λm : m→ k such that

Λm(hXh
−1) = λ(h)Λm(X)λ(h)−1 for X ∈ m and h ∈ H (1.6)
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where λ : H → K is the morphism defined by hu0 = u0λ(h) (H stabilizes the fibre Px0 = u0.K).
The correspondance is given by

Λ(X) = ωu0(X̃), ∀X ∈ g (1.7)

where X̃ is the vector field on P induced by X (i.e. ∀u ∈ P , X̃(u) = d
dt |t=0

exp(tX).u) and

Λ: g→ k is defined by Λ|m = Λm and Λ|h = λ (hence completely determined by Λm).

Corollary 1.5.1 In the previous theorem, let us suppose that P is a K-structure on M = G/H,
i.e. P is a subbundle of the bundle L(M) of linear frames on M with structure group K ⊂
GL(n,R) = GL(m) (we identify as usual m with Tx0M by ξ 7→ ξ.x0, and Tx0M to Rn via
the linear frame u0 ∈ P ⊂ L(M)). Then in terms of the G-invariant covariant derivative ∇
corresponding to ω, the G-invariant linear connection in P , the previous bijective correspondance
may be given by

Λ(X)(Y ) = ∇X̃ Ỹ
where X̃, Ỹ are any (local) left G-invariant vector fields extending X,Y i.e. there exists a local
section, g : U ⊂M → G, of π : G→M , such that X̃x = Adg(x)(X).p, for all x ∈M .

Remark 1.5.1 In theorem 1.5.1, the G-invariant connection in P defined by Λm = 0 is called
the canonical connection (with respect to the decomposition g = h + m). If we set P (M,K) =
G(G/H,H) with group of automorphismsG, the G-invariant connection defined by the horizontal
distribution H(m) is the canonical connection.
Now, let P be a G-invariant K-structure on M = G/H as in corollary 1.5.1. Let P ′ be a
G-invariant subbundle of P with structure group K ′ ⊂ K, then the canonical connection in
P ′ defined by Λm = 0 is (the restriction of ) the canonical connection in P which is itself the
restriction to P of the canonical connection in L(M). In particular, if we set P ′ = G.u0, this
is a subbundle of P with group H , which is isomorphic to the bundle G(G/H,H). Then the
canonical linear connection in P ′ corresponds to the invariant connection in G(G/H,H) defined
by the distribution H(m).

Theorem 1.5.2 Let P ⊂ L(M) be a K-structure on M = G/H. Then the canonical linear
connection (Λm = 0) in P defines the covariant derivative ∇0 in TM (obtained from H(m) in
the associated bundle G ×H m ∼= TM). Moreover there is a bijective correpondence between the
set of of G-invariant linear connections ∇, on M , determined by a connection in P , and the set
of linear maps Λm : m→ k ⊂ gl(m) such that

Λm(hXh
−1) = Adm(h)Λm(X)Adm(h)

−1 ∀X ∈ m, ∀h ∈ H, (1.8)

given by
∇ = ∇0 + Λ̄m

i.e. ∇XY = ∇0
XY + Λ̄m(X)Y for any vector fields X,Y on M , where with the help of (1.8) we

extended the Ad(H)-equivariant map Λm : m×m→ m to the bundle G×H m = TM to obtain a
map Λ̄m : TM × TM → TM .

Example 1.5.1 Let us suppose that M is Riemannian (i.e. AdmH is compact and m is endowed
with an AdH invariant inner product which defines a G-invariant metric on M) and let us take
P = O(M) the bundle of orthonormal frames on M , the previous correspondance is between
the set of G-invariant metric linear connections and the set of Ad(H)-equivariant linear maps
Λm : m→ so(m).
In particular the canonical connection ∇0 is metric (for any G-invariant metric on M).
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Theorem 1.5.3 • G-invariant tensors on the reductive homogeneous space M = G/H (or more
generally G-invariant sections of associated bundles) are parallel with respect to the canon-
ical connection.

• The canonical connection is complete (the geodesics are exactly the curves xt = exp(tX).x0,
for X ∈ m).

• Let P be a G-invariant K-structure on M = G/H, then the G-invariant connection defined
by Λ: m→ k has the same geodesics as the canonical connection if and only if

Λm(X)X = 0, ∀X ∈ m

Theorem 1.5.4 The torsion tensor T and the curvature tensor R of the G-invariant connection
corresponding to Λm is given at the origin point x0 as follows:

1. T (X,Y ) = Λm(X)Y − Λm(Y )X − [X,Y ]m,

2. R(X,Y ) = [Λm(X),Λm(Y )]− Λm([X,Y ]m)− adm([X,Y ]h),

for X,Y ∈ m.
In particular, for the canonical connection we have T (X,Y ) = −[X,Y ]m and R(X,Y ) = −adm([X,Y ]h),
for X,Y ∈ m; moreover we have ∇T = 0, ∇R = 0.

1.6 A Family of connections on the reductive space M

We take in what precede (i.e. in section 1.5) P = L(M). Then let us consider the one parameter
family of connections ∇t, 0 ≤ t ≤ 1 defined by

Λtm(X)Y = t[X,Y ]m, 0 ≤ t ≤ 1.

For t = 0, we obtain the canonical connnection ∇0. Since for any t ∈ [0, 1], Λtm(X)X = 0,
∀X ∈ m, ∇t has the same geodesics as ∇0 and in particular is complete. The torsion tensor is
given (at x0) by

T t(X,Y ) = (2t− 1)[X,Y ]m. (1.9)

In particular ∇ 1
2 is the unique torsion free G-invariant linear connection having the same

geodesics as the canonical connection (according to theorems 1.5.3 and 1.5.4).

Assume now that M is Riemannian, and let us take P = O(M). Then ∇t is metric if and
only if Λtm takes values in k = so(m) which is equivalent (for t 6= 0) to say that M is naturally
reductive (which means by definition that ∀X ∈ m, [X, ·]m is skew symmetric). Now (still in

the Riemannian case) let us construct a family of linear connections,
met

∇t , 0 ≤ t ≤ 1, which are
always metric:

met

∇t = ∇0 + t
(
[ , ][m] +UM

)

where UM : TM ⊕TM → TM is the "natural reductivity term" which is the symmetric bilinear
map defined by5

〈UM (X,Y ), Z〉 = 〈[Z,X ][m], Y 〉+ 〈X, [Z, Y ][m]〉 (1.10)

for all X,Y, Z ∈ [m]. Since UM is symmetric, the torsion of
met

∇t is once again given by

T t(X,Y ) = (2t− 1)[X,Y ][m]

5UM is the G-invariant extension of Um : m⊕ m → m, its restriction to m⊕ m.
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and thus
met

∇ 1
2 is torsion free and metric and we recover that

met

∇ 1
2 is the Levi-Civita connection

met

∇ 1
2 = ∇L.C..

Obviously if M is naturally reductive then
met

∇t = ∇t, ∀t ∈ [0, 1]. Moreover if M is (locally)
symmetric, i.e. [m,m] ⊂ h, then all these connections coincide and are equal to the Levi-Civita

connection:
met

∇t = ∇t = ∇0 = ∇L.C..

Remark 1.6.1 ∇1 is interesting since it is nothing but the flat differentiation in the trivial
bundle M×g followed by the projection onto [m] (along [h]) (see remark 1.4.1). So this connection
is very natural and following [1], we will call it the anticanonical connection.

1.7 Differentiation in End(T (G/H))

According to section 1.2, we have

End(T (G/H)) = G×H End(m) ⊂ (G/H)× End(g),

the previous inclusion being given by [g,A] 7→ (π(g),Adg ◦A◦Adg−1) and we embedd End(m) in
g by extending any endomorphism of m to the corresponding endomorphism of g which vanishes
on h. In other words End(T (G/H)) can be identified to the subbundle [End(m)] of the trivial
bundle (G/H) × End(g), with fibers [End(m)]g.x0 = End(Adg(m)) = Adg(End(m))Adg−1 =
Adg(End(m)⊕ {0})Adg−1.
Now, let us compute in terms of the Lie algebra setting, the derivative of the inclusion map
I : End(T (G/H)) → M × End(g) or more concretely the flat derivative in M × End(g) of any
section of End(T (G/H)). To do that, we compute the derivative of

Ĩ : (g,Am) ∈ G× End(m) 7−→ (g.x0, Adg ◦Am ◦Adg−1) ∈M × End(g).

We obtain
dĨ(g,Am) =

(
Adg(θm) . π(g), Adg (dAm + [adθ, Am]) Adg

−1
)
.

Next, let us decompose the endomorphisms in g into blocs according to the vector space decom-
position g = h⊕m:

End(g) =

(
End(h) End(m, h)

End(h,m) End(m)

)
. (1.11)

By regrouping terms, we obtain the following splitting

End(g) = End(m)⊕ (End(m, h)⊕ End(h,m)⊕ End(h)) ,

which applied to dĨ(g,Am), gives us the decomposition

dĨ(g,Am) =
(
0, Adg (dAm + [admθh, Am] + [[admθm]m, Am]) Adg

−1
)

(1.12)

+
(
Adg(θm) . π(g), Adg ([admθm]h ◦Am −Am ◦ adhθm)Adg−1

)
.

The first term is in the vertical space VĨ(g,Am) = Adg(End(m))Adg−1 = End(Tπ(g)M) and the
previous decomposition (1.12) provides us with a splitting TEnd(M) = V ⊕H = π∗

M (End(M))⊕
H, i.e. a connection on End(M). Let us determine this connection: we see that the projection on
the vertical space (along the horizontal space) corresponds to the projection on [End(m)] following
(1.11) so that according to remark 1.6.1, we can conclude that the horizontal distribution H
defines the connection ∇1 on End(TM) = TM∗ ⊗ TM .
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Remark 1.7.1 a) We can recover this previous fact directly from the first term of (1.12) and
the definition of ∇1. Indeed, first recall that given two linear connections ∇, ∇′ on M , we can
write ∇′ = ∇ + F , where F is a section of TM∗ ⊗ End(TM), and then for any section A in
End(TM),

∇′A = ∇A+ [F,A].

Besides, ∇1 = ∇0 + [ , ][m], and moreover, if we write (locally) A = (π(U), AdU ◦Am ◦AdU−1)
where U is a local section of π and Am ∈ C∞(M,End(m)), then according to (1.4),

∇0A = AdU (dAm + [admαh, Am]) , (1.13)

so that we conclude that

∇1A = AdU (dAm + [admαh, Am] + [[admαm]m, Am]) AdU
−1

which is the (pullback of) the first term of (1.12).

b) Furthermore, if G/H is (locally) symmetric (i.e. [m,m] ⊂ h), then ∇L.C. = ∇0 = ∇1 and in
particular

∇L.C.A = AdU (dAm + [admαh, Am]) . (1.14)
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2 m-th elliptic integrable system associated to a k′-symmetric

space

2.0.1 Definition of Gτ (even when τ does not integrate in G)

Here, we will extend the notion of subgroup fixed by an automorphism of Lie group to the
situation where only a Lie algebra automorphism is provided. Indeed, let τ : G → G be a Lie
group automorphism, then usually one can define Gτ = {g ∈ G| τ(g) = g} the subgroup fixed
by τ . Now, we want to extend this definition to the situation where we only have a Lie algebra
automorphism, and so that the two definitions coincide when the Lie algebra automorphism in-
tegrates in G.

Let g be a real Lie algebra and τ : g→ g be an automorphism. Then let us denote by

g0 = gτ := {ξ ∈ g| τ(ξ) = ξ} (2.1)

the subalgebra of g fixed by τ . Let us assume that τ defines in g a τ -invariant reductive decom-
position

g = g0 ⊕ n, [g0, n] ⊂ n, τ(n) = n.

Moreover we suppose that we have n = Im (Id − τ), i.e. that the decomposition g = g0 ⊕ n

coincides with the Fitting decomposition of Id − τ (remark that this decomposition is then
automatically reductive since adξ ◦ (Id− τ) = (Id− τ) ◦ adξ, ∀ξ ∈ g0).
Without loss of generality, we assume that the center of g is trivial. Moreover, we assume also,
without loss of generality, that g0 does not contain non-trivial ideal of g, i.e. that adn : g0 → gl(n)
is injective (the kernel is a τ -invariant ideal of g that we factor out). We then have

g0 = {ξ ∈ g| τ ◦ adξ ◦ τ−1 = adξ} (2.2)

Let G be a connected Lie group with Lie algebra g. Then let us consider the subgroup

G0 = {g ∈ G| τ ◦Adg ◦ τ−1 = Adg}.

Then G0 is a closed subgroup of G and LieG0 = g0.
Moreover, without loss of generality, we will suppose that G0 does not contain non-trivial normal
subgroup of G (by factoring out, if needed, by some discrete subgroup of G), i.e. that Adn : G0 →
GL(n) is injective (see section 1). Now, we want to prove that if τ integrates in G, then we
have G0 = Gτ , where Gτ is the subgroup fixed by τ : G → G. First, we have ∀g ∈ Gτ ,
τ ◦ Adg ◦ τ−1 = Adτ(g) = Adg, thus Gτ ⊂ G0. Conversely, we have ∀g ∈ G0, Adg(n) = n and
Adg = τ◦Adg◦τ−1 = Adτ(g) so that Adng = Adnτ(g) and thus g = τ(g) since Adn : G0 → GL(n)
is injective. We have proved Gτ = G0. This allows us to make the following:

Definition 2.0.1 Let g be a real Lie algebra and τ : g → g be an automorphism, and G a
connected Lie group with Lie algebra g. Let us assume that τ defines in g a τ-invariant reductive
decomposition: g = g0 ⊕ n with n = Im (Id− τ). Then we will set

Gτ := {g ∈ G| τ ◦Adg ◦ τ−1 = Adg}.

Let us conclude this subsection by some notations:

Notations and conventions In all the paper, when a real Lie algebra g and an automorphism
τ will be given, then we will suppose without loss of generality that the center of g is trivial, g0
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will denote the Lie subalgebra defined by (2.1), G will denote a connected Lie group with Lie
algebra g and G0 ⊂ G a closed subgroup such that (Gτ )0 ⊂ G0 ⊂ Gτ (which implies that its Lie
algebra is g0).
Moreover, without loss of generality, we will always suppose that g0 does not contain non-trivial
ideal of g - we will then say that (g, g0) is effective - and also suppose that Gτ does not contain
non-trivial normal subgroup of G (by factoring out, if needed, by some discrete subgroup of G).
Consequently, when τ can be integrated in G, then Gτ will coincide with the subgroup of G fixed
by τ : G→ G.

Remark 2.0.2 • Let g be a Lie algebra and τ : g → g be an automorphism. Let us consider
G′ = AdG =: Int(g) the adjoint group of g (which does not depend on the choice of the connected
group G), and let C = kerAd be the center of G. Then we can identify the morphism Ad with
the covering π : G→ G/C and G′ to G/C. Besides τ always integrates in G′ into τ ′ defined by
τ ′ = Intτ : Adg ∈ G′ 7→ τ ◦Adg ◦ τ−1 and we have τ ′ ◦ π = π ◦ τ (See [35, p. 127]). Then, we see

that G0 = Ad−1(G′τ
′

) = π−1(G′τ
′

).
• Now, let us come back to the hypothesis of trivialness of the center of g. Let g be a real Lie
algebra with center c and τ : g→ g an automorphism. Then we have τ(c) = c. Therefore, if τ is
of order k′, for any m ∈ N∗, the m-th elliptic integrable system associated to τ splits into two
independent systems: a general one on g′ = g/c and a trivial one on c = Rn : dαλ = 0, ∀λ ∈ C∗.
Then the solutions of this trivial system are the maps fλ : L → c, fλ =

∑m
j=−m λ

jfj, ∀λ ∈ C∗,

such that f−j = fj, j ≥ 0, and f−j is an holomorphic map into the eigenspace cC ∩ gC−j . (Of
course αλ = dfλ.) Therefore, the hypothesis of trivialness of the center can be done without loss
of generality.

2.1 Finite order Lie algebra automorphisms

Let g be a real Lie algebra and τ : g → g be an automorphism of order k′. Let ωk′ be a k′-th
primitive root of unity. Then we have the following eigenspace decomposition:

gC =
⊕

j∈Z/k′Z

gCj , [gCj , g
C

l ] ⊂ gCj+l

where gCj is the ωjk′ -eigenspace of τ .

We then have to distinguish two cases.

2.1.1 The even case: k′ = 2k

Then we have gC0 = (g0)
C. Moreover let us remark that

gCj = gC−j , ∀j ∈ Z/k′Z. (2.3)

Therefore gCk = gC−k = gCk so that we can set gCk = (gk)
C with

gk = {ξ ∈ g| τ(ξ) = −ξ}.

Moreover, owing to (2.3), we can define mj as the unique real subspace in g such that its
complexified is given by

mC

j = gCj ⊕ gC−j for j 6= 0, k,
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and n as the unique real subspace such that

nC =
⊕

j∈Z′
k\{0}

gCj ,

that is n = (⊕k−1
j=1mj) ⊕ gk. In particular τ defines a τ -invariant reductive decomposition g =

g0 ⊕ n.
Hence the eigenspace decomposition is written:

gC =
(
gC−(k−1) ⊕ . . .⊕ gC−1

)
⊕ gC0 ⊕

(
gC1 ⊕ . . .⊕ gCk−1

)
⊕ gCk

so that by grouping

gC = gC0 ⊕ gCk ⊕
[
⊕k−1
j=1m

C

j

]

= hC ⊕mC

where h = g0 ⊕ gk and m = ⊕k−1
j=1mj. Considering the automorphism σ = τ2, we have h = gσ

and g = h⊕m is the reductive decomposition defined by the order k automorphism σ. Without
loss of generality, and according to our convention applied to g and σ, we will suppose in the
following that (g, h) is effective i.e. h does not contain non trivial ideal of g. This implies in
particular that (g, g0) is also effective.

Now let us integrate our setting: let G be a Lie group with Lie algebra g and we choose G0

such that (Gτ )0 ⊂ G0 ⊂ Gτ . Then G/G0 is a (locally) 2k-symmetric space (it is globally 2k-
symmetric if τ integrates in G) and is in particular a reductive homogeneous space (reductive
decomposition g = g0 ⊕ n).
Moreover since σ = τ2 is an order k automorphism, then for any subgroup H , such that (Gσ)0 ⊂
H ⊂ Gσ, G/H is a (locally) k-symmetric space. In all the following we will always do this choice
for H and suppose that H ⊃ G0 (it is already true up to covering since h ⊃ g0) so that N = G/G0

has a structure of associated bundle over M = G/H with fibre H/G0: G/G0
∼= G ×H H/G0.

We can add that on h, τ is an involution: (τ|h)
2 = Idh, whose symmetric decomposition is

h = g0 ⊕ gk, and gives rise to the (locally) symmetric space H/G0. The fibre H/G0 is thus
(locally) symmetric (and globally symmetric if the inner automorphism Intτ|m stabilizes AdmH).
Owing to the effectivity of (g, h), we have the following characterization:

g0 = {ξ ∈ h|[admξ, τ|m] = 0} (2.4)

gk = {ξ ∈ h|{admξ, τ|m} = 0} (2.5)

{} being the anticommutator.

Two different types of 2k-symmetric spaces. Since (τ|m)
k is an involution, there exist two

invariant subspaces m′ and m′′, of m, each sum of certain mj’s, such that

(τ|m)
k = −Idm′ ⊕ Idm′′ .

These subspaces m′ and m′′ can be computed easily : m′ = ⊕[k−2
2 ]

j=0 m2j+1 and m′′ = ⊕[k−1
2 ]

j=1 m2j.
In other words, their complexifications are given by

m′C =
⊕

zk = −1
z 6= −1

ker(τ − zId), m′′C =
⊕

zk = 1
z 6= ±1

ker(τ − zId).

At this stage, there are two possibilities:
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• if m′′ = 0 then (τ|m)
k = −Idm and τ|m admits eigenvalues only in the set {zk = −1, z 6= −1}.

• if m′′ 6= 0 then (τ|m)
k 6= −Idm and τ|m admits eigenvalues in each the sets {zk = 1, z 6= ±1}

and {zk = −1, z 6= −1}.

These two cases give rise to two different types of 2k-symmetric spaces (see section 3.5)

G-invariant metrics. Now, let us suppose that M = G/H is Riemannian (i.e. AdmH is
compact) then we can choose an AdH-invariant inner product on m for which τ|m is an isometry6.
In the next of the paper, we will always choose this kind of inner product on m. Therefore, τ|m
is an order 2k isometry. We will study this kind of endomorphism in section 3.
Moreover, let us remark that if G/H is Riemannian then so is G/G0. Further, since the elliptic
system we will study in this paper is given in the Lie algebra setting it is useful to know how
the fact that G/H is Riemannian can be read in the Lie algebra setting. In fact, under our
hypothesis of effectivity, G/H is Riemannian if and only if h is compactly imbedded7 in g and
AdH/AdH0 is finite. Moreover, according to proposition 8.2.3 in the Appendix, AdH/AdH0 is
always finite so that G/H is Riemannian if and only if h is compactly imbedded in g.

2.1.2 The odd case: k′ = 2k + 1

As in the even case we have gC0 = (g0)
C and gCj = gC−j , ∀j ∈ Z/k′Z. Then we obtain the following

eigenspace decomposition:

gC =
(
gC−k ⊕ . . .⊕ gC−1

)
⊕ gC0 ⊕

(
gC1 ⊕ . . .⊕ gCk

)
, (2.6)

which provides in particular the following reductive decomposition:

g = g0 ⊕m

with m = ⊕kj=1mj and mj is the real subspace whose the complexification is mC
j = gC−j ⊕ gCj .

According to our convention, we suppose that (g, g0) is effective.
Then, as in the even case, integrating our setting and choosing G0 such that (Gτ )0 ⊂ G0 ⊂
Gτ , we consider N = G/G0 which is a locally (2k + 1)-symmetric space and in particular
a reductive homogeneous space. Moreover, the decomposition (2.6) gives rises to a splitting
TNC = T 1,0N ⊕ T 0,1N defined by

TNC =
(
⊕kj=1[g

C
−j ]
)
⊕

(
⊕kj=1[g

C
j ]
)

= T 1,0N ⊕ T 0,1N
(2.7)

This splitting defines a canonical almost complex structure on G/G0, that we will denote by J.

Let us suppose that N = G/G0 is Riemannian then the subgroup generated by AdmG0 and
τ|m is compact (because AdmG0 is compact and τ|mAdmg τ

−1
|m = Admg, ∀g ∈ G0, and τm is of

finite order). Therefore there exists an AdG0-invariant inner product on m for which τ|m is an
isometry. In the next of the paper, we will always choose this kind of inner product on m (when
N is Riemannian).

6See the Appendix, theorem 8.2.2, for the proof of the existence of such a inner product
7See [35, p. 130] for a definition.
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2.2 Definitions and general properties of the m-th elliptic system.

2.2.1 Definitions

Let τ : g → g be an order k′ automorphism with k′ ∈ N∗ (if k′ = 1 then τ = Id). We use the
notations of 2.1. Let us begin by defining some useful notations.

Notation and convention Given I ⊂ N, we denote by
∏
j∈I g

C
j , the product

∏
j∈I g

C

jmod k′ . In
the case

∑
j∈I g

C

jmod k′ is a direct sum in gC, we will identify it with the previous product via
the canonical isomorphism

(aj)j∈I 7−→
∑

j∈I

aj , (2.8)

and we will denote these two subspaces by the same notation ⊕j∈IgCj .

Now, let us define the m-th elliptic integrable system associated to a k′-symmetric space, in the
sense of Terng [65].

Definition 2.2.1 Let L be a Riemann surface. The m-th (g, τ)-system (with the (−)-convention)
on L is the equation for (u0, . . . , um), (1, 0)-type 1-form on L with values in

∏m
j=0 g

C
−j:





∂̄uj +

m−j∑

i=0

[ūi ∧ ui+j ] = 0 (Sj), if 1 ≤ j ≤ m,

∂̄u0 + ∂ū0 +

m∑

j=0

[uj ∧ ūj ] = 0 (S0)

(Syst)

It is equivalent to say that the 1-form

αλ =
m∑

j=0

λ−juj + λj ūj =
m∑

j=−m

λj α̂j (2.9)

satisfies the zero curvature equation:

dαλ +
1

2
[αλ ∧ αλ] = 0, ∀λ ∈ C∗. (2.10)

Definition 2.2.2 Let L be a Riemann surface. The m-th (g, τ)-system (with the (+)-convention)
on L is the equation (Syst) as in definition 2.2.1 but for (u0, . . . , um), (1, 0)-type 1-form on L
with values in

∏m
j=0 g

C
j :

8

It is equivalent to say that the 1-form

αλ =

m∑

j=0

λjuj + λ−j ūj =

m∑

j=−m

λj α̂j (2.11)

satisfies the zero curvature equation (2.10).

Remark 2.2.1 The difference between the two conventions is that in the first one α′
λ =

∑m
j=0 λ

−juj
involves negative powers of λ whereas in the second one α′

λ involves positive powers of λ (in other
words α̂′′

−j = 0, for j ≥ 1 in the first one whereas α̂′′
j = 0, for j ≥ 1 in the second one). In fact

8instead of
∏m

j=0 g
C
−j .
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the second system is the first system associated to τ−1 and vice versa.
The first convention is the traditional one: it was used for harmonic maps into symmetric space
(see [22]) and by Hélein-Romon [32, 33, 34] for Hamiltonian stationary Lagrangian surfaces in
Hermitian symmetric space – first example of second elliptic integrable system associated to a
4-symmetric space. Then this convention was used in [41, 42, 43]. Terng [65], herself, in her
definition of the elliptic integrable system uses also this convention. However in [16], it is the
second convention which is used.
The (+)-convention is in fact the most natural, as we will see, since in the (−)-convention, there
is a minus sign which appears when we pass from the Lie algebra setting to the geometric setting.
This is what happens for example when we will associate to the automorphism τ , a almost com-
plex complex structure in the target space (see also [43], remark 13). Namely, we will consider
that the eigenspace spaces g−j will define the (1, 0)-part and the subspaces gj the (0, 1)-part of
the tangent space of the target. But the (+)-convention leads to several changes in the traditional
conventions, like for example in the DPW method [22], we must use the Iwasawa decomposition
ΛGC

τ = ΛGτ .Λ
−
BG

C
τ instead of ΛGC

τ = ΛGτ .Λ
+
BG

C
τ and in particular the holomorphic potential

involves positive power of λ instead of negative one as it is the case traditionally. We decided
here to continue to perpetuate the tradition as in [43] and to use the first convention. So in
the following when we will speak about the m-th elliptic integrable system, it will be
according to the definition 2.2.1.

Notation Sometimes, to avoid confusion we will denote (Syst) either by (Syst(m, g, τ)), (Syst(m, τ))
or simply by (Syst(m)) depending on the context and the needs.
For shortness we will also often say the (m, g, τ)-system instead of the m-th (g, τ)-system. We
will also say the m-th elliptic (integrable) system associated to (the k′-symmetric space) G/G0.
We will say that a family of 1-forms (αλ)λ∈C∗ (denoted by abuse of notation, simply by αλ) is
solution of the (m, g, τ)-system (or of (Syst)) if it corresponds to some solution u of this system,
according to (2.9). Therefore αλ is solution of the (m, g, τ)-system if and only if it can be written
in the form (2.9), for some (1, 0)-type 1-form u on L with values in

∏m
j=0 g

C
−j , and satisfies the

zero curvature equation (2.10).

It will turn out that the (m, g, τ)-system has distinctively different behaviour if k′ is even and if
k′ is odd. Moreover, for every k′ there are three different types of behaviour, according to the
size of m relatively to k′.

Definition 2.2.3 If k′ = 1, set mk′ = 0. If k′ > 1, we set mk′ =

[
k′ + 1

2

]
=

{
k if k′ = 2k

k + 1 if k′ = 2k + 1
.

We will say that the m-th (g, τ)-system is:
– in the primitive case (or that the system is primitive) if 0 ≤ m < mk′ ,
– in the determined case (or that the system is determined) if mk′ ≤ m ≤ k′ − 1,
– and in the underdetermined case (or that the system is underdetermined) if m > k′ − 1.
Moreover, the determined system of minimal order mk′ will be called "the minimal determined
system", and the one of maximal order k′ − 1 will be called "the maximal determined system".

Let us consider the g-valued 1-form α := αλ=1. Then we have α =
∑m
j=0 uj + ūj according to

(2.9) which is equivalent to α′ =
∑m

j=0 uj, since α is g-valued.

• In the primitive and determined cases (m ≤ k′ − 1),
∑m

j=0 g
C
−j is a direct sum so that u =

(u0, . . . , um) can be identified with
∑m

j=0 uj = α′ via (2.8) and according to our convention. We
will then write simply u = α′. In particular we have

uj = α′
−j ∀j, 0 ≤ j ≤ m
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with αj := [α]gj ∀j ∈ Z/k′Z. Hence in the primitive and determined cases the m-th (g, τ)-system
can be considered as a system on α. Moreover, we can recover αλ from α and we will speak
about the "extended Maurer Cartan form" αλ which is then associated to α by

αλ =

m∑

j=1

λ−jα′
−j + α0 +

m∑

j=1

λjα′′
j

according to (2.9).

• In the underdetermined case,
∑m
j=0 g

C
−j is not a direct sum so that to a given α (coming from

some solution αλ of the m-th (g, τ)-system, according to α = αλ=1) there are a priori many
(other) corresponding solutions u = (u0, . . . , um) since

∀j ∈ Z/k′Z, α′
−j =

∑

i≡j[k′ ]

ui.

In fact, we will prove that there are effectively an infinity of other solutions αλ satisfying the
condition αλ=1 = α (see theorem 2.2.1; see also section 2.5 for a conceptual explanation).

2.2.2 The geometric solution

Convention. Our study, in the present paper, is local therefore we will suppose (when it is
necessary to do so) either that L is simply connected or that all lifts (of maps defined on L)
and integrations (of 1-forms on L) are made locally. We consider that these considerations are
implicit and will not specify these most of the time.

The equations (2.10) and (2.9) are invariant by gauge transformations by the group C∞(L,G0):

U0 · αλ = AdU0(αλ)− dU0.U
−1
0 .

where U0 ∈ C∞(L,G0). This means that if αλ satisfies (2.10) then so is U0 · αλ and if αλ can
be written in the form (2.9) then so is U0 · αλ. Therefore if αλ is a solution of (Syst) then so is
U0 · αλ. This allows us to define a geometric solution of (Syst) as follows:

Definition 2.2.4 A map f : L → G/G0 is a geometric solution of (Syst) if for any (local)
lift U of f , into G, there exists a (local) solution αλ of (Syst) such that U−1.dU = αλ=1.

In other words, we obtain the set of geometric solutions as follows: for each solution αλ of (Syst),
consider the g-valued 1-form α := αλ=1, then integrate it by U : L→ G, U−1.dU = α, and finally
project U on G/G0 to obtain the map f : L→ G/G0.

Now, to simplify the exposition, let us suppose that L is simply connected (until the end of 2.2.2).
Then (αλ)λ∈C∗ 7→ α = αλ=1 is a surjective map from the set of solutions of (Syst) to the set of
Maurer-Cartan forms of lifts of geometric solutions. According to the discussion at the end of
subsection 2.2.1, this map is bijective in the primitive and determined case (m ≤ k′− 1) and not
injective in the underdetermined case (m > k′ − 1). By quotienting by C∞(L,G0), we obtain a
surjective map πm with the same properties, taking values in the set of geometric solutions.

Let us make more precise all that. We suppose, until the end of this subsection 2.2.2, that
the automorphism τ : g → g is fixed (so that the only data which varies in the (m, g, τ)-system
is the order m). First, let us give an explicit expression of the space S(m) of solutions αλ of
the system (Syst(m)), i.e. the solutions of the zero curvature equation (2.10), which satisfies
the equality (2.9) for some (1, 0)-type 1-form u on L with values in

∏m
j=0 g

C
−j . To do that,
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we want to express the condition to be written in the form (2.9) as a condition on the loop
α• : λ ∈ S1 7→ αλ ∈ C(T ∗L⊗ g). The " • " means of course functions on the parameter9 λ ∈ S1.
More precisely, we will consider α• as a 1-form on L with values in the loop Lie algebra C(S1, g).
Then the condition to be written in the form (2.9) means:

(2.9)⇐⇒ (α• ∈ Λmgτ and α′
• ∈ Λ−gCτ ) (2.12)

where

Λgτ = {η• : S1 → g| ηωλ = τ(ηλ), ∀λ ∈ S1}
Λmgτ = {η• ∈ Λgτ | ηλ =

∑

|j|≤m

λj η̂j}

Λ−gCτ = {η• ∈ ΛgCτ | ηλ =
∑

j≤0

λj η̂j}

and ω is a k′-th primitive root of unity. We refer the reader to [60] for more details about loop
groups ad their Lie algebras (in particular about the possible choices of topology which makes
Λgτ be a Banach Lie algebra). Therefore the space of solutions of (Syst(m)) is given by

S(m) = {α• ∈ C(T ∗L⊗ Λmgτ )|α′
• ∈ Λ−gCτ and dα• +

1

2
[α• ∧ α•] = 0}. (2.13)

Let us remark that the condition α′
• ∈ Λ−gCτ can be interpretated as a condition of C-linearity.

Indeed, the Banach vector space Λgτ/g0 is naturally endowed with the complex structure defined
by the following decomposition

(Λgτ/g0)
C = ΛgCτ /g

C

0 = Λ−
∗ gτ ⊕ Λ+

∗ gτ , (2.14)

where Λ±
∗ gτ = {η• ∈ ΛgCτ | ηλ =

∑
j≷0 λ

j η̂j}. Then the condition α′
• ∈ Λ−gCτ means that

[α′
•]∗ : TL→ (Λgτ/g0)

C is C-linear, where [ ]∗ denotes the component in Λ∗gτ = {η• ∈ Λgτ |ηλ =∑
j 6=0 λ

j η̂j} ∼= Λgτ/g0.

Now let us integrate our setting. Firstly, let us define the twisted loop group ([60])

ΛGτ = {U• : S
1 → G|Uωλ = τ (Uλ)}.

Then, let us set

Em = {U• : L→ ΛGτ |Uλ(0) = 1, ∀λ ∈ S1;αλ := U−1
λ .dUλ is a solution of (Syst(m))}

Em1 = {U : L→ G|∃U• ∈ Em, U = U1}
Gm1 = {f : L→ G/G0 geometric solution of (Syst(m)), f(0) = 1.G0}
Gm = {f• = πG/G0

◦ U•, U• ∈ Em}

Remark that because of the gauge invariance: E(m).K ⊂ E(m) where K = C∞
∗ (L,G0) = {U ∈

C∞(L,G0)|U(0) = 1}, any lift10 U• : L→ ΛGτ of an element f• ∈ Gm belongs to Em.

Definition 2.2.5 An element f• ∈ Gm will be called an extended geometric solution of (Syst(m)).

9Remark that α• determines (αλ)λ∈C∗ , when this latter satisfies (2.9).
10With initial condition U(0) = 1.
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The space of geometric solutions is obviously obtained from the space of extended geometric
solutions Gm by the evaluation at λ = 1. Moreover S(m) ≃ Em is determined by Gm• because of
the gauge invariance: E(m).K ⊂ E(m), so that we can write Gm = E(m)/K. Consequently, we
have also Gm1 = Em1 /K.
Finally, we obtain the following diagram

S(m)
int−−−−→
∼=

Em πK−−−−→ Em/K Gm•
ev1

y
y

y πm

y

S(m)1
int−−−−→
∼=

Em1 −−−−→ Em1 /K Gm
.

Therefore, the surjective map πm is bijective for m ≤ k′ − 1 and not injective for m > k′ − 1
(because so is ev1). We will need the following definition:

Definition 2.2.6 Given a g-valued Maurer-Cartan 1-form α on L, we define the geometric

map corresponding to α, as f = πG/G0
◦ U , where U integrates α: U−1.dU = α, U(0) = 1.

We have seen that in the primitive and determined cases, we can consider (Syst(m)) as a system
on the g-valued 1-form α := αλ=1. Since the Maurer-Cartan equation for α is always contained in
(Syst(m)) according to (2.10), this systems on α is itself equivalent to a system on the geometric
map f corresponding to α. This system on f is then a G-invariant elliptic PDE on f of order
≤ 2.
Let us summarize:

Proposition 2.2.1 The natural surjective map πm : Gm → Gm1 from the set of extended geomet-
ric solutions of the (m, g, τ)-system into the set of geometric solutions is bijective in the primitive
and determined cases (m ≤ k′ − 1) and not injective in the underdetermined case (m > k′ − 1).
Moreover, in the primitive and determined cases, the (m, g, τ)-system - which is initially a system
on the Λmgτ -valued 1-form αλ - is in fact a system on the 1-form α := αλ=1, itself equivalent to
an elliptic PDE of order ≤ 2 on the corresponding geometric map f : L→ G/G0.

Furthermore, let us interpret the C-linearity of [α′
•]∗ : TL → (Λgτ/g0)

C in terms of the corre-
sponding extended geometric solution f• : L → ΛGτ/G0, defined by f• = πG/G0

◦ U• where U•

integrates α•. Firstly, the complex structure defined in Λgτ/g0 by (2.14) is AdG0-invariant so
that it defines a ΛGτ -invariant complex structure on the homogeneous space ΛGτ/G0. There-
fore the C-linearity of [α′

•]∗ means exactly that f• : L → ΛGτ/G0 is holomorphic. Now, let
us interpret the condition α• ∈ Λmgτ in terms of the map f•. Let us consider the following
AdG0-invariant decomposition

Λgτ/g0 = Λm∗gτ ⊕ Λ>mgτ

where Λm∗gτ = Λmgτ ∩ Λ∗gτ and Λ>mgτ = {η• ∈ Λgτ | ηλ =
∑

|j|>m λ
j η̂j}, which gives rise

respectively to some ΛGτ -invariant splitting

T (ΛGτ/G0) = HΛ
m ⊕ VΛ

m.

Then HΛ
m and VΛ

m inherit respectively the qualificatifs horizontal and vertical subbundle respec-
tively. Therefore, in the same spirit as [22] (remark 2.5 and proposition 2.6), the equation (2.13)
gives us the following familiar twistorial characterization

Proposition 2.2.2 A map f• : L→ ΛGτ/G0 is an extended geometric solution of the (m, g, τ)-
system if and only if it is holomorphic and horizontal.
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2.2.3 The increasing sequence of spaces of solutions: (S(m))m∈N

Again, we suppose in all 2.2.3 that the automorphism τ is fixed and that L is simply connected.
Then according to the realisation of (Syst(m)) in the forms (2.10) and (2.9), we see that any
solution of (Syst(m)) is solution of (Syst(m′)) for m ≤ m′ (take uj = 0 for m < j ≤ m′).
More precisely, (Syst(m)) is a reduction of (Syst(m′)): (Syst(m)) is obtained from (Syst(m′)) by
putting uj = 0, m < j ≤ m′, in (Syst(m′)). In particular, S(m) ⊂ S(m′) for m ≤ m′; so that any
solution in the primitive case (m < mk′) is solution of any determined system (mk′ ≤ m ≤ k′−1),
and any solution of a determined system is solution of any underdetermined system (m > k′−1).

{Primitive case} ⊂ {determined case} ⊂ {underdetermined case}.

Remark 2.2.2 We have πm′ |Gm = πm if m ≤ m′. In particular, πm′(Gm) = Gm1 . We can set
S(∞) = ∪m∈NS(m), E∞ = ∪m∈NEm and G∞ = ∪m∈NGm. Then we have G∞ = E∞/K. Moreover
we can define the surjective map π∞ : G∞ → G∞1 such that π∞|Gm = πm, ∀m ∈ N. Then π∞|Gm

is a bijection onto Gm1 for each m ≤ k′ − 1.
We can call S(∞) the (g, τ)-system, and then we can speak about its subsystem of order m,
namely S(m). In particular, we have the following characterization:

S(∞) = {α• ∈ C(T ∗L⊗ Λ(∞)gτ )|α′
• ∈ Λ−gτ and dα• +

1

2
[α• ∧ α•] = 0}

where Λ(∞)gτ = ∪m∈NΛmgτ .

Important Remark It could happens that the eigenspaces gj vanishes for the first values of
j, i.e. j close to 0. For example it is a priori possible that g0 = 0 (which implies that our
k′-symmetric space is a group). Then for the values of m ≥ k′ close to k′, the underdeter-
mined systems Syst(m) coincide trivially with the determined system Syst(k′− 1), because then
uj ∈ g−j = {0}, for k′ ≤ j ≤ m. This is why, when we say "underdetermined", we mean in
fact "underdetermined but not determined" to exclude the (potential) formal underdetermined
systems which are in fact trivially determined because of the (potential) vanishing of the first
eigenspaces. Remark that this eventuality to happen need that all the eigenspaces from 0 to a
small value, vanish (they can not all vanish otherwise g = 0), and in particular, this implies that
g0 = 0 (the automorphism τ has no fixed point).

The primitive and determined cases (m ≤ k′−1) Now, let us apply the previous discussion
(about the increasing sequence (S(m))m∈N) to the study of the determined case. Let us recall
that in this case, we can consider that the system (Syst(m)) deals only with g-valued 1-forms α.
Let us also keep in mind that, in this case, we have α′ = u ∈ ⊕mj=0g

C
−j (see the discussion in the

end of 2.2.1, after definition 2.2.3). Then we obtain immediately:

Proposition 2.2.3 The solutions of a determined system (Syst(m)), mk′ ≤ m ≤ k′ − 1, are
exactly the solutions of the maximal determined system, i.e. (Syst(k′ − 1)), which satisfy the
holomorphicity conditions:

α′′
−j = 0, 1 ≤ j ≤ k′ − 1−m.

Moreover, the solutions of a primitive system (Syst(m)), 1 ≤ m ≤ mk′ − 1, are the solutions of
the minimal determined system, i.e. (Syst(mk′)), which satisfy

(i) if k′ = 2k is even, the horizontality conditions:

αk = α±(k−1) = . . . α±(m+1) = 0
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(ii) if k′ = 2k + 1 is odd,

• the holomorphicity condition : α′′
−k = 0 if m = k,

• the horizontality conditions : α±k = α±(k−1) = . . . α±(m+1) = 0 if m ≤ k − 1.

The non injectivity of πm in the underdetermined case Now, let us turn ourself to the
underdetermined case. We want to study the surjective map πm : Gm → Gm1 , in this case.

Theorem 2.2.1 The surjective map πm : Gm → Gm1 , from the set of extended geometric solu-
tions into the set of geometric solutions, is a principal bundle with as structure group some group
of holomorphic curves into ΛGτ/G0. In the determined and primitive cases, this group is trivial
whereas in the underdetermined case it is of infinite dimension.
Therefore, in the underdetermined case, the surjective map πm : Gm → Gm1 is not injective and
its fibers are of an infinite dimension (even up to conformal transformations of L). A fortiori,
so is for the map ev1 : α• ∈ S(m)→ α := αλ=1 ∈ S(m)1.

Proof. The natural map ΛGτ → G, g → g(1) is a morphism of group and therefore a principal
fibre bundle, with as structure group the kernel

H = {g ∈ ΛGτ |g(1) = 1G}.
Then it induces the fibration π : ΛGτ/G0 → G/G0 which is also a H-principal bundle (remark
that G0 ∩ H = {1}), H acting by the left on ΛGτ/G0.
Let Holm(L,ΛGτ/G0) be the set of holomorphic integrale curves f• of the holomorphic ΛGτ -
invariant distribution HΛ

m, such that f•(o) = 1.G0, where o is a reference point in L. According
to proposition 2.2.2, we have Gm = ΛGτ .Hol

m(L,ΛGτ/G0). Therefore, denoting (Gm1 )o = {g ∈
Gm1 |g(o) = 1.G0}, we want to prove that the following map

πm : f• ∈ Holm(L,ΛGτ/G0) 7→ f1 ∈ (Gm1 )o (2.15)

is a principal fibre bundle. To fix ideas, let us first consider the fibre defined by the constant
map 1.G0. This is nothing but the holomorphic integral curves of the holomorphic ΛGτ -invariant
distribution

(
HΛ
m

)
∗

defined by the complex subspace {η ∈ Λm∗gτ | η1 = (Jη)1 = 0}, such that
f•(o) = 1.G0. Of course J is the complex structure on ΛGτ/G0. Furthermore, remark that(
HΛ
m

)
∗

vanishes in the determined case and is non trivial in the undetermined case.
More generally, let us compute the fibre of any f• ∈ Holm(L,ΛGτ/G0). Firstly, we remark that H
is immersed into ΛGτ/G0 via the projection πG0 : ΛGτ 7→ ΛGτ/G0. The image of H in ΛGτ/G0

is {h ∈ ΛGτ/G0|h(1) = 1.G0}. Remark also that each element of this image has one and only
one lift in H ⊂ ΛGτ . Now, let f, f ′ ∈ Holm(L,ΛGτ/G0) be in the same fibre of πm. Therefore,
there exists h : L→ H such that f ′ = h.f . Moreover it is not difficult to see that h : L→ ΛGτ/G0

is holomorphic. Then we have df ′ = dh.f +h.df but df ′ and h.df take values in HΛ
m so that dh.f

takes values in HΛ
m also. Therefore dh takes values in HΛ

m i.e. h is a holomorphic integral curve
of HΛ

m which takes values in H and satisfies h(o) = 1.G0. This is in fact equivalent to say that
h is a holomorphic integral curve of

(
HΛ
m

)
∗

such that h(o) = 1.G0 (then h ∈ H automatically).
Conversely, any holomorphic integral curve of

(
HΛ
m

)
∗

such that h(o) = 1.G0 satisfies that d(h.f)
takes values in HΛ

m, and thus f ′ := h.f is in Holm(L,ΛGτ/G0) and in the same fibre as f .
We have proved that the fibres of πm are all isomorphic to the set of holomorphic integral curves
h of

(
HΛ
m

)
∗

such that h(o) = 1.G0.
Moreover, proceeding as above we prove that the previous space Holm∗ (L,ΛGτ/G0) of holomor-
phic maps is a subgroup of C∞(L,H) (take for f an element of this space, i.e. in the fibre of
the constant map 1.G0, and then applying what precedes proves that this space is stable by
multiplication of two elements). This completes the proof. �
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2.2.4 The decreasing sequence (Syst(m, τp))p/k′

We will call m-th g-system, the m-th (g, Id)-system (i.e. u = (u0, . . . , um) takes values in
(gC)m+1, in definition 2.2.1).
Any solution of the m-th (g, τ)-system is solution of the m-th g-system.More precisely, the m-th
(g, τ)-system is the restriction to ⊕mj=0g

C
−j(τ) of the m-th g-system.

More generally, for any p ∈ N∗ such that p divides k′, the m-th (g, τ)-system is the m-th (g, τp)-
system restricted to ⊕mj=0g−j(τ), or equivalently - in terms of αλ ∈ ΛgCτp - restricted to ΛgCτ .

2.3 The minimal determined case

We study here the elliptic system (Syst(m)) in the minimal determined case and by the way its
subcase the primitive case. Let us recall again that in this case, we can consider that the system
(Syst(m)) deals only with Maurer-cartan forms α and consequently also with geometric maps f .
Then we have to translate the equations on α into geometric conditions on f . This is what we
will begin to do now.
The minimal determined case splits into two cases.

2.3.1 The even minimal determined case: k′ = 2k and m = k

Let us recall the following decomposition

gC =
(
gC−(k−1) ⊕ . . .⊕ gC−1

)
⊕ gC0 ⊕

(
gC1 ⊕ . . .⊕ gCk−1

)
⊕ gCk .

It is useful for the following to keep in mind that k = −kmod 2k.

Proposition 2.3.1 The system (Syst(k, τ)) can be written





α′′
−j = 0, 1 ≤ j ≤ k − 1 (Hj)

dα+
1

2
[α ∧ α] = 0 (MC)

∂̄α′
−k + [α′′

0 ∧ α′
−k] = 0 (Sk)

. (2.16)

More precisely the equations (Sj), 0 ≤ j ≤ k − 1, of (Syst(k, τ)) are respectively the projec-
tion on gC−j, 0 ≤ j ≤ k − 1, of (MC) (owing to the holomorphicity conditions (Hj) given by
proposition 2.2.3).

Proof. The equation (Sj), for 1 ≤ j ≤ k − 1, is written in terms of α:

∂̄α′
−j +

k−j∑

i=0

[α′′
i ∧ α′

−j−i] = 0,

according to definition 2.2.1. Since we have α′′
−j = 0, 1 ≤ j ≤ k−1, according to proposition 2.2.3,

this equation is equivalent to

dα−j +

k−j∑

i=0

[αi ∧ α−j−i] = 0 (2.17)
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which is nothing but the projection of (MC) on gC−j . Indeed, we have

1

2
[α∧ α]gC

−j
=

1

2


 ∑

i+l=−j

[α′′
i ∧ α′

l] +
∑

i+l=−j

[α′
i ∧ α′′

l ]


 =

∑

i+l=−j

[α′′
i ∧ α′

l] =

k∑

i=−k+1

[α′′
i ∧ α′

−j−i]

=

k−j∑

i=0

[α′′
i ∧ α′

−j−i]

where we have used, in the last line, the holomorphicity conditions: α′′
i = 0 if −k + 1 ≤ i ≤ −1

and α′
−j−i = 0 if k − j ≤ i ≤ k.

Now, since α is real (i.e. is g-valued), this equation (2.17) is also equivalent to its complex
conjugate i.e. the projection of (MC) on gCj . Moreover, the equation (S0) is written in terms of
α:

∂̄α′
0 + ∂α′′

0 +

k∑

j=0

[α′
−j ∧ α′′

j ] = 0

and moreover, using the holomorphicity conditions, we have

k∑

j=0

[α′
−j ∧ α′′

j ] =

k−1∑

j=0

[α−j ∧ αj ] +
1

2
[α−k ∧ αk] =

1

2
[α ∧ α]g0

which proves that (S0) is equivalent to the projection of (MC) on g0. Finally, the equation (Sk)
is written in terms of α as in (2.16). This completes the proof. �

Moreover, always owing to the holomorphicity conditions, the projection of (MC) on gk gives us

dαk + [α0 ∧ αk] = 0

which is the real part of (Sk). Hence the only new information (in addition to (MC) and (H))
given by the minimal determined elliptic integrable system in the even case is the imaginary part
of (Sk):

d(∗αk) + [α0 ∧ (∗αk)] = 0 (Ek)

which is as we will see the vertical part of a harmonic map equation. Hence (Syst(k, τ)) is
equivalent to 




α′′
−j = 0, 1 ≤ j ≤ k − 1 (Hj)

d(∗αk) + [α0 ∧ (∗αk)] = 0 (Ek)

dα+
1

2
[α ∧ α] = 0 (MC)

.

• Now, let us contemplate the equation (Sk). In terms of the geometric map f : L → G/G0,
corresponding to α, this equation means

∂̄(∇
0)v∂vf = 0

where (∇0)v is the vertical part of the canonical connection ∇0 on the homogeneous space
N = G/G0. The vertical and horizontal spaces are defined by V = [gk] and H = [m] since we can
do the splitting: T (G/G0) = [m] ⊕ [gk]. Moreover, we will see in section 4 (Theorem 4.2.1 and
§4.3.1) that since the fibration π : G/G0 → G/H has a symmetric fibre, the vertical component
∇v of the Levi-Civita connection ∇ on the Riemannian homogeneous space G/G0, coincides
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in the vertical subbundle V with the vertical component of the canonical connection (∇0)v.
Therefore (Sk) means

∂̄∇
v

∂vf = 0.

Hence the equation (Ek) is equivalent to

d∇
v

(∗dvf) = 0⇐⇒ τv(f) := Trg(∇vdvf) = 0

(for any hermitian metric g on the Riemann surface L).We will say that f is vertically harmonic.
We will come back to this with more precisions and details in section 4 (see in particular theo-
rem 4.3.1).

The primitive case Them-primitive case is obtained by putting αk = α±(k−1) = . . . α±(m+1) =
0 in the minimal determined case (2.16). In particular αk = 0 and (Sk) is trivial so that the only
conditions on the geometric map f : L→ G/G0 (whose existence is guaranted by (MC)) are the
equations (Hj): α′′

−j = α′
j = 0, 1 ≤ j ≤ m, and αk = α±(k−1) = . . . α±(m+1) = 0, according to

proposition 2.2.3 .

Proposition 2.3.2 Let τ : g → g be an order 2k automorphism, and m < k a positive integer
then the m-th elliptic integrable system (Syst(m, τ)) means that the geometric map f : L→ G/G0

satisfies
∂f ∈ ⊕mj=1[g

C

−j] ⊂ T (G/G0)
C.

Proof. Let f be the geometric map corresponding to the Maurer-Cartan form α, that we
integrate by U : L → G, then we have ∂f = AdU(α′

n) and α is solution of (Syst(m, τ)) if and
only if

α′
n = α′

−1 + . . .+ α′
−m ∈ ⊕mj=1g

C

−j ⇐⇒ ∂f ∈ ⊕mj=1[g
C

−j ].

This completes the proof. �

Remark 2.3.1 In particular, in the primitive case f is horizontal (αk = 0). Therefore (Sk)
is trivial and (owing to the holomorphicity conditions (Hj), 1 ≤ j ≤ k − 1) the free curvature
equation (2.10) is equivalent to (MC) in the primitive case.

Definition 2.3.1 Let m < k be a positive integer. We will call m-primitive map (into the locally
(2k)-symmetric space G/G0) a geometric solution of the system (Syst(m, τ)).

Geometric interpretation of the equations (Hj). For m < k, let F [m] be the f -structure
on N = G/G0 defined by the following (eigenspace) decomposition:

TNC =
(
⊕mj=1[g

C

−j ]
)
⊕

(
⊕|j|>m[g

C

j ]
)
⊕

(
⊕mj=1[g

C

j ]
)

= T+N ⊕ T 0N ⊕ T−N
. (2.18)

We will set F = F [k−1], and we will call F the canonical f -structure on N . Then according to
proposition 2.3.2 we have

Theorem 2.3.1 A map f : L→ G/G0 is m-primitive if and only if it is F [m]-holomorphic.
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Remark 2.3.2 The equations (Hj): α′′
−j = 0, 1 ≤ j ≤ m, on a Maurer-Cartan 1-form α means

that the corresponding geometric map f : L→ G/G0 satisfies prm ◦ (df ◦ jL) = F [m] ◦ df where
jL is the complex structure in L, and prm : TN → ⊕mj=1[mj ] is the projection on ⊕mj=1[mj ] along(
⊕k−1
j=m+1[mj]

)
⊕ [gk]. This means that the projection prm ◦ df : TL→ ⊕mj=1[mj ] is a morphism

of complex vector bundle. Let us denote C∞
m (L,G/G0) = {f ∈ C∞(L,G/G0)| df ∈ ⊕mj=1[mj ]}.

Then we have the following equivalences between the Maurer-Cartan 1-form α and its geometric
map:

α ∈ g0 ⊕ (⊕mj=1mj) ⇐⇒ f ∈ C∞
m (L,G/G0)

(Hj) : α
′′
−j = 0, 1 ≤ j ≤ m ⇐⇒ prm ◦ (df ◦ jL) = F [m] ◦ df (2.19)

Then additionning these two equivalences, we recover the equivalence: "α solves (Syst(m, τ))"
⇐⇒ "f is F [m]-holomorphic". Moreover, the equations α′′

−j = 0, 1 ≤ j ≤ k − 1, mean that f is
horizontally holomorphic.

Proposition 2.3.3 Let α be a g-valued 1-form on L and f its geometric map. The following
statements are equivalent:

(i) α′′
−j = 0, 1 ≤ j ≤ k − 1

(ii) f is horizontally holomorphic: (df ◦ jL)H = F [k−1] ◦ df , H = [m] being the horizontal space
and F [k−1]

|H defining a complex structure on H.

So that we can conclude:

Theorem 2.3.2 The even minimal determined system (Syst(k, τ)) means that the geometric
map f is horizontally holomorphic and vertically harmonic.

Remark 2.3.3 We can express what precedes in terms of the projection map π̄G/G0
: α → f

defined as follows. Let MC be the set of g-valued integrable 1-form on L and for m < k, MCm
the subset of interable 1-form taking values in g0⊕ (⊕mj=1mj), then π̄G/G0

:MC → C∞(L,G/G0)
is defined by:

π̄G/G0
: α ∈ MC int−−−−→ U ∈ C∞

∗ (L,G)
πG/G0−−−−→ f = πG/G0

◦ U ∈ C∞(L,G/G0).

The preceding results can be summarized as follows: for any m < k

π̄G/G0
(MCm) = C∞

m (L,G/G0) and π̄G/G0
(S(m)) = Hol((L, j), (G/G0, F

[m])),

the set of F [m]-holomorphic maps; and the equations (Hj), 1 ≤ j ≤ m, in MC are transformed
by π̄G/G0

into the equation prm ◦ (df ◦ jL) = F [m] ◦ df in C∞(L,G/G0).

• The even minimal determined system will be studied with much more details, precisions and
results in section 4.

2.3.2 The minimal determined odd case

The order of the automorphism τ is odd: k′ = 2k+1, and m = k+1. Let us recall the following
decomposition

gC =
(
gC−k ⊕ . . .⊕ gC−1

)
⊕ gC0 ⊕

(
gC1 ⊕ . . .⊕ gCk

)
.
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Proposition 2.3.4 The equations (Sj), 0 ≤ j ≤ k − 1, of (Syst(k + 1, τ)) are respectively
the projection on gC−j, 0 ≤ j ≤ k − 1, of the Maurer-Cartan equation (MC) (owing to the
holomorphicity conditions given by proposition 2.2.3). Hence the elliptic system (Syst(k + 1, τ))
can be written: 




α′′
−j = 0, 1 ≤ j ≤ k − 1 (Hj)

∂̄α′
k + [α′′

0 ∧ α′
k] = 0 (Sk+1)

∂̄α′
−k + [α′′

0 ∧ α′
−k] + [α′′

1 ∧ α′
k] = 0 (Sk)

dα+
1

2
[α ∧ α] = 0 (MC)

. (2.20)

Proof. Proceed as for proposition 2.3.1. �

Then we see that - in the presence of (H) - the projection on gC−k of (MC):

dα−k + [α0 ∧ α−k] + [α1 ∧ αk] = 0 (2.21)

is nothing but (Sk) + (Sk+1).

Now we have to distinguish two cases.

• The strictly minimal determined case11 Let us suppose that k ≥ 2, then we have

(Sk) ∨ (Sk+1) ≡ (Sk) + (Sk+1)⇐⇒
[
∂̄(AdU(α′

mk
))
]
[mk]

= 0

where U integrates α. For the last equivalence, just do the computation:

AdU−1
[
∂̄(AdU(α′

mk
))
]
[mk]

= ∂̄α′
mk

+ [α′′ ∧ α′
mk

]mk

= ∂̄α′
mk

+ [α′′
0 ∧ α′

mk
] + [α′′

1 ∧ α′
k] + [α′′

−1 ∧ α′
−k]

= (Sk) + (Sk+1)

since α′′
−1 = 0. Hence we obtain that

(Syst)⇐⇒





α′′
−j = 0, 1 ≤ j ≤ k − 1 (Hj)

∂̄α′
k + [α′′

0 ∧ α′
k] = 0 (Sk+1)

dα+
1

2
[α ∧ α] = 0 (MC)

⇐⇒





α′′
−j = 0, 1 ≤ j ≤ k − 1 (Hj)

∂̄α′
−k + [α′′

0 ∧ α′
−k] + [α′′

1 ∧ α′
k] = 0 (Sk)

dα+
1

2
[α ∧ α] = 0 (MC)

⇐⇒





α′′
−j = 0, 1 ≤ j ≤ k − 1 (Hj)[
∂̄(AdU(α′

mk
))
]
[mk]

= 0 (Smk
)

dα+
1

2
[α ∧ α] = 0 (MC)

In terms of the geometric map f : L → G/G0, we have according to remark 1.6.1 the following
geometric interpretation:

(Smk
)⇐⇒ ∂̄(∇

1)v∂vf = 0,

where the splitting TN = H⊕ V is defined by H = [m′], V = [mk] and m′ = ⊕k−1
j=1mj . Moreover

since 2Re(Smk
) is

dαmk
+ [α0 ∧ αmk

] + [αm1 ∧ αmk
]mk

= 0

which is nothing but [MC]mk
(in the presence of (H)), the projection of (MC) on mk, then the

only new information (in addition to (MC) and (H)) given by the determined elliptic integrable

11That is to say the minimal, but non maximal, determined cases.
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system in the odd case is the imaginary part of (Smk
) which means that f is vertically harmonic

(with respect to ∇1):

2 Im(Smk
) : d ∗ αmk

+ [α0 ∧ ∗αmk
] + [αm1 ∧ ∗αmk

]mk
= 0⇐⇒ τv1 (f) := Tr((∇1)vdvf) = 0.

• The model case. Let us suppose that k = 1. Let us remark that, in this situation, the
determined case reduces to the (model) system (Syst(2, τ)) which is then simultaneously minimal
and maximal. Furthermore, coming back to (2.20), we have

(S1)⇐⇒
[
∂̄(AdU(α′

m))
]1,0
[m]

= 0

where U integrates α and [ ](1,0) denotes the (1, 0)-component with respect to the canonical
almost complex structure J in N , defined let us recall it, by the decomposition (2.7), i.e. in our
case TNC = [gC−1]⊕ [gC1 ]. Indeed we have

AdU−1
[
∂̄(AdU(α′

m))
]
[m]

= ∂̄α′
m + [α′′ ∧ α′

m]m

= ∂̄α′
m + [α′′

0 ∧ α′
m] + [α′′

m ∧ α′
m]m

= ∂̄α′
−1 + [α′′

0 ∧ α′
−1] + [α′′

1 ∧ α′
1]

+ ∂̄α′
1 + [α′′

0 ∧ α′
1] + [α′′

−1 ∧ α′
−1]

the up term being the (1, 0)-component and the down one, the (0, 1)-component. Then recalling
that (S1) + (S2) is the projection on gC−1 of (MC), we obtain that

(Syst)⇔
{

(S2)
(MC)

⇔
{

(S1)
(MC)

⇔





[
∂̄(AdU(α′

m))
]1,0
[m]

= 0 (S
(1,0)
m )

dα+
1

2
[α ∧ α] = 0 (MC)

and the only new information (in addition to (MC)) given by the determined elliptic integrable

system in this case is (S
(1,0)
m ).

In terms of the geometric map, f : L → G/G0, we have according to remark 1.6.1 the following
geometric interpretation:

(S1) ≡ (S
(1,0)
m )⇐⇒

[
∂̄∇

1

∂f
]1,0

= 0,

we will say that f is holomorphically harmonic w.r.t. ∇1 and J (see section 5, definition 5.1.2,
for a precise definition).
In the same way, we also have the following (equivalent) geometric interpretation

(S2)⇐⇒
[
∂̄∇

0

∂f
]0,1

= 0,

we will say that f is holomorphically harmonic12 w.r.t. ∇0 and −J.
Moreover, let us write the equations of the system as a real equation and then write the corre-
sponding geometric equation (which will then take place in TN and not in TNC). We have that
the real equation (S1) + (S2) is the projection on gC−1 of (MC). Now, let us write the equation

(E−1) ≡
(S1)− (S2)

i
≡
(
d ∗ α−1 + [α0 ∧ ∗α−1] +

1

2i
[α1 ∧ α1] = 0

)
,

12See also section 7, theorem 7.2.1.
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then taking the sum with its complex conjugate, we obtain

(E−1) + (E−1) ≡
(
d ∗ αm + [α0 ∧ ∗αm] +

1

2i
([α1 ∧ α1]− [α−1 ∧ α−1]) = 0

)

≡
(
d ∗ αm + [α0 ∧ ∗αm]−

1

2
J0[αm ∧ αm] = 0

)
,

since 1
2i ([α1 ∧ α1] − [α−1 ∧ α−1]) =

1
2 [J0αm ∧ αm] = − 1

2J0[αm ∧ αm]. Then written in terms of
the geometric maps f : L→ N , the last equation means

τ0(f) + JT 0(f) = 0,

where τ0(f) = Trg(∇0df) is the tension field of f w.r.t. ∇0 (and g is some Hermitian metric
on L), and T 0(f) = ∗(f∗T 0), T 0 being the torsion of ∇0. As we will see in section 5.1.2, this
equation is in fact a general characterization for holomorphically harmonic maps.

The primitive case. The m-primitive case is obtained by putting, in the minimal determined
case (2.20), α′

k = 0, if m = k, and αj = 0, m+ 1 ≤ |j| ≤ k, if m ≤ k− 1. As in the even case we
obtain:

Proposition 2.3.5 Let τ : g→ g be an order 2k+1 automorphism, and m ≤ k a positive integer
then the m-elliptic integrable system (Syst(m, τ)) means that the geometric map f : L → G/G0

satisfies:
∂f ∈ ⊕mj=1[g

C

−j] ⊂ T (G/G0)
C.

Geometric interpretation of the equations (Hj). Recall that J denotes the canonical
complex structure on N = G/G0 (see (2.7)) and set F [m] := prm ◦ J = J ◦ prm for m ≤ k, where
prm : TN → ⊕mj=1[mj ] is the projection on ⊕mj=1[mj ] along ⊕kj≥m+1[mj ] (remark that prk = Id).

Then F [m] is an f -structure on N (remark that F [k] = J is a complex structure). Then we have:

Theorem 2.3.3 A map f : L → G/G0 is m-primitive if and only if it is F [m]-holomorphic. In
particular, f is k-primitive if and only if it is holomorphic (with respect to the canonical almost
complex structure on G/G0), and thus any m-primitive map is in particular a holomorphic curve
in G/G0. More precisely, m-primitive maps are exactly the integral holomorphic curves of the
complex Pfaff system ⊕mj=1[mj ] ⊂ TN .

Remark 2.3.4 The equivalences (2.19) hold also in the odd case. However for m = k, the first
equivalence of (2.19) is trivial: α ∈ g ⇐⇒ f ∈ C∞(L,G/G0). There is no restriction (in the
form "α takes values in a subspace of g") in the highest primitive case.

Proposition 2.3.6 Let α be a g-valued 1-form on L and f its geometric map. The following
statements are equivalent:

(i) α′′
−j = 0, 1 ≤ j ≤ k − 1

(ii) f is horizontally holomorphic: (df ◦ jL)H = F [k−1] ◦ df , where H = [m′] is the horizontal
space, and F [k−1]

|H = J|H defines a complex structure on H.

We can conclude:
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Theorem 2.3.4 The odd minimal determined system (Syst(k+ 1, τ)) means that the geometric
map f is horizontally holomorphic and vertically harmonic w.r.t. ∇1 if k ≥ 2; and it means that
f is holomorphically harmonic w.r.t. ∇1, or equivalently anti-holomorphically harmonic w.r.t.
∇0 if k = 1.

Remark 2.3.5 The odd minimal determined system will be studied with much more details,
precisions and results in section 7.6.

2.4 The maximal determined case

Let us see how can be rewritten the elliptic system in this case in more geometric terms. Let us
recall that the determined system can be considered as a system on the 1-form α.

Theorem 2.4.1 Let τ : g→ g be an automorphism of odd order k′ = 2k+1. Let us set J0 = τm
and let J0 be the corresponding complex structure on m i.e. the value of J at the reference
point y0 = 1.G0 ∈ N (see equation (2.7)). Then the associated maximal determined system,
Syst(k′ − 1, τ), is equivalent to





d ∗ αm + [α0 ∧ ∗αm] +
1

2
[ J0αm ∧ αm]m +

∑

1≤i<j≤k

[ J0αmi ∧ αmj ]mj−i = 0 (Em)

dα+
1

2
[α ∧ α] = 0 (MC)

Theorem 2.4.2 Let τ : g → g be an automorphism of even order k′ = 2k. Let us set J0 = τm
and let J0 be the corresponding complex structure on m i.e. the value of F|H at the reference
point y0 = 1.G0 ∈ N (see equation (2.18)). Then the associated maximal determined system,
Syst(k′ − 1, τ), is equivalent to





d ∗ αk + [α0 ∧ ∗αk] +
1

2
[J0αm ∧ αm]gk

= 0 (Ek)

d ∗ αm + [α0 ∧ ∗αm] +
1

2
[ J0αm ∧ αm]m +

∑

1≤i<j≤k

[ J0αmi ∧ αmj ]mj−i + [αk ∧ J0αm] = 0 (Em)

dα+
1

2
[α ∧ α] = 0 (MC)

Proof of theorems 2.4.1 and 2.4.2. This is a straightforward computation. Indeed, it suffices
to check that we have





[(MC)]g0
= (S0)

[(MC)]g−j
= (Sj) + (Sk′−j), 1 ≤ j ≤ k′ − 1

[(E)]g−j
=

(Sj)− (Sk′−j)

i
, 1 ≤ j ≤ k′ − 1

where (E) = (Em) in the odd case and (E) = (Em) + (Ek) in the even case. This completes the
proof. �

Remark 2.4.1 We will see, in sections 5 and 6 respectively, that the equation (E) means that
the geometric map f is stringy harmonic.
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Adding holomorphicity conditions; the intermediate determined systems.

According to proposition 2.2.3, we know that the determined system (Syst(m)), mk′ ≤ m ≤ k′−1,
is obtained by adding the holomorphicity conditions, α′′

−j = 0, 1 ≤ j ≤ k′ − 1 − m, to the
maximal determined system, whose equations are given respectively by theorems 2.4.1 and 2.4.2.
Therefore, using the notations defined in the proof of theorems 2.4.1 and 2.4.2, we have the
following.

Proposition 2.4.1 Let τ : g → g be an automorphism of order k′. Let m be an integer such
that mk′ ≤ m ≤ k′ − 1, and let us set m = k′ − 1 −m. Then the determined system (Syst(m))
is equivalent to





∂̄α′
−j +

m−j∑

i=0

[α′′
i ∧ α′

−i−j ] = 0 (Sj), m+ 1 ≤ j ≤ m

dα+
1

2
[α ∧ α] = 0 (MC)

α′′
−j = 0 (Hj), 1 ≤ j ≤ m

⇐⇒





[(E)]p

dα+
1

2
[α ∧ α] = 0 (MC)

α′′
−j = 0 (Hj), 1 ≤ j ≤ m

We have set m′ = ⊕mj=1mj and p = ⊕kj=m+1mj, where in the even case mk := gk. Then [(E)]p
denotes the projection of (E) on p according to the decomposition m = m′ ⊕ p in the odd case,
and n = m′ ⊕ p in the even case.

Proof. Consider (Syst(m)) as a subsystem of Syst(k′ − 1). Then we already have seen in the
proof of theorems 2.4.1 and 2.4.2 that [(MC)]g0

= (S0), [(MC)]g−j
= (Sj) + (Sk′−j), 1 ≤ j ≤ m

and [(E)]g−j
=

(Sj)− (Sk′−j)

i
, 1 ≤ j ≤ m. Then it suffices to check that the holomorphicity

conditions, i.e. α′′
−j = 0, 1 ≤ j ≤ m, imply that the equation (Sj), for 1 ≤ j ≤ m, is nothing but

the projection on g−j of the Maurer-Cartan equation. This can be made by computation, with
the same method as in the proof of proposition 2.3.1. This completes the proof. �

2.5 The underdetermined case

Now, we prove that any underdetermined system can be written as a determined system in a
new setting.

Theorem 2.5.1 Let us consider an underdetermined system (Syst(m, g, τ)), m ≥ k′. Let us
write

m = qk′ + r, 0 ≤ r ≤ k′ − 1

the Euclidean division of m by k′. Then let us consider the automorphism in gq+1 defined by

τ̃ : (a0, a1, . . . , aq) ∈ gq+1 7−→ (a1, . . . , aq, τ(a0)) ∈ gq+1.

Then τ̃ is of order (q + 1)k′. Moreover the m-th system associated to (g, τ) is in fact equivalent
to the m-th system associated to (gq+1, τ̃ ). More precisely, denoting by ω̃ a (q+1)k′-th primitive
root of unity13, then the map

αλ 7−→ (αλ, αω̃λ, . . . , αω̃qλ)

is a bijection from the set of solutions of the underdetermined (m, g, τ)-system into the set of
solutions of the determined (m, gq+1, τ̃ )-system.

13Chosen such that ω̃q+1 = ωk′

46



Proof. It suffices to check that αλ satisfies the properties in equation (2.13) if and only if
α̃λ := (αλ, αω̃λ, . . . , αω̃qλ) do so (in the setting (gq+1, τ̃ )), which is immediate. �

This theorem tells us that the study of the underdetermined case reduces to that of the deter-
mined case.
Moreover this theorem provides a new point of view about the projection map πm. It tells us that
by putting together several exemplar of πm, to obtain some p-uplet taking values in a p-power
of Gm1 , then we construct a diffeomorphism (remarking that if αλ is a solution then α̃λ := αtλ is
also a solution, for any t ∈ S1).

2.6 Examples

2.6.1 The trivial case: the 0-th elliptic system associated to a Lie group.

We consider the determined system (Syst(m, τ)) with τ = Id and (thus) k′ = 1 so that m′
k =

m1 = 0 = k′ − 1. Then the determined system (Syst(0, Id)) is nothing but the Maurer-Cartan
equation for g-valued 1-form α (i.e. in other words the "equation" for the trivial geometric map
f : L→ G/G = {1}).

2.6.2 Even determined case

The first elliptic system associated to a symmetric space [22]. We consider the even
determined system (Syst(k, τ)), with k = 1 and τ an involution. Then the horizontal subbundle
is trivial H = [m] = {0} and TN = [V ] = [g1] so that the horizontal holomorphicity is trivial and
vertical harmonicity means harmonicity. Hence the first elliptic system associated to a symmetric
space, (Syst(1, τ)), is the equation for harmonic maps f : L→ G/G0.

The second elliptic system associated to a 4-symmetric space ([43, 16]). Here τ is
an order four automorphism and (thus) k = 2. Then we consider the even determined system
(Syst(2, τ)). A geometric interpretation in terms of vertically harmonic twistor lifts of this system
is given in [43] (see also [16]). Let us give some examples.

• Surfaces with holomorphic mean curvature vector in 4-dimensional symmetric spaces ([16]).

• Hamiltonian stationary Lagrangian surfaces in Hermitian symmetric spaces ([34, 32, 33]).

• Surfaces with holomorphic mean curvature vector in 4-dimensional spaces forms ([16]).

• surfaces with anti-holomorphic mean curvature vector in CP 2 ([16]).

• ρ-harmonic surfaces in O [41].

The second, third and fourth examples are particular cases of the first one (see [16]).

2.6.3 Primitive case

Let us give some examples where the automorphism τ is of order k′ ≥ 3, and m = 1.

• Minimal surfaces in CP 2. (m = 1, k′ = 3, N = SU(3)/S(U(1)3) ). ([11],[13]).

• Minimal Lagrangian surfaces in CP 2. (m = 1, k′ = 6, N = SU(3)/S(U(1)2) ). ([65]).

• Special Lagrangian surfaces in 4-dim Hermitian symmetric spaces. (m = 1, k′ = 4). ([34, 32,
33])
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• Constant mean curvature (CMC) surfaces in H3: their Gauss maps are primitive maps into
the unit tangent bundle which is a 4-symmetric space. ([21])

• Affine Toda fields or Toda lattice. (m = 1, k′ ≥ 3). ([11],[17]).

• Non-superminimal (weakly) conformal harmonic maps into Sn. (m = 1, k′ = 2r + 2, N =
F r(Sn) ). ([13]).

• (Weakly) conformal non-isotropic harmonic maps into CPn. (m = 1, k′ = r + 2, N =
F r(CPn) ). ([13]).

F r(Sn) denotes some bundle of isotropic flags over Sn , and F r(CPn) denotes some bundle of
flags over CPn (see [13]).

2.6.4 Underdetermined case

First elliptic integrable system associated to a Lie group ([66, 65]). We consider the
system (Syst(m, τ)) with m = 1 and τ = Id. Therefore k′ = 1 and m1 = 0 < m, and thus this
is an underdetermined system. Then (Syst(1, Id)) is the equation for harmonic maps into
the Lie group G, f : L→ G.

Second elliptic integrable system associated to the symmetric space Gr3,1(Rn+1,1).
Constrained Willmore surfaces in Sn corresponds to particular solutions of this system. (See
[18], [61]).

2.7 Bibliographical remarks and summary of the results.

The previous list of examples given in §2.6 is a complete list of all known cases. Consequently,
all the results of the present section 2 about the elliptic integrable systems are completely new.
More generally all the results about the elliptic integrable systems contained in the present paper
(sections 2–7) are completely new.
We would like to mention some bibliographic references about k-symmetric spaces: Kowalski
[56], Wolf and Gray [69].
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3 Finite order isometries and Twistor spaces

The aim of this section is to realise any k′-symmetric space as the subbundle of some bundle of
endomorphisms. To make things more precise we need first to introduce some notations.

Let E be an Euclidean space and let us define (for p ∈ N∗)

Up(E) = {A ∈ SO(E), Ap = Id, Ai 6= Id if 1 ≤ i < p}
U∗
p (E) = {A ∈ Up(E)|1 /∈ Spect(A)}, U∗∗

p (E) = {A ∈ Up(E)| ± 1 /∈ Spect(A)}.

Then for k ∈ N∗ we set

Z2k(E) = U∗∗
2k (E) and Z2k+1(E) = U∗

2k+1(E) = U∗∗
2k+1(E).

Let us now explain the general spirit of this section. There are two main ideas which will allow
us to provide a twistor interpretation of our elliptic integrable systems. These are the two ideas
that we will follow in our exposition.

1st idea. A 2k-symmetric homogenous space has a very particular geometry. Then we want to
write it more universally by embedding it in a more universal object. To do that, we prove that
any 2k-symmetric space G/G0 can be embedded canonically in the twistor bundle Z2k(M)→M
of the associated k-symmetric M = G/H via a morphism of bundles over M (recall that G/G0 =
G ×H (H/G0) → G/H is a bundle over G/H with a symmetric fibre H/G0). Therefore to any
geometric map f : L→ G/G0 corresponds a map in the twistor space J : L→ Z2k(G/H).

2nd idea. Conversely, we write each connected component of Z2k(R2n) as a 2k-symmetric
homogeneous space Zα2k(R2n) = SO(2n)/K, where K is some Lie subgroup of SO(2n). Indeed
for all J ∈ Z2k(R2n), the inner automorphism IntJ is of finite order 2k and hence defines
a 2k-symmetric space which is nothing but the connected component of J in Z2k(R2n). In
particular the corresponding Lie algebra automorphism AdJ : so(2n) → so(2n) gives rise to
an eigenspace decomposition so(2n)C = ⊕j∈Z2k

soCj (2n) analogous to the decomposition gC =

⊕j∈Z2k
gCj . Therefore, the geometric properties of a map f : L → G/G0 can be translated in

terms of the corresponding twistor map J : L→ Z2k(G/H).

We are then led to study the space of endomorphisms Z2k(R2n) which we do in the subsection 3.1.
The guidelines of this study is to generalize the space Σ(R2n) := Z4(R2n) of (orthogonal) almost
complex structures. The latter is a homogeneous symmetric space of which the tangent space at
an element J is the subspace of elements in so(2n) which anticommute with J . We will prove
analogous properties in Z2k(R2n).
In a second time (section 3.6), we will prove the embedding G/G0 →֒ Z2k(G/H).

Even if we will use the twistor space and the embedding describred above especially in the even
case, however we will sometimes need these in the odd case k′ = 2k + 1. Moreover, it will also
happen in our study that we will need to consider the spaces (Z2k(M))

j
= {Jj , J ∈ Z2k(M)}

which are in general twistor spaces Up(M) for some p ∈ N. Therefore, we will also study these
spaces. Nevertheless, the even case, Z2k(M), is the most rich and most complex. Indeed it
satisfies all the properties which hold in the general case Up(M) (in particular in the odd case
Z2k+1(M)), so that the study of Z2k(M) contains the one of Up(M). Moreover, the even case
Z2k(M) admits special properties and features which need to be studied separately. This is why
we will concentrate our study on this case, in a first time. Then in a second time we will make
precise which properties hold in general and which ones are particular to the even case.
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3.1 Isometries of order 2k with no eigenvalues = ±1
In this section 3.1, we will study of Z2k(E), where again E is an Euclidean space.
For each A ∈ Z2k(E), we have the following eigenspace decomposition:

EC = ⊕k−1
j=1

(
EA(ω

j
2k)⊕ EA(ω

−j
2k )
)

with EA(λ) = ker(A− λId) and ω2k = eiπ/k.

Let us set mC
j = EA(ω

j
2k)⊕EA(ω

−j
2k ) for j ≥ 0. Then we have dimR mj =

1

2

(
dimREA(ω

j
2k) + dimREA(ω

−j
2k )
)
=

dimREA(ω
j
2k) = 2 dimCEA(ω

j
2k). Hence dimR mj is even and hence we will suppose now that

E = R2n (in all the section 3.1).

Example 3.1.1 We have Z2(E) = ∅, and Z4(E) = Σ(E) the set of almost complex structures
in E.

Situation in the Euclidean plane Here E = R2, and any element of A ∈ Z2k(E) is written
in the form A = R( lπk ), with (l, 2k) = 1, R(θ) being the rotation of angle θ ∈ R/2πZ. In
other words, considered as a complex number, A is a primitive (2k)-th root of the unity. Hence
card(Z2k(R2)) = φ(2k), φ being the Euler phi-function.

3.1.1 The set of connected components in the general case

Theorem 3.1.1 π0(Z2k(R2n)), the set of connected components of Z2k(R2n), is (in one to one
correspondance with):

X2k :=



(ε, p) ∈ Z2 × Nk−1

∣∣∣∣∣∣

k−1∑

j=1

pj = n and lcm

({
2k

2k ∧ j , pj 6= 0

})
= 2k





Proof. Let A ∈ Z2k(R2n), then A|mC

j
= ωj2kIdEA(ωj

2k)
⊕ω−j

2k IdEA(ω−j
2k ). We choose an orientation

on each mj (such that the induced orientation on ⊕k−1
1 mj is the one of R2n). Then there exist

oriented planes P lj such that mj = ⊕pjl=1P
l
j (sum of non oriented spaces), where pj =

dimmj

2 , and

A|mj
= ⊕pjl=1RP l

j
(θj)

where RP l
j
(θj) is the rotation on P lj of angle θj =

jπ
k . Let εj be the sign of the orientation14 of

⊕pjl=1P
l
j (sum of oriented spaces) w.r.t. the one of mj . Now let us consider the map

f : A ∈ Z2k(R2n) 7→ (Πk−1
j=1 εj, (pj)1≤j≤k−1) ∈ X2k.

Then it is a continuous15 surjection and f−1({(ε, p)}) is an SO(2n)-orbit of the SO(2n)-adjoint
action on Z2k(R2n). This completes the proof. �

Remark 3.1.1 Let P be an oriented plane and A = RP (θ) \ {±IdP } a rotation of this plane.
Then we can define εP (A) := signdetP (x,Ax) which is well defined because independent of
x ∈ P . We have set detP := det(e1,e2), for any direct orthonormal basis (e1, e2) of P .

14see remark 3.1.1
15By lower semicontinuity of the rank, and the fact that

∑k−1
1 pj is constant.
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Now, let E be an oriented Euclidean vector space of dimension 2n and let E = ⊕ql=1P
0
l be a

decomposition of E as a sum of oriented planes (endowed with the orientation induced by E).
Let A ∈ ⊕ql=1RP 0

l
(θl) ∈ SO(E) \ {⊕ql=1(±IdP 0

l
)}. We can define

ε(A) = εP 0
1
(A|P 0

1
)× · · · × εP 0

q
(A|Pl

) = signdet
B
(x1, Ax1, · · · , xq, Axq)

where B is any direct orthonormal basis of E, and xl ∈ P 0
l .

In the other hand let Pl be the plane P 0
l endowed with the unique orientation such that θl ∈]0, π[.

Then we have
ε(A) = orientE (⊕ql=1Pl) ,

the right hand side meaning the sign of the orientation of ⊕ql=1Pl w.r.t. to the one of E.

Remark 3.1.2 Each connected component is a SO(2n)-orbit and thus is compact. Moreover
each connected component is an open and closed submanifold of Z2k(R2n) (which is itself a
compact submanifold in SO(2n)).

Definition 3.1.1 We will denote by Zα2k(R2n) (and sometimes only by Zα2k) the connected com-
ponent f−1({α}), for α = (ε, p) ∈ X2k. We define

Z0
2k(R

2n) =
{
A ∈ Z2k(R2n)|Ak = −Id

}
=

⊔

{α|∀j,p2j=0}

Zα2k

Z∗
2k(R

2n) =
{
A ∈ Z2k(R2n)|Ak 6= −Id

}
=

⊔

{α|∃j,p2j 6=0}

Zα2k

Z0
2k(R

2n) is the union of order k components in Z2k(R2n), and Z∗
2k(R

2n) is the union of order
2k components in Z2k(R2n) (see below for the meaning of this terms).
In the following we will denote by Za2k(R2n), for a ∈ {0, ∗}, any of the two spaces Z0

2k(R
2n) and

Z∗
2k(R

2n), and r the order of these two spaces i.e. r =

{
2k in Z∗

2k(R
2n)

k in Z0
2k(R

2n)
. r is in fact the order

of AdJ , for J ∈ Z2k(R2n) (see 3.1.2 below). Let us compute the tangent space of Z2k(R2n):
∀J ∈ Z2k(R2n),

TJZ2k(R2n) =



A ∈ J.so(2n)

∣∣∣∣∣∣
∑

p+l=2k−1

JpAJ l = 0



 (3.1)

and for J ∈ Z0
2k(R

2n), we have in addition

TJZ2k(R2n) = TJZ0
2k(R

2n) =



A ∈ J.so(2n)

∣∣∣∣∣∣
∑

p+l=k−1

JpAJ l = 0



 (3.2)

It could seem strange that the two expressions (3.1) and (3.2) are equal for J ∈ Z0
2k(R

2n), but
as we will see below, it comes from the fact that the "even" eigenspaces of AdJ vanish, for
J ∈ Z0

2k(R
2n), which leads to this last equality (which is in general an inclusion "⊃")

Example 3.1.2 If k = 2, then X2k = {±1} = Z2 and Z4(R2n) = Z0
4 (R

2n) = Σ(R2n) = {J ∈
SO(R2n)|J2 = −Id} = Σ+(R2n)

⊔
Σ−(R2n) (resp. the positive and negative components of

Σ(R2n)), whereas Z∗
4 (R

2n) = ∅.
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3.1.2 Study of AdJ , for J ∈ Za2k(R2n)

Let J ∈ Za2k(R2n). AdJ is then an order r automorphism of End(R2n) (since (AdJ)p = Id ⇔
Jp = ±Id) thus we have the following eigenspaces decomposition:

End(R2n)C =
⊕

j∈Z/rZ

ker(AdJ − ωjrId)

with ωr = e2iπ/r. Let us set
AC

j (J) = ker(AdJ − ωjrId).
Then A0(J) = Com(J) := {A ∈ End(R2n)|[A, J ] = 0} and for j 6= 0 we have: ∀A ∈ AC

j ,

∑

l+p=r−1

J lAJp =
∑

l+p=r−1

(ωjr)
lAJp+l =

[
l−1∑

0

(ωjr)
l

]
Jr−1 = 0.

Hence
⊕

j∈Z/rZ\{0}

AC

j (J) ⊂ ker


 ∑

l+p=r−1

L(J l) ◦R(Jp)




where L,R denotes respectively the left and right multiplications. This inclusion is in fact an
equality. Indeed, letA ∈ End(R2n)C, then A =

∑r−1
j=0 Aj , with Aj ∈ AC

j (J), thus
∑r−1

j=0 J
lAJr−1−l =

rA0J
r−1 + 0 = rA0J

r−1 which vanishes if and only if A0 = 0. This proves:

Proposition 3.1.1 The following equality holds

⊕

j∈Z/rZ\{0}

AC

j (J) = ker


 ∑

l+p=r−1

L(J l) ◦R(Jp)


 .

Now, let us restrict ourself to J.so(2n), resp. to so(2n), (which does not change the order of
AdJ|J.so(2n), resp. AdJ|so(2n)) and set16

BC

j (J) = AC

j (J) ∩ (J.so(2n))C, resp. soCj (J) = AC

j (J) ∩ so(2n)C.

Then we have, according to (3.1)-(3.2),

Proposition 3.1.2 The tangent space of Za2k(R2n) at one element J is given by

TJZa2k(R2n) =
(
⊕r−1
j=1BC

j (J)
)
∩ End(R2n). (3.3)

The inner automorphism17 T = IntJ|SO(2n) gives rise to the r-symmetric space SO(2n)/U0(J),
where U0(J) = SO(2n)T = Com(J) ∩ SO(2n), which is nothing but the connected component
Zα2k of J (which is also the orbit SO(2n) · J = Int(SO(2n))(J) ):

Zα2k(R2n) = SO(2n)/U0(J).

16BC
j (J) is stable by AdJ and we have BC

j (J) = J.soCj (J) = soCj (J).J . Besides we have more generally J.AC
j (J) =

AC
j (J).J = AC

j (J).
17The conjugaison by J is denoted by IntJ : GLn(R) → GLn(R) when the domain of definition is a Lie subgroup

and by AdJ : gln(R) → gln(R) when it is a Lie subalgebra.
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Consider now
Uj−1(J) := Com(Jj) ∩ SO(2n) = SO(2n)T

j

,

Then T is an order j automorphism18 on Uj−1(J) and gives rises to the j-symmetric space
Uj−1(J)/U0(J) which is in fact equal to

Zα2k,j(R2n, Jj) := {J ′ ∈ Zα2k(R2n)|(J ′)j = Jj}.

Indeed let J ′ ∈ Zα2k(R2n), then there exists g ∈ SO(2n) such that J ′ = gJg−1, then (J ′)j = Jj if
and only if gJjg−1 = Jj i.e. g ∈ Uj−1(J), which proves that Zα2k,j(R2n, Jj) = Int(Uj−1(J))(J)
i.e.

Zα2k,j(R2n, Jj) = Uj−1(J)/U0(J).

Let us recapitulate what precedes.

Proposition 3.1.3 Let J ∈ Z2k(R2n). The connected component Zα2k(R2n) of J is a SO(2n)-
orbit (via the adjoint action):

Zα2k(R2n) = SO(2n)/U0(J).

Moreover, denoting by r the order of this component (i.e. the order of AdJ), then it is also a
r-symmetric space defined by the inner automorphism T = IntJ|SO(2n).
Furthermore, for any j ∈ {1, . . . , r}, let us consider the subgroup Uj−1(J) := {g ∈ SO(2n), gJjg−1 =
Jj}. Then the submanifold of Zα2k(R2n), defined by

Zα2k,j(R2n, Jj) := {J ′ ∈ Zα2k(R2n)|(J ′)j = Jj}

is the Uj−1(J)-orbit of J . Moreover, the restriction of T to Uj−1(J) is an order j automorphism
of which the associated j-symmetric space is

Zα2k,j(R2n, Jj) = Uj−1(J)/U0(J).

We have then a increasing sequence (Nj) indexed by j ∈ {1, . . . , r}, of j-symmetric spaces, all
included in Nr = Zα2k(R2n).

Remark 3.1.3 Obviously, in this equation J can be replaced by any J ′ ∈ Zα2k,j(R2n, Jj).

Example 3.1.3 If k = 2, then we haveZα4,2(R2n, J2) = Zα4,2(R2n,−Id) = Zα4 (R2n) = Σα(R2n) =
SO(2n)/U(n), and the other values of j are trivial Zα4,±1(R

2n, J±1) = {J}.

Remark 3.1.4 Sometimes, we will need to specify clearly what is the eigenvalues of the eigenspaces
AC
i (J) and soCi (J), then we will simply use the notation

AC

(ω)(J) = ker(AdJ − ωId)

and idem for soC(ω)(J) and BC

(ω)(J).

Besides, sometimes for the homogeneity of the equations, we will extend the notations AC
i (J) for

real index and set for t ∈ R
AC

t (J) = ker(AdJ − ωtrId).
18We confuse j ∈ Zr and its representant in {1, . . . , r}.
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3.1.3 Study of AdJj

Expression of the eigenspaces of AdJj in terms of those of AdJ . Let j ∈ Z∗. Then we
have

AdJj = (AdJ)j = ⊕r−1
l=0

(
ωlr
)j

IdAC

l
(J),

ωjr is of order p =
r

(r, j)
, i.e. it is in Ûp = {z ∈ S1|zp = 1} = exp

(
(Z/pZ) · 2iπ

p

)
. Then we have

AdJj =

(r,j)−1⊕

q=0

[
⊕p−1
l=0

(
ωjr
)l

IdAC

qp+l(J)

]
,

hence writing (that AdJj is of order p):

AdJj = ⊕p−1
l=0 ω

l
p IdAC

l (J
j),

we obtain

Lemma 3.1.1 We have the following relation between the eigenspaces of AdJj and those of
AdJ :

AC

l (J
j) = ⊕(r,j)−1

q=0 AC

qp+l′ (J) (3.4)

where l′ = (j′)−1l in the ring Z/pZ, and j′ =

[
j

(j, r)

]

mod p

(j′ is inversible in the ring Z/pZ,

since (j′, p) = 1 by definition of (r, j)).

In particular,
Com(Jj)C = AC

0 (J
j) = ⊕(r,j)−1

q=0 AC

qp(J). (3.5)

More particulary,

Com(Jk)C =

{
⊕k−1
q=0AC

q (J) = End(R2n)C if r = k

⊕k−1
q=0AC

2q(J) if r = 2k

and

Com(J2) =





A0(J)⊕Ak(J) if r = 2k

A0(J)⊕A k
2
(J) if r = k ∈ 2Z

}
= A0(J)⊕A r

2
(J) if r is even

A0(J) if r = k is odd

.

Decomposition of the tangent space TJZα2k,j(R2n, Jj) in terms the eigenspaces BC
j (J)

of AdJ . We can rewrite all what precedes in J.so(2n) (resp. in so(2n)) by replacing AC

l by BC

l

(resp. soCl ). In particular we have, according to (3.5),

uj−1(J) := Lie (Uj−1(J)) = so0(J
j) =

(
⊕(r,j)−1
q=0 soCqp(J)

)
∩ so(2n),

this19 is the eigenspace decomposition of the order j automorphism obtained by restricting
T = AdJ to uj−1(J). Therefore we have

19We mean uj−1(J)
C = ⊕

(r,j)−1
q=0 soCqp(J)

54



Proposition 3.1.4 The tangent space of Zα2k,j(R2n, Jj) is given by

TJZα2k,j(R2n, Jj) =




(r,j)−1⊕

q=1

Bqp(J)


 ∩ End(R2n). (3.6)

Proof. Indeed, g ∈ Uj−1(J) 7→ gJg−1 ∈ Zα2k,j(R2n, Jj) is a surjective submersion whose the
(surjective) derivative at g = 1,

A ∈ uj−1(J) 7→ [A, J ] =

(r,j)−1∑

q=0

[Aqp, J ] =

(r,j)−1∑

q=0

(1− ωqpr )AqpJ ∈ TJZα2k,j(R2n, Jj)

has
(
⊕(r,j)−1
q=1 Bqp(J)

)
∩ End(R2n) as image, which proves the equality (3.6). �

More simply by differentiating the definition equation of Zα2k,j(R2n, Jj) we obtain

TJZα2k,j(R2n, Jj) =



A ∈ J.so(2n)

∣∣∣∣∣∣
∑

p+l=j−1

JpAJ l = 0



 (3.7)

Now, let us apply (3.6) for j = 2 :

TJZα2k,2(R2n, J2) =

{
B r

2
(J) = {A ∈ J.so(2n)|AJ + JA = 0} if r is even

0 if r is odd.

This can be recovered from (3.7) by remarking that if r is odd then −1 is not a r-th root of unity
(and thus not an eigenvalue of AdJ).

Remark 3.1.5 If (j, 2k) = 1 (so that (j, r) = 1 also) then Jj ∈ Z2k(R2n) and T j is of order r
and we have, according to (3.4)

AC

l (J
j) = AC

[j]−1
r ·l

(J), ∀l ∈ Z/rZ,

in others words AC

l (J) = AC

j·l(J
j), ∀l ∈ Z/rZ. In particular

Uj−1(J) = A0(J
j) ∩ SO(2n) = A0(J) ∩ SO(2n) = U0(J).

Hence
Zα2k,j(R2n, Jj) = {J}.

More generally, we have, according to (3.5), since (jl, r) = (l, r),

Com((Jj)l)C = Com(Jjl)C = ⊕(l,r)−1
q=0 AC

qp(J) = Com(J l)C

with p =
r

(l, r)
, and thus

Com((Jj)l) = Com(J l) ∀l ∈ Z/rZ.

In particular, Ul−1(J
j) = Ul−1(J) ∀l ∈ Z/rZ and thus

Zα2k,l(R2n, (Jj)l) = Z [j]−1
2k ·α

2k,l (R2n, J l)
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where [j]−1
2k · α is the action of [j]−1

2k on α ∈ X2k, the action of l ∈ (Z/rZ)∗ on X2k being defined
by the bijective map

J ∈ Z2k(R2n) 7→ J l ∈
(
Z2k(R2n)

)l
= Z2k(R2n)

which sends a connected component onto another one

(
Zα2k(R2n)

)l
=: Z l·α2k (R

2n).

In particular, for j = 1, we have

Ul−1(J
−1) = Ul−1(J) ∀l ∈ Z/rZ

and thus
Zα2k,l(R2n, (J−1)l) = Z−α

2k,l(R
2n, J l)

where −(ε, p) = ((−1)nε, p) in X2k. Hence Zα2k,l(R2n, (J−1)l) = Zα2k,l(R2n, J l) if and only if n is
even (i.e. J and J−1 are in the same connected component).

3.2 Isometries of order 2k + 1 with no eigenvalue = 1

We can do exactly the same study for Z2k+1(E) as we did for Z2k(E), with however the following
simplification: all the connected components have the same order r = 2k+1 and we do not have
to distinguish two types of orbits as previously. Let us review all the results obtained in 3.1 to
see those which hold and for these latters, see if some modifications are necessary.

• The space Z2k+1(R2n+1) is empty.
• Theorem 3.1.1 holds:

π0(Z2k+1(R2n)) = X2k+1 :=



(ε, p) ∈ Z2 × Nk

∣∣∣∣∣∣

k∑

j=1

pj = n and lcm

({
2k + 1

(2k + 1) ∧ j , pj 6= 0

})
= 2k + 1





i.e. more generally

π0(Zk′(R2n)) = Xk′ :=



(ε, p) ∈ Z2 × Nmk′−1

∣∣∣∣∣∣

mk′−1∑

j=1

pj = n and lcm

({
k′

k′ ∧ j , pj 6= 0

})
= k′





• Equation (3.1) holds in general for any order.
• Propositions 3.1.1 and 3.1.2 hold also for any order k′.
• Propositions 3.1.3 holds for Z2k+1(R2n) (replace everywhere 2k and r by 2k + 1).

More generally, let us consider the family of spaces Uk′ (R2n). Then we could write explicitely
π0(Uk′). Moreover equation (3.1) holds in general. Propositions 3.1.1 and 3.1.2 hold also in
general. Finally, Propositions 3.1.3 holds also in general. Let us make precise that then r is
always the order of AdJ , in the considered connected component.

3.3 The effect of the power maps on the finite order isometries

Let J ∈ Uk′(R2n) then Jj ∈ Up(R2n) with p = k′

(k′,j) . Moreover it is easy to see (from the
diagonalisation) that the power map

J 7→ Jj
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is surjective from Uk′(R2n) onto Up(R2n) (since z ∈ Ûk′(R2n) 7→ zj ∈ Ûp(R2n) is surjective).
Besides, since each connected component in Uk′(R2n) (and in Up(R2n)) is a SO(2n)-orbit, then
the power map J 7→ Jj sends one component in Uk′(R2n) onto another one in Up(R2n) so that it
induces a map:

α ∈ π0(Uk′(R2n)) −→ j · α ∈ π0(Up(R2n))

such that
(Uαk′)j(R2n) =: Uj·αp (R2n), ∀α ∈ π0(Uk′ (R2n)). (3.8)

Remark 3.3.1 In general we have (Z2k)
j(R2n) * Zp(R2n). For example, for j = 2, we have

(Z2k(R2n))2 =

{
U∗
k (R

2n) if k is even

Zk(R2n) if k is odd.

Besides, given J ∈ Zα2k(R2n), then Zα2k,j(R2n, Jj) is the inverse image of Jj by the map

J ′ ∈ Zα2k(R2n) 7−→ (J ′)j ∈ (Zα2k(R2n))j = Uj·αp (R2n).

Since (J ′)j is constant in Zα2k,j(R2n, Jj), we can denote it by Jj and then

Zα2k,j(R2n, Jj) = Zα2k,j(R2n, Jj).

�

Furthermore, we have also for any J ∈ Uαk′(R2n), U0(J
j) = Uj−1(J) so that, according to (3.8),

the component of Jj in Up(R2n) satisfies

Uj·αp (R2n) = SO(2n)/U0(J
j) = SO(2n)/Uj−1(J),

hence
(Uαk′(R2n))j = SO(2n)/Uj−1(J) (3.9)

which we can recover directly by taking the power j in the equality Uαk′ (R2n) = {gJg−1, g ∈
SO(2n)}.
Convention: for each α ∈ π0(Z2k(R2n)), we will choose (and fix) a canonical representant in
Zα2k(R2n). For example, let (ǫ1, . . . , ǫ2n) be the canonical basis in R2n, and

e2l+1 =
ǫ2l+1 + iǫ2l+2√

2
, 0 ≤ l ≤ n− 1,

e2l = e2l−1, 1 ≤ l ≤ n.

Then e = (e1, . . . , e2n) is a hermitian basis in C2n and we can take Jα0 such that

Mate(J
α
0 ) = Diag

((
eiθj Idpj 0

0 e−iθj Idpj

)
, 1 ≤ j ≤ n− 1

)
(3.10)

where p = (p1, . . . , pk−1) is determined by α = (ε, p) ∈ π0(Z2k(R2n)) (see section 3.1.1), θj =
jπ

k
,

andMate(·) means "the matrice in the basis e of ".
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3.4 The Twistor spaces of a Riemannian manifolds and its reductions

Let M be an oriented (even dimensional) Riemannian manifold and let us consider the bundle
of order 2k isometries U2k(M) as well as its subbundles U∗

2k(M) and Z2k(R2n). Let us fix
α ∈ π0(Z2k(R2n)) and consider the component Zα2k(M). Then denoting by SO(M) the SO(2n)-
bundle of positively oriented orthonormal frames on M , we have20

Zα2k(M) = SO(M)/U0(J
α
0 ).

We want to ask the following question: does SO(M) admit a Uj−1(J
α
0 )-reduction for 1 ≤ j ≤

r. We know (according to [53]) that SO(M) admits a Uj−1(J
α
0 )-reduction if and only if the

associated bundle SO(M)/Uj−1(J
α
0 ) (= SO(M) ×SO(2n) SO(2n)/Uj−1(J

α
0 )) admits a global

section Jj : M → SO(M)/Uj−1(J
α
0 ).

Besides, according to (3.9) and (3.8) applied to Zα2k(R2n), we have

SO(M)/Uj−1(J
α
0 ) = (Zα2k(R2n))j = Uj·αp (M)

with p =
2k

(2k, j)
. Hence Jj (when it exists) is a global section of (Zα2k(M))j and then the

Uj−1(J
α
0 )-reduction of SO(M) is given in terms of Jj by:

Uαj−1(M) := {e = (e1, . . . , e2n) ∈ SO(M)|Mate(Jj) = (Jα0 )
j}.

Then we have
Uαj−1(M)/U0(J

α
0 ) = Zα2k,j(M,Jj).

In particular, since (Jα0 )
r = ±Id, we have Ur−1(J

α
0 ) = SO(2n) and SO(M) has always an (unique

and trivial) SO(2n)-reduction for which Jr = ±IdTM and thus Uαr−1(M) = Uα0 (M) = SO(M)
and Zα2k,r(M,Jr) = Zα2k(M).

Example 3.4.1 If k = 2, and thus r = 2, then J0 = −Id defines the trivial reduction. Moreover,
for j = 1, a global section J1 (when it exists) defines on M an almost complex structure and
Uαj−1(M) = Uα0 (M) is then the subbundle of hermitian frames on M (with respect to this almost
complex structure).

3.5 Return to an order 2k automorphism τ : g→ g.

We give ourself the same ingredients as in section 2.1.1 and we use the same notations. In
particular, we suppose that the subgroup H is chosen such that (Gσ)0 ⊂ H ⊂ Gσ. In addition
to that we suppose G/H Riemannian.

3.5.1 Case r = k

Suppose that we have τk|m = −Id i.e. τ|m ∈ Z0
2k(m). Then gC2j = 0 for all 2j ∈ Z/(2k)Z \ {0, k}.

Hence we have
[gCp , g

C

l ] = {0} if p+ l 6= 0, k.

Indeed, if p or l is even then the corresponding eigenspace vanishes. If p and l are odd then
[gCp , g

C

l ] ⊂ gCp+l and p+ l is even, thus gCp+l = {0} except if p+ l = 0 or k. Consequently, we have
[m,m] ⊂ h and thus G/H is a (locally) symmetric space. Let us distinguish the following two
cases.

20The canonical isomorphism which allows to write this equality will be explicitly given in section 4.3.
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k is odd. Then [gk, g
C
j ] ⊂ gCk+j = {0} for all j odd 6= 0, k. Hence [gk,m] = {0} i.e. admgk = 0

so that gk = 0 and thus this case is trivial because H = G0 up to covering and thus the fibre
H/G0 is trivial (i.e. a discret set). Moreover we have [m,m] ⊂ h = g0 and G/H = G/G0 (up to
covering) is the (locally) symmetric space associated to the involution τk.

k is even. Then the symmetric decomposition g = h ⊕ m is the eigenspace decomposition of
τk, and G/H is the (locally) symmetric space corresponding to this involution τk.

In conclusion, if r = k, then G/H is the (locally) symmetric space corresponding to τk.

Example 3.5.1 If 2k = 4, then we always have r = k = 2 (since τ2|m = −Id) and G/H is the

symmetric space corresponding to σ = τ2.

3.5.2 Action of Adτ|m on adgCj

We have τ ◦ adX ◦ τ−1 = adτ(X), ∀X ∈ g. In particular, for all j ∈ Z/(2k)Z we have

∀Xj ∈ gCj , τ ◦ adXj ◦ τ−1 = ωj2kadXj .

Hence by taking the restriction to m and projecting on m:

τ|m ◦ [admXj ]m ◦ τ−1
|m = ωj2k[admXj]m (3.11)

so that21

[admg
C

j ]m ⊂ AC

j (τ|m) ∀j ∈ Z/(2k)Z.

If r = k then [m,m] ⊂ h, hence [admg
C
j ]m = 0, for all j ∈ Z/(2k)Z \ {0, k}.

Moreover, let us recall that we always have (r = 2k or k)

[admg0]m = admg0 ⊂ so0(τ|m) = Com(τ|m) ∩ so(m)

[admgk]m = admgk ⊂
{
so(−1)(τ|m) = Ant(τ|m) ∩ so(m) = so r

2
(τ|m) if r is even

0 if r = k is odd (trivial case)

where22 Ant(τ|m) = {A ∈ End(m)|Aτ|m + τ|mA = 0}, and we used the notation defined in
remark 3.1.4 for so(−1)(τ|m).

Remark 3.5.1 In general, we do not have [admg
C
j ]m ⊂ soCj (τ|m) and we also do not have

[admg
C
j ]m ⊂ Bj(τ|m). However, if the metric is naturally reductive, then these inclusions hold.

We can easily generalize (3.11) as follows. We keep in mind the conventions and notations defined
in the subsection 2.0.1. We use also the notations of the begining of subsection 2.1.

Proposition 3.5.1 Let τ : g → g be an automorphism of Lie algebra of finite order k′. Let
us consider some decomposition k′ = pq, with p, q ∈ N∗. Then let us consider the order p
automorphism σ̂ = τq, and set ĥ = gσ̂. We denote by g = ĥ ⊕ m̂ the corresponding σ̂-invariant
reductive decomposition of the Lie algebra g. Then we have

τ|m̂ ◦ [adm̂Xj ]m̂ ◦ τ−1
|m̂ = ωjk′ [adm̂Xj ]m̂, ∀Xj ∈ gCj .

Remark 3.5.2 In particular, we can apply the previous proposition in the case k′ = 2k+1 and
q = 1.

21See remark 3.5.1.
22According to the notation defined in 0.6.
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3.6 The canonical section in (Z2k(G/H))2, the canonical embedding,
and the Twistor lifts

3.6.1 The canonical embedding

Once more, we give ourself the same ingredients and notations as in section 2.1.1. We suppose
that (Gσ)0 ⊂ H ⊂ Gσ and that G/H is Riemannian. We denote by p0 := 1.H the reference
point in G/H . According to the definition of H , we have

Lemma 3.6.1 Let J0 be the element in Zα0

2k (Tp0M) corresponding 23 to τ|m under the identifi-
cation Tp0M = m. Then we have ∀g ∈ H, gJ2

0g
−1 = J2

0 . Hence there exists a unique section

J2 : G/H 7→ (Zα0

2k )
2 = Uα

2
0

k (G/H)

defined by
g.p0 ∈ G/H 7→ gJ2

0 g
−1 ∈ (Zα0

2k )
2.

Proceeding as in [43], Theorem 3, we obtain:

Theorem 3.6.1 Let τ : g → g be an order 2k automorphism and M = G/H a (locally) Rie-
mannian k-symmetric space corresponding to σ = τ2. Let us make G acting on Z2k(M):
g · J = gJg−1. Let J0 ∈ Zα0

2k (Tp0M) be the finite order isometry corresponding to τ|m under
the identification Tp0M = m. Then the orbit of J0 under the action of G is an immersed sub-
manifold in Zα0

2k (M). Denoting by G0 the stabilizer of J0, then G0 = Gτ ∩H and thus N = G/G0

is a locally 2k-symmetric bundle over M and the natural map:

IJ0 : G/G0 −→ Zα0

2k,2(G/H, J2)

g.G0 7−→ gJ0g
−1

is an injective immersion and a morphism of bundle. Moreover, if the image of G in Is(M) (the
group of isometry of M) is closed, then IJ0 is an embedding.

Remark 3.6.1 Remark that we could also have chosen J0 = τ j|m with (j, 2k) = 1, since in this

case τ j is an order 2k-isomorphism. See [43], theorem 3 and remark 13.

Notation For a geometric map f : L → G/G0, we will denote by J the corresponding map
IJ0 ◦ f : L→ Z2k,2(G/H, J2) under the previous inclusion G/G0 →֒ Z2k,2(G/H, J2).

A remark about the canonical section In fact the lemma 3.6.1 can be written more gen-
erally as follows:

Lemma 3.6.2 Let N = G/G0 be a (locally) k′-symmetric space. We denote by g = g0 ⊕ n the
reductive decomposition of the Lie algebra. Let y0 = 1.G0 ∈ N and let J0 be the element in
U∗
p (Ty0N) corresponding to τ|n under24 the identification Ty0N = n. Then we have ∀g ∈ G0,
gJ0g

−1 = J0. Hence there exists a canonical section J1 : G/G0 7→ U∗
p (Ty0N) defined by

g.y0 ∈ G/G0 7→ gJ0g
−1 ∈ U∗

p (Ty0N).

23α0 denotes off course the connected component of J0 in Z2k(Tp0M).
24Or more generally corresponding to τ j

|n
with (j, k′) = 1.
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3.6.2 The twistor lifts

Definition 3.6.1 An isometry A ∈ SO(R2n) will be called an eiθ-structure if Spect(A) =
{eiθ, e−iθ}. An isometry A ∈ SO(R2n) will be called a 2k-structure if A ∈ Z2k(R2n).

Definition 3.6.2 Let (E, h) → M be a Riemannian vector bundle over a manifold M . Then
for each 2k-structure J ∈ Z2k(E), we denote by J the complex structure in E defined by

ker(J − iId) = ⊕k−1
j=1 ker(J − ω−j

2k Id)

ker(J + iId) = ⊕k−1
j=1 ker(J − ωj2kId)

Remark 3.6.2 Let us remark that if J ∈ Σ(E) is complex structure then J = −J . This sign is
needed because of our convention chosen in remark 2.2.1. See also [43], remark 13.

Remark 3.6.3 We see that definition 3.6.2 defines a SO(2n)-invariant map

P : Zα2k(R2n) −→ Σ(R2n)

which is nothing but the SO(2n)-invariant projection

SO(2n)/U0(J
α
0 ) −→ SO(2n)/U(Jα0 ),

since U0(J
α
0 ) ⊂ U(Jα0 ). Indeed by definition Jα0 stabilizes the eigenspaces of Jα0 :

Jα0 =
(
⊕k−1
j=1 iId[gC

−j]

)
⊕
(
⊕k−1
j=1 − iId[gC

j ]

)
.

Moreover, the restriction of P to Z2k,j(R2n, (Jα0 )
j) is the Uj−1(J

α
0 )-invariant projection

Uj−1(J
α
0 )/U0(J

α
0 ) −→ Uj−1(J

α
0 )/U(J

α
0 ).

Definition 3.6.3 Let (E, h) → M be a Riemannian vector bundle over a manifold M . Then
for each element J ∈ Z2k+1(E), we denote by J ∈ Σ(E) the complex structure in E defined by

ker(J− iId) = ⊕kj=1 ker(J − ω−j
2k+1Id)

ker(J + iId) = ⊕kj=1 ker(J − ωj2k+1Id)

Remark 3.6.4 We see then that the canonical almost complex structure J defined in a (2k+1)-
symmetric space N = G/G0 (see (2.7)), is the almost complex structure associated to the element
J1 ∈ Z2k+1(N) defined by lemma 3.6.2, according to definition 3.6.3.

Definition 3.6.4 Let (L, i) be a complex manifold (of dimension d ≥ 1), M an oriented Rie-
mannian manifold and u : L → M a immersion. Then an element J : L → u∗(Z2k(M)) is an
admissible twistor lift of u if one of the following equivalent statements holds:

(i) [∂̄u]mj(J)C ∈ ker(J − ωj2kId) for all 1 ≤ j ≤ k − 1, where mj(J) ⊂ u∗TM is defined by

mj(J)
C = ker(J − ω−j

2k Id)⊕ ker(J − ωj2kId).

(ii) Let J be the complex structure on u∗(TM) defined by the 2k-structure J ∈ C(u∗(Z2k(M))),
then u is J-holomorphic: du ◦ i = J ◦ du
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In particular, if (L, i) is a Riemann surface, then we can add that the existence of an admissible
twistor lift J of u implies in particular that u is a conformal immersion.

Remark 3.6.5 Let Ej be the orthogonal projection of the tangent subbundle u∗(TL) on the
subbundle mj(J). Then J is an admissible twistor lift means also : for all j ∈ {1, . . . , k − 1},
J stabilizes Ej and J|Ej

is a ωj2k-structure, i.e. a rotation of the plan Ej , and moreover this
rotation defined by J|Ej

and the rotation defined by i have opposite sens of rotation.

Theorem 3.6.2 In the situation described in theorem 3.6.1, let α be a g-valued Maurer-Cartan
1-form on a Riemann surface L and f : L→ G/G0 its geometric map and J = IJ0 ◦ f . The the
following statements are equivalent:

(i) α′′
−j = 0, 1 ≤ j ≤ k − 1

(ii) J : L→ Z2k,2(G/H, J2) is an admisible twistor lift.

Proof. This follows immediately from definition 3.6.4-(i). �

3.7 Bibliographical remarks and summary of the results.

To our knowledge, the "generalized" twistor spaces defined in this section have never been used
before. Until now, among this family of twistor spaces, only the twistor bundle of orthogonal
almost complex structure Σ(M) has been used, in twistor theory. The twistor theory invented
by R. Penrose [59] could be defined as a way to use the methods of complex (or pseudo-complex)
geometry to solve problems of Riemannian (or pseudo-Riemannian) geometry. More particu-
lary, there are a lost of works which have been down about twistor methods for harmonic maps
[62, 63, 19]. In these works the method is to use twistor lifts of harmonic maps and to prove
that a map f : (L, j) → (M, g) is harmonic if and only if it has a holomorphic twistor lift
J : (L, j)→ (Σ(M), J̌). Here (L, j) is a Riemann surface, (M, g) a Riemannian manifold and J̌
is some almost complex structure on the twistor space Σ(M).
The definition 3.6.4 above generalizes the notion of twistor lift to our "generalized" twistor spaces
Z2k(M). Moreover the theorem 3.6.2 tells us that a map f : L→ G/G0 is horizontally holomor-
phic if and only if the corresponding map J = IJ0 ◦ f : L→ Z2k(G/H) is an admissible twistor
lift. We will prove in section 4 that the even minimal determined system has an interpretation
in terms of vertically harmonic admissible twistor lifts.
Let us add that our theorem 3.6.1 about the canonical embedding G/G0 →֒ Zα0

2k,2(G/H, J2) is
of course totally new and it generalises our previous result [43, Theorem 3] which concerns the
particular case of 4-symmetric spaces.
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4 Vertically Harmonic maps and Harmonic sections of sub-

mersions

We will first recall some definitions and properties about vertical harmonicity and homogeneous
fibre bundles (sections 4.1 and 4.2). We refer to [70, 71] for proofs. Then in section 4.3 we
will apply this to the study of the examples which interest us, examples that we will already
introduce and start to study in 4.1.2 : homogeneous spaces and twistor spaces. Finally, we
will conclude with a geometric interpretation of the even minimal determined elliptic integrable
system in terms of vertically harmonic twistor lifts (section 4.4).

4.1 Definitions, general properties and examples

4.1.1 The vertical energy functional

Let (M, g), (N, h) be Riemannian manifolds and π : N →M a surjective submersion. We can do
the splitting TN = V⊕H, where the vertical and horizontal subbundles are defined by V = ker dπ
and H = (ker dπ)⊥ = V⊥.
For any map u : M → N , we denote by dvu = (du)v the vertical component of du. Following

[70], this allows us to define the vertical energy density of u, ev(u) =
1

2
|dvu|2, and the associated

vertical energy functional:

Ev(u) =
1

2

∫

M

|dvu|2dvolg.

Let us define the vertical tension field of u : M → N by

τv(u) = Trg(∇vdvu)

where ∇v denotes the vertical component of the Levi-Civita connection (of N) in TN , and Trg
the trace with respect to g. Then we have

Theorem 4.1.1 [70, Theorem 2] The map u : M → N is a critical point of Ev with respect to
vertical variations if and only if τv(u) = 0. In particular, if u is a section, i.e. π ◦u = IdM , then
it is a critical point of Ev with respect to variations through sections if and only if τv(u) = 0.

Definition 4.1.1 A map u : M → N is vertically harmonic if τv(u) = 0. If moreover u is a
section we will say that it is a harmonic section.

4.1.2 Examples

Example 4.1.1 Let π : N →M be like above. Let (L, b) be a Riemannian manifold and f : L→
N a map. Then we can consider the projection u = π ◦ f : L→M and the manifold

u∗N := {(z, n) ∈ L×N, n ∈ π−1({u(z)})}.

Then we have the submersion u∗π : (z, n) ∈ u∗N 7→ z ∈ L. Furthermore, u∗N can be endowed
canonically with a Riemannian metric: take the metric induced by the product metric

|(dz, dn)|2 = |dz|2 + |dn|2

in L×N ⊃ u∗N .

63



Definition 4.1.2 We will say that f : L→ N is vertically harmonic if

Trb(∇vdvf) = 0.

When u = π ◦ f is an isometry and π a Riemannian submersion this is equivalent to say
that the corresponding section f̃ : L → u∗N is a harmonic section (see the Appendix,
theorem 8.1.1).

Example 4.1.2 The twistor bundle of almost complex structures Σ(E).
Let p: (E,∇, 〈·, ·〉) 7→ (M, g) be a Riemannian vector bundle of rank 2n (in particular 〈·, ·〉
is ∇-parallel). Then we consider the bundle of orhogonal almost complex structure: NΣ =
Σ(E) = {(x, Jx), Jx ∈ Σ(Ex)}, where Σ(Ex) = {J ∈ so(Ex)|J2 = −Id}. We have a fibration
πΣ : NΣ →M . The vertical space is given by: ∀J ∈ NΣ,

VJ := TJΣ(Ex) = {A ∈ so(Ex)|AJ + JA = 0}

where x = πΣ(J).
The metric connection ∇ gives us a splitting : TΣ(E) = VΣ⊕HΣ. Indeed we have the following
splitting (coming from ∇)

T so(E) = p∗so(E)⊕H (4.1)

where p: so(E)→M is the natural fibration25. Then for any (local) section J : U ⊂M → Σ(E),
we have

0 = ∇J2 = (∇J)J + J(∇J)
so that ∇J ∈ VΣ and thus in the decomposition (4.1): [dJ ]so(E) = ∇J ∈ VΣ and thus [dJ ]H =
dJ −∇J ∈ TNΣ which allows us to conclude that

TΣ(E) = VΣ ⊕H|Σ(E).

Then we can endow NΣ with the metric

h = π∗g + 〈 , 〉VΣ (4.2)

where 〈 , 〉VΣ is the fibre metric in VΣ induced by the metric in so(E):

〈A,B〉 = Tr(At.B). (4.3)

With this metric we have obviously HΣ = VΣ⊥
.

Furthermore, let us remark that TΣ(E) is a subbundle of T so(E)|Σ(E) and that we have

T so(E)|Σ(E) = π∗
Σso(E)⊕H|Σ(E) = so−(π

∗
ΣE)⊕ so+(π

∗
ΣE)⊕H|Σ(E) (4.4)

= TΣ(E)⊕ so+(π
∗
ΣE) (4.5)

with26

so+(π
∗
ΣE)J = so+(Ex, J) := {A ∈ so(Ex)| [A, J ] = 0}

so−(π
∗
ΣE)J = so−(Ex, J) := {A ∈ so(Ex)|AJ + JA = 0} = VΣ

J

25we denote by the same letter the fibration p: E → M and all its "tensorial extensions": p: End(E) → M ,
p: so(E) → M , etc..

26using the notations defined in section 3.1.2 (i.e. the definition of soCj (J) for j ∈ Z/2Z).
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for all J ∈ Σ(E) (and where x = πΣ(J)). In other words, π∗
ΣE is canonically endowed with

a complex structure: IJ = J , ∀J ∈ NΣ, and this complex structure defines the two spaces
so±(π

∗
ΣE) by

so±(π
∗
ΣE) = so±(π

∗
ΣE, I).

Now given a section J ∈ C(πΣ), then we consider the vertical part of the rough Laplacian ∇∗∇J ,

in the decomposition (4.4): (∇∗∇J)VΣ

=
1

2
J [J,∇∗∇J ]. We will see in section 4.3.2 that this is

in fact exactly the vertical tension field of J in NΣ:

τv(J) =
1

2
J [J,∇∗∇J ].

In particular, we recover the definition of vertical harmonicity used in [43] and [16].

Example 4.1.3 The twistor bundle Z2k(E) of a Riemannian vector bundle.
Let p: (E,∇, 〈·, ·〉) 7→ (M, g) be a Riemannian vector bundle of rank 2n. Then we consider more
generally the bundle of order 2k isometries U2k(E) as well as its subbundles U∗

2k(E) and Z2k(E).
Let us fix α ∈ π0(Z2k(R2n)) and consider the component Zα2k(E) := NZ . We have a natural
fibration πZ : Zα2k(E)→M . The vertical space is given by

∀J ∈ NZ , VZ
J = TZα2k(Ex) =


 ⊕

j∈Z/rZ\{0}

BC

j (Ex, J)


⋂End(Ex) = J.so∗(Ex, J) (4.6)

according to section 3.1.2 (more particulary equation (3.3)) and where

so∗(Ex, J) :=


 ⊕

j∈Z/rZ\{0}

soCj (Ex, J)


⋂ so(Ex).

The metric connection ∇ gives us a splitting: TZα2k(E) = VZ⊕HZ . Indeed we have the following
splitting (coming from ∇)

TSO(E) = VSO(E) ⊕H (4.7)

where VSO(E)
J = TJSO(Ex) = J.so(Ex) (since 0 = ∇(J tJ) = (∇J)tJ + J t(∇J) =⇒ ∇J ∈

TJSO(Ex)). Then for all (local) section J : U ⊂M → NZ , we have

0 = ∇J2k =
∑

p+l=2k−1

Jp(∇J)J l

so that according to (3.1), ∇J ∈ VZ and thus in the decomposition (4.7), we have [dJ ]Vso(E) ∈ VZ

and hence [dJ ]H = dJ − [dJ ]Vso(E) ∈ TNZ which leads to

TZα2k(E) = VZ ⊕H|Zα
2k(E). (4.8)

Then we can endow NZ with the metric defined as in (4.2) and where the fibre 〈 , 〉VZ is induced

by the trace metric (4.3), for which we have HZ = VZ⊥
.

Furthermore let us remark that TZα2k(E) is a subbundle of TSO(E)|Zα
2k(E) and that we have

TSO(E)|Zα
2k(E) = B0(π∗

ZE)⊕ B∗(π∗
ZE)⊕H|Zα

2k(E)

= B0(π∗
ZE)⊕ TZα2k(E)
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where 27

B0(π∗
ZE)J = B0(Ex, J) and

B∗(π∗
ZE)J = B∗(Ex, J) :=


 ⊕

j∈Z/rZ\{0}

BC

j (Ex, J)


⋂End(Ex) = VZ

J

for all J ∈ Zα2k(E). In other words, π∗
ZE is canonically endowed with a 2k-structure: IJ = J ,

∀J ∈ NZ , and this 2k-structure defines the spaces BC
j (π

∗
ZE) := BC

j (π
∗
ZE, I).

Now let us make precise the relation between SO(E) and so(E) and in particular the relation
TJSO(Ex) = J.so(Ex). For J ∈ SO(E), let

LJ : A ∈ End(Ex) 7−→ J.A ∈ End(Ex)

be the left multiplication by J in End(Ex), with x = p(J). Let us still denote by I, the
tautological section of p∗SO(E) defined by IJ = J , ∀J ∈ SO(E), and whose restriction to NZ is
our canonical 2k-structure I on π∗

ZE. Then let LI : SO(E) −→ Aut(End(p∗E)) be the section
of the bundle of linear automorphism of the vector bundle End(p∗E) defined by

LI : J ∈ SO(E) 7−→ LJ ∈ Aut(End(Ep(J)))

or more concretely
LI : (J,A) ∈ End(p∗E) 7−→ (J, J.A) ∈ End(p∗E).

Then we have
VSO(E) = LI(so(p

∗E)) and BC

j (π
∗
ZE) = LI(so

C

j (π
∗
ZE))

which we will denote more simply by

VSO(E) = I.so(p∗E) and BC

j (π
∗
ZE) = I.soCj (π∗

ZE).

Example 4.1.4 The Twistor subbundle Zα2k,j(E).
Let us consider the previous example and let us suppose that there exists a (global) section Jj

of (Z2k(E))j = Uj·αp′ (E) for some j ∈ Z and p′ =
2k

(2k, j)
. Let us consider the subbundle

N j
Z := Zα2k,j(E, Jj) = {J ∈ Zα2k(E)| Jj = Jj}

for which we have the natural fibration πjZ : Zα2k,j(E, Jj)→M . The vertical space is given by

∀J ∈ N j
Z , VZ,j

J = TJZα2k,j(Ex, Jj) =
(
⊕(r,j)−1
q=1 BC

qp(Ex, J)
)
∩ End(Ex) = J.u∗j−1(Ex, J)

according to (3.6)28, where

u∗j−1(Ex, J) =
(
⊕(r,j)−1
q=1 soCpq(Ex, J)

)
∩so(Ex) = uj−1(Ex, J)/u0(Ex, J) = so0(Ex, J

j)/so0(Ex, J).

Furthermore, differentiating the definition equation of Z2k,j(E, Jj): Jj = Jj , we obtain: for all
(local) section J of πjZ ,

∇Jj =
∑

l+q=j−1

J l∇J Jq = ∇Jj (4.9)

27still with the notation defined in section 3.1.2
28and with the notations of section 3.1.3, in particular p =

r

(r, j)
.
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so that
∇J ∈ VZ,j ⇐⇒ ∇Jj = 0,

therefore in general, we have ∇J /∈ VZ,j. We will simply set

HZ,j = VZ,j⊥ ∩ TZα2k,j(E, Jj).
Then the splitting

TZα2k,j(E, Jj) = VZ,j ⊕HZ,j

do not correspond to the splitting (4.7) or equivalently to (4.8), in general. In other words, the
connection in πZ defined by the horizontal distribution H|NZ

is not reducible to a connection

in πjZ (which could only be HZ,j): it happens if and only if H is tangent to N j
Z . Besides we

have two different ways to decompose the orthogonal of VZ,j in TNZ , using the decompositions

TNZ = VZ ⊕HZ or TNZ|Nj
Z
= TN j

Z ⊕ TN j
Z

⊥
:

TNZ|Nj
Z

= VZ,j ⊕ VZ,j⊥

= VZ,j ⊕ VZ,j⊥ ∩ VZ ⊕H|Nj
Z

= VZ,j ⊕HjZ︸ ︷︷ ︸
TNj

Z

⊕TN j
Z

⊥

In particular, we have for any (local) section J : U ⊂M → N j
Z

[dJ ]VZ,j = [∇J ]VZ,j = prV
Z

VZ,j (∇J)

where [ ]VZ,j : TNZ → VZ,j and prV
Z

VZ,j : VZ → VZ,j are resp. the orthogonal projections.
Moreover, let us decompose TSO(E)|Zα

2k,j(E) into an orthogonal sum making appear the vertical

subbundle VZ,j of N j
Z :

TSO(E)|Nj
Z

= B0(πjZ
∗
E, I)⊕ B∗(πjZ

∗
E, I) ⊕ H|Nj

Z

= B0(πjZ
∗
E, I)⊕ VZ,j

︸ ︷︷ ︸
I.so∗(π

j
Z

∗
E,Ij)

⊕ I.so∗(πjZ
∗
E, Ij)︸ ︷︷ ︸

VZ,j⊥∩VZ

⊕ H|Nj
Z
.

Now let us see how we can determine HZ,j from the section Jj . First we remark thatHZ,j∩VZ =

{0} (indeed ker dπZ ∩HZ,j ⊂ kerdπZ ∩TN j
Z = VZ,j and of course VZ,j∩HZ,j = {0}). Therefore

HZ,j is a vector subbundle of (VZ,j⊥∩VZ)⊕H which satisfies (VZ,j⊥∩VZ)∩HZ,j = {0}. Thus

HZ,j is the graph of some linear map29 Γ: H → VZ,j⊥ ∩ VZ , 30

Id + Γ: W ∈ H 7→W + Γ(W ) ∈ H⊕ (VZ,j⊥ ∩ VZ)

has HZ,j as image.
Let us concentrate ourself on (4.9). ∇J is in VZ so that we can write it ∇J =

∑r−1
i=1 JAi with

Ai ∈ soCi (E, J), according to (4.6). Then we have ∀i ∈ {1, . . . , r − 1},

∑

l+q=j−1

Jq(JAi)J
l =

j−1∑

l=0

Jj−1ωlrJAi =
1− (ωir)

j

1− ωir
JjAi

29i.e. a morphism of vector bundle
30In the following reasoning, we will forget the index "|Nj

Z" in H
|N

j
Z

to do not weigh down the equations. The

right notation will reapear in the final equation.
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so that

∑

l+q=j−1

Jq(∇J)J l = Jj



r−1∑

i=1
i/∈p.Z

1− (ωir)
j

1− ωir
Ai




where as usual p =
r

(r, j)
is the order of ωjr . In particular, we remark that (with obvious

notation)31 ∑

l+q=j−1

L(J l) ◦R(Jq)−1 : B∗(E, J) 7−→ B∗(E, Jj) (4.10)

is a surjective map with kernel32


 ⊕

i∈p.Zr\{0}

BC

i (E, J)


⋂End(E) = J∗VZ,j,

so that it induces an isomorphism from

J.so∗(E, Jj) = J∗(VZ,j⊥ ∩ VZ)

onto B∗(E, Jj). Let us denote by P j(J) the surjective map (4.10) and by P j(J)−1 the inverse
map of the isomorphism induced on J.so∗(E, Jj). Then we have

P j(J)(∇J) = ∇Jj

so that [∇J ]VZ,j⊥∩VZ

= P j(J)−1(∇Jj), but we have ∇J = [dJ ]V
Z

, and therefore

[dJ ]V
Z,j⊥

∩VZ

= P j(J)−1(∇Jj). (4.11)

On the other hand, dπZ ◦ dJ = IdTM so that dπZ ◦ [dJ ]H = IdTM , which with (4.11) allows to
conclude that

Γ = P j(J)−1 ◦ (∇Jj) ◦ dπZ
|H

that is to say, for all W ∈ H|Nj
Z

Γ(W ) = P j(J0)
−1 · ∇(πZ )∗WJj

where W = (J0,WJ0), J0 ∈ N j
Z , WJ0 ∈ HJ0 .

4.1.3 Ψ-torsion, Ψ-difference tensor, and curvature of a Pfaffian system

Ψ-torsion, Ψ-difference. Let us consider a vector bundle morphism

TM
Ψ−−−−→ (E,∇)

y
y

M
ψ−−−−→ N

,

31remark that B∗(E, Jj) = Jj .so∗(E, Jj) = Jj .
((

⊕i∈Zr\p.Zr
soCi (E, J)

)

∩ so(E, J)
)

32Obviously, since J is a local section, everything is local here and E must be replaced by EU := p−1(U), but
we do not want to weigh down the notations.
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∇ being a connections on the vector bundle E. Then the Ψ-torsion of ∇ is the ψ∗E-valued
2-form on M ,

TΨ(X,Y ) = ∇X(ΨY )−∇Y (ΨX)−Ψ[X,Y ] = d∇Ψ(X,Y ) ∀X,Y ∈ C(TM).

Let us give now some examples.

Example 4.1.5 Let N be a manifold and suppose that we have a splitting TN = V ⊕ H
and suppose also that the vertical bundle V is endowed with a covariant derivative ∇c and let
φ : TN → V be the projection (morphism) on V along H, then we can speak about the φ-torsion
of ∇c, T φ = d∇

c

φ.
TN

φ
−−−−−−−→ (V, ∇c)

y
y

N
Id

−−−−−−−→ N

,

Example 4.1.6 Let s : M → (N,∇) be a map from a manifold M into an affine manifold (N,∇)
and suppose that we have a splitting TN = V ⊕H, then let us consider the morphism of bundle

TM
dvs−−−−→ (V ,∇v)

y
y

M
s−−−−→ N

where ∇v is the vertical part
of the linear connection∇.

Then the vertical s-torsion of N is T s := T d
vs = d∇

v

dvs.

Example 4.1.7 In particular let us take s = IdN (in the previous example) and thus dvs = φ
the projection on V and then the φ-torsion of ∇v (or IdN -torsion of N) is the vertical torsion in
V : T v = d∇

v

φ.
Now for any map s : M → N we have

T s = s∗T v.

We will say that s is vertically torsion free if T s = 0.

Example 4.1.8 Let E → N be a vector bundle and let us suppose that we have a isomorphism
of bundle ψ : TN → E (over IdN ). Let ∇ be a connection in E. Then we have Tψ = ψ ◦ T ,
where T is the torsion of the linear connection ψ−1 ◦ ∇ ◦ ψ on N . �

Now, we define the ψ-difference and the ψ-equivalence.

Definition 4.1.3 Let E → N be a vector bundle and let us suppose that we have a morphism
of bundle ψ : TN → E (over IdN). Given two connections ∇ and ∇′ in E , the ψ-difference

tensor Sψ for the pair (∇,∇′) is defined by

Sψ(X,Y ) = ∇X(ψY )−∇′
X(ψY ) = (∇−∇′)X(ψY ).

Then Sψ is symmetric precisely when ∇ and ∇′ have the same ψ-torsion. On the other hand,
if Sψ is skew-symmetric we will say (following [71]) that ∇ and ∇′ are ψ-equivalent: it means
that these have the same ψ-geodesics, a ψ-geodesic of ∇ being a path y(t) in N solution of the
equation

∇y′(t)(ψy′(t)) = 0

(if ψ is an isomorphism then ψ-geodesics of ∇ are precisely the geodesics of ψ−1 ◦ ∇ ◦ ψ).
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Curvature of a Pfaffian system

Definition 4.1.4 Let P be a Pfaffian system on the manifold N . Then for any local sections of
P, X,Y : (N, a)→ P, defined in the neighbourhood of a ∈ N , the image ([X,Y ]a)V of [X,Y ]a by
the canonical projection TaN → Va = TaN/Pa, depends only on the values Xa, Ya at a ∈ N , of
the vector fields X,Y . We define the curvature of P as the tensor R ∈ Λ2P∗ ⊗ V,

Ra(Xa, Ya) := −([X,Y ]a)V .

Definition 4.1.5 Let N be a manifold endowed with a Pfaffian system V ("vertical subbundle")
and let us suppose that V admits a connection i.e. a complement H ("horizontal subbundle"):
TN = V ⊕H. Then V is identified to TN/H so that the curvature of the connection H becomes
the tensor R ∈ Λ2H∗ ⊗ V defined by

R(X,Y ) = −[X,Y ]V ∀X,Y ∈ C(H)

the subscripts "V" denoting the V-component along H.

Convention We will often extend R to the corresponding horizontal 2-form on N , still denoted
by R, i.e. R ∈ Λ2T ∗N ⊗ V such that R(X,Y ) = 0 if X or Y ∈ V .

Proposition 4.1.1 Let N be a manifold and suppose that we have a splitting TN = V ⊕H and
suppose also that the vertical bundle V is endowed with a covariant derivative ∇c, then we have

T c|H×H = RH,

RH being the curvature of H.

Proof. For anyH1, H2 ∈ H, we have T c(H1, H2) = ∇cH1
Hv

2−∇H2H
v
1−[H1, H2]

v = −[H1, H2]
v =

RH(H1, H2). �

Proposition 4.1.2 Let π : Q→ Q/H =M be a H-principal bundle endowed with a connection
1-form ω : TQ → h. Let H = kerω ⊂ TQ be the corresponding horizontal subbundle. Let be
Ω = dω + 1

2 [ω ∧ ω] the curvature 2-form. Then we have

(RH)q(X,Y ) = q.Ωq(X,Y ) ∀q ∈ Q, ∀X,Y ∈ Hq

RH being the curvature of the connection H. In other words, we have

RH = Ω∗

where Ω∗
q = q.Ωq.

4.2 Harmonic sections of homogeneous fibre bundles

In this section, we study fibre bundles π : N → M for which the fibre is a homogeneous space
H/K. To do that, we follow, in subsections 4.2.1 and 4.2.2, the exposition of [71]. Next, we
present a generalisation of the results (of [71]) to non section maps in the end of 4.2.2. Finally
we study the homogeneous fibre bundle reductions in 4.2.3.
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4.2.1 Definitions and Geometric properties

Let πM : Q→M be a principalH-bundle, withH a Lie group. LetK be a Lie subgroup of H and
N = Q/K. Then the map πN : Q→ N is a principal K-bundle and we have πM = π ◦ πN where
π : N → M is a fibre bundle with fibre H/K, which is naturally isomorphic to the associated
bundle Q×H H/K. We assume the following hypothesis

(i) H/K is reductive: h = k⊕p, and AdK(p) ⊂ p, where h and k are respectively the Lie algebras
of H and K.

(ii) M is endowed with a Riemannian metric g

(iii) H/K is Riemannian: there exists a H-invariant Riemannian metric on H/K (equivalently
an AdK-invariant (positive definite) inner product on p). Equivalently AdpK is compact.

(iv) The principal H-bundle πM : Q → M is endowed with a connection. We denote by ω the
corresponding h-valued connection form on Q.

Then the splitting TQ = V0⊕H0 defined by ω (V0 = ker dπM , H0 = kerω) gives rise by dπN , to
the following decomposition TN = V ⊕H, where V = kerdπ = dπN (V0) and H = dπN (H0). Let
pQ := Q ×K p→ N be the vector bundle associated to πN : Q→ N with fibre p. Let us denote
by [q, a] ∈ pQ the element defined by (q, a) ∈ Q × p. Then we have the following vector bundle
isomorphism

I : V −→ pQ
dπN (q.a) 7−→ [q, a]

where q ∈ Q, a ∈ p and as usual q.a =
d

dt |t=0
q. exp(ta) ∈ TqQ. Decomposing ω = ωh + ωp

following h = k⊕ p, then since H/K is reductive, ωp is a K-equivariant (ωp(X.h) = Adhωp(X))
and πN -horizontal (ωp|V0

= 0) p-valued 1-form on Q and hence projects to a p-valued 1-form φ
on N :

φ(dπN (X)) = [q, ωp(X)].

Then we have
φ|V = I and kerφ = H.

We can now construct a Riemannian metric h on N :

h = π∗g + 〈φ, φ〉 (4.12)

where 〈 , 〉 is the fibre metric induced on pQ by the inner product on p.

In the same way, let Φ be the pQ-valued 2-form on N defined by the component Ωp of the
curvature form Ω of ω. Since Ωp is πM -horizontal (Ω(X,Y ) = 0 if X ∈ V0 or Y ∈ V0), then Φ is
π-horizontal: Φ(X,Y ) = 0, if X ∈ V or Y ∈ V .

Remark 4.2.1 In [71], pQ is called the canonical bundle, I the canonical isomorphism, φ the
homogeneous connection form, and Φ the homogeneous curvature form.

Definition 4.2.1 We will call the following datas (Q,H,K, ω) a homogeneous fibre bundle struc-
ture on π : N →M (or on N , when the fibration π is considered as implicitely given). Moreover
π : N →M will then be sayed to be a homogeneous fibre bundle.
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The 1-form ωk (which is a connection form in πN because H/K is reductive) defines a connection
in πN called the canonical connection. This connection induces a covariant derivative ∇c in the
associated bundle pQ, with respect to which the fibre metric is parallel. ∇c defines a exterior
derivative dc on the space of pQ-valued differential forms on N . This allows us to define the
canonical torsion T c which is nothing but the φ-torsion of ∇c (see section 4.1.3)

T c(A,B) = dcφ(A,B) = ∇cA(φB) −∇cB(φA) − φ[A,B], ∀A,B ∈ C(TN) (4.13)

Let hQ := Q ×H h → M be the vector bundle associated to πM with fibre h, and in the same
way kQ := Q×K k→ N the bundle associated to πN with fibre h. Then we have

π∗hQ = kQ ⊕ pQ.

The Lie bracket of h induces a bracket on the fibres of hQ, and those of π∗hQ, which we continue
to denote by [ , ] , and we denote also its pQ-component (when there is no risk of confusion)
by [ , ]p (otherwise we denote it by [ , ]pQ). Taking the p-component of the structure equation

dω = Ω− 1

2
[ω ∧ ω] and then projecting on N , we obtain the homogeneous structure equation:

T c = Φ− 1

2
[φ ∧ φ]p (4.14)

and thus
T c|V×V = −[I·, I·]p, T c|V×H = 0

T c|H×H = Φ|H×H.

In particular, T c is horizontal if and only if H/K is a (locally) symmetric space, and in this case

T c = Φ (4.15)

Remark 4.2.2 According to (4.14) and (4.13), for all X,Y ∈ H, (extended to vector fields in
N denoted by the same letters), we have

Φ(X,Y ) = T c(X,Y ) = −φ([X,Y ])

so that
Φ = RH,

according to definition 4.1.5. The homogeneous curvature form is nothing but the curvature of
the connection H. �

Now, let U be the pQ-valued symmetric bilinear form defined on pQ by:

〈U(a, b), c〉 = 〈[c, a]p, b〉+ 〈a, [c, b]p〉 (4.16)

where 〈 , 〉 is the fibre metric, and a, b, c ∈ pQ. Let us set

B = U+ [ , ]p (4.17)

which is a pQ-valued bilinear form on pQ, whose the symmetric and skew symmetric components
are respectively U and [ , ]p. U vanishes if and only if H/K is naturally reductive and B if and
only if H/K is (locally) symmetric . Then denoting by ∇ the Levi-Civita connection on N , we
have:

72



Theorem 4.2.1 [71, p. 197] Let us consider the difference tensor:

S(A,B) = φ(∇AB)−∇cA(φB)

then we have
2S = φ∗U− T c = φ∗B− Φ.

Consequently, ∀V ∈ C(V)
I(∇vAV ) = ∇cA(IV ) +

1

2
B(φA, IV ). (4.18)

In particular, if H/K is a (locally) symmetric space, we have

I∇vAV = ∇cA(IV ).

Remark 4.2.3 If H/K is a symmetric space, under the canonical identification I : V ≃−→ pQ, we
have ∇v = ∇c on V . More generally the difference between ∇v and ∇c looks like to the difference
between the Levi-Civita and canonical connections of a reductive Riemannian homogeneous space
(see section 1.6).
Moreover, ∇v is φ-equivalent to ∇c when H/K is naturally reductive, according to (4.18).

Let ∇ω be the covariant derivative in the vector bundle hQ (associated to πM ), defined by
the connection form ω. Let us decompose (the π-pullback of) ∇ω following the decomposition
π∗hQ = kQ ⊕ pQ, and the pQ-component gives us a connection ∇p in pQ.

Theorem 4.2.2 [71, p. 198] For all V ∈ C(pQ),
∇pV = ∇ωV − [φ, α]h

and
∇cV = ∇pV − [φ, V ]p = ∇ωV − [φ, V ].

Consequently, ∇p and ∇c are φ-equivalent (since their φ-difference is [φ, φ]p). In particular
∇c = ∇p if H/K is a (locally) symmetric space.

Example 4.2.1 Let us consider the situation described by example 4.1.1 and suppose that
u : L → M is an isometry. Then if π : N → M is a homogeneous fibre bundle like above then
this is also the case for u∗π : u∗N → L.
Indeed let us set

u∗Q = {(z, q) ∈ L×Q, q ∈ π−1
M ({u(z)}) } =

⊔

z∈L

{z} × f(z).H

then u∗πM : (z, q) ∈ u∗Q 7→ z ∈ L is a principal H-bundle over L. Then we have u∗N = u∗Q/K,
and u∗π : u∗N → L is a fibre bundle with fibre H/K.
Finally we have to define a connection on u∗πM : u∗Q→ L. Let us extend the connection ω, to
a connection on IdL × πM : L×Q→ L×M by ω̃(z,q)(dz + dq) = ωq(dq) and then let us set

u∗ω := ω̃|T (u∗Q).

In the same way, the homogeneous connection and curvature forms on u∗N are given respectively
by

u∗φ := φ̃|T (u∗N) and u∗Φ := Φ̃|T (u∗N)⊕T (u∗N).

The canonical torsion T c on u∗N is also given by u∗T c := T̃ c|T (u∗N)⊕T (u∗N).

Definition 4.2.2 Let (L, b) be a Riemannian manifold. We will then say that f : L → N is
vertically geodesic if φ(∇df) = 0, horizontally geodesic if π∗(∇df) = 0, and superflat if its
vertical second fondamental form vanishes Πv(f) := ∇vdvf = 0.
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4.2.2 Vertical harmonicity equation

We know that the structure group H of πM : Q → M is reducible to K (i.e. there exists an K-
bundle π′

M : Q′ →M) if and only if the associated bundle π : N → M admits a (global) section
s : M → N (see [53]) so that there is a one to one correspondance between the K-reductions of
πM and the space of sections C(π).
Let ω′ = ωh|TQ′ . Then ω′ is a connection in π′

M , and ω is reducible if and only if ω|TQ′ = ω′

(see [53]). The reducibility of ω can be characterized as follows.

Proposition 4.2.1 The following statements are equivalent:

(i) s is horizontal;
(ii) s∗φ = 0;
(iii) s is an isometric immersion;
(iv) ω is reducible

Now we have the following expression of the tension field for sections s : M → N .

Theorem 4.2.3 [71, Theorem 3.2] For all s ∈ C(π),

I(τv(s)) = −d∗(s∗φ) + 1

2
Tr(s∗φ∗U)

where d∗ is the coderivative for s∗pQ-valued differential forms on M relative to the s-pullback of
any connection in pQ which is φ-equivalent to ∇c. In particular, if H/K is naturally reductive
then s is an harmonic section if and only if s∗φ is coclosed.

Remark 4.2.4 If H/K is naturally reductive, to compute the vertical tension field τv(s) =
Tr(∇vdvs), we can use instead of ∇v any connection in V ∼= pQ which is φ-equivalent to ∇c.

From the homogeneous structure equation (4.14), we obtain

s∗Φ = dc(s∗φ) +
1

2
[s∗φ ∧ s∗φ]p,

hence every horizontal section is flat (i.e. s∗Φ = 0).Let us introduce the following 3-covariant
tensor 〈s∗φ⊗ s∗Φ〉 on M :

〈s∗φ⊗ s∗Φ〉(X,Y, Z) = 〈s∗φ(X), s∗Φ(Y, Z)〉,

then we have

Theorem 4.2.4 [71, Theorem 3.4] For all s ∈ C(π) we have

(i) φ(∇ds) = ∇c(s∗φ) + 1

2
s∗φ∗B− 1

2
s∗Φ.

In particular, if s is vertically geodesic then s is a harmonic section.

(ii) 2g(π∗∇ds(X,Y ), Z) = 〈s∗φ⊗ s∗Φ〉(X,Y, Z) + 〈s∗φ⊗ s∗Φ〉(Y,X,Z).
Therefore s is horizontally geodesic if and only if 〈s∗φ ⊗ s∗Φ〉 is a 3-form on M . In
particular, if s is flat then s is horizontally geodesic.

Theorem 4.2.5 [71, Theorem 3.5]
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(i) The symmetric and skew symmetric components of Πvs := ∇vdvs are given by:

I(Πvs) = φ ◦ ∇ds+ 1

2
s∗Φ.

(ii) The section s is superflat if and only if s is flat and totally geodesic. In particular, if s is
flat then s is totally geodesic if and only if s is super-flat.

(iii) Moreover τv(s) is the vertical component of the tension field τ(s). So if s is an harmonic
map, then it is certainly a harmonic section.

Theorem 4.2.6 [71, Theorem 3.6] An harmonic section s is a harmonic map if and only if
〈s∗φ, s∗Φ〉 = 0 where

〈s∗φ, s∗Φ〉(X) =
∑

i

〈s∗φ⊗ s∗Φ〉(Ei, Ei, X)

for any orthonormal tangent frame (Ei) of M .
In particular, if s is flat (s∗Φ = 0) then s is a harmonic map if and only if s is a harmonic
section.

Remark 4.2.5 Let us consider the situation described by examples 4.1.1 and 4.2.1. Then if
f∗Φ = 0, f : L → N is vertically harmonic if and only if f̃ : L → u∗N is an harmonic section if
and only if f̃ : L→ u∗N is an harmonic map. But it does not imply that f : L→ N is harmonic!
(See the Appendix.) Indeed in the previous theorem it is essential that s be a section: π ◦s = Id.

In fact the previous theorems can be easily generalized for non section map . The proofs in [71]
holds without any change for theorems 4.2.3, 4.2.4-(i), 4.2.5-(i, iii), while for theorems 4.2.4-(ii),
4.2.5-(ii), 4.2.6: follow the proof of [71], just replace the starting equation π ◦s = Id by π ◦s = u.
Then we obtain

Theorem 4.2.7 For all s ∈ C∞(M,N), we have

(i) I(τv(s)) = −d∗(s∗φ) + 1

2
Tr(s∗φ∗U)

(ii) φ(∇ds) = ∇c(s∗φ) + 1

2
s∗φ∗B− 1

2
s∗Φ.

In particular if s is vertically geodesic then s is a harmonic section.

(iii) I(Πvs) = φ ◦ ∇ds+ 1

2
s∗Φ.

The map s is superflat if and only if s is flat and vertically geodesic. Moreover τv(s) is
the vertical component of the tension field τ(s). So if s is an harmonic map, then it is
certainly vertically harmonic.

(iv) 2g(π∗∇ds(X,Y ), u∗Z) = 〈s∗φ⊗s∗Φ〉(X,Y, Z)+〈s∗φ⊗s∗Φ〉(Y,X,Z)+2g (∇du(X,Y ), u∗Z).

Let us suppose now that u is an immersion, then this equation determines the horizontal
part of ∇ds. In particular, if s is flat then s is horizontally geodesic if and only if u is totally
geodesic; and s is totally geodesic if and only if s is superflat and u is totally geodesic.

(v) A vertically harmonic map s is a harmonic map if and only if

g(τ(u), ·) + 〈s∗φ, s∗Φ〉 = 0.

In particular if s is flat, then s is a harmonic map if and only if s is vertically harmonic
and u = π ◦ s is harmonic.
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We could also deduce this generalisation from the previous theorems 4.2.3-4.2.6 themself. Indeed
we can apply these to the section s̃ ∈ C(u∗N) corresponding to s and use theorems 8.1.1 and
8.1.2 in the Appendix, but we must suppose in addition that u is an isometry.
Let us go further in the generalisation and consider maps f ∈ C∞(L,N) with(L, b) a Riemannian
manifold (see examples 4.1.1 and 4.2.1). Then the proofs in [71] holds for theorems 4.2.3, 4.2.4-
(i), 4.2.5-(i, iii), whereas theorems 4.2.4-(ii), 4.2.5-(ii), 4.2.6 are no longer valid. Indeed the
equation in theorem 4.2.7-(iv) holds, but it gives us only [π∗∇df ]u∗TL, the component of [π∗∇df ]
in the tangent bundle u∗TL. So if we want [π∗∇df ](u∗TL)⊥ we must introduce the 3-linear form
〈f∗φ⊗ Φ(f∗·, ·)〉 ∈ C(T ∗L⊗ T ∗L⊗ f∗H) defined by :

〈f∗φ⊗ Φ(f∗·, ·)〉(a, b, Z) = 〈f∗φ(a),Φ(f∗a, Z)〉.

Then we have

Theorem 4.2.8 For all f ∈ C∞(L,N), we have

(i) g(π∗∇df(a, b), π∗Z) = 〈f∗φ⊙ Φ(f∗·, ·)〉(a, b, Z) + g(∇du(a, b), π∗Z).
In particular, if f is strongly flat i.e. (Φ(f∗·, ·) = 0) then:
- f is horizontaly geodesic if and only if u is totally geodesic.
- f is totally geodesic if and only if f is superflat and u is totally geodesic.

(ii) A vertically harmonic map f is a harmonic map if and only if

g(τ(u), ·) + 〈f∗φ,Φ(f∗·, ·)〉 = 0

where 〈f∗φ,Φ(f∗·, ·)〉(X) =
∑
i〈f∗φ⊗ Φ(f∗·, ·)〉(ei, ei, X) for any tangent frame (ei) of L.

In particular if f is strongly flat (Φ(f∗·, ·) = 0) then f is a harmonic map if and only if f
is vertically harmonic and u is harmonic.

Examples and illustrations of the theorems 4.2.8 and 4.2.7 will be given in section 7.5.

4.2.3 Reductions of homogeneous fibre bundles

We consider reductions (Qv, Hv,Kv, ωv) of (Q,H,K, ω). We distinguish two cases: first we
consider the particular case Kv ⊂ K and then, in a second time, we explain what does change
in the general case Kv ⊂ K. Finally, we specify which notion depends or does not depend on
the choice of the metric on the fibre.

When the subgroup K is the same. Let us suppose now that the structure group H
of πM : Q → M is reducible to a (closed) subgroup Hv ⊃ K. That is to say, there exists
a principal Hv-subbundle πv

M : Qv → M . Since Hv/K is Riemannian, then it is reductive.
Moreover, remarking that dim(hv ∩ p) = dim hv + dim p − dim(h) = dim hv − dim k, we deduce
that pv := hv ∩ p satisfies hv = k ⊕ pv and Adk(pv) = pv, ∀k ∈ K. The restriction to pv of the
AdK-invariant inner product on p defines a Hv-invariant metric on Hv/K which is nothing but
the metric induced by the H-invariant metric on H/K, so that the inclusion Hv/K → H/K is
an isometric embedding.
Let p′ = (pv)⊥ in p and let us suppose that p′ is AdHv-invariant, therefore h = hv ⊕ p′ is a
reductive decomposition and H/Hv is reductive.

Conversely if H/Hv is reductive: h = hv ⊕ p′ with p′ AdHv-invariant, then we can always
complete any AdK-inner product in p′ by an AdK-invariant inner product in p := pv ⊕ p′:

〈 , 〉p = 〈 , 〉pv + 〈 , 〉p′ (4.19)
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for which p′ = (pv)⊥ in p. Of course pv denotes an AdK-invariant summand such that: hv = k⊕pv
(Hv/K is reductive) and 〈 , 〉pv is an AdK-invariant inner product.

• In the following we suppose that H/Hv is reductive and that the inner product in p is
chosen as described above, i.e according to (4.19). According to the previous discussion, this is
equivalent to suppose that the AdK-invariant inner product chosen in p is such that the subspace
p′ = (pv)⊥ is AdHv-invariant, where pv := hv ∩ p.

Remark 4.2.6 Let us now consider the particular case where H/K is naturally reductive. Then
in this case, according to 8.2.1 in the Appendix, any naturally reductive inner product on p can
be extended into an AdH-invariant PseudoRiemannian product B on h. Then in this case, the
hypothesis above are automatically satisfied since then p′ := (hv)⊥, the orthogonal of hv w.r.t.
B, is AdHv-invariant. In particular, this is the case if H is compact.

Now let us turn toward the connection 1-form ω. Its restriction ωv := ωhv|TQv defines a
connection on πv

M : → M . We endow Qv with ωv and (Qv, Hv,K, ωv) is then a homogeneous
fibre bundle as defined in the begining of 4.2.

Definition 4.2.3 We will then say that π : Nv → M is a homogeneous fibre subbundle of
π : N →M .

Moreover ω is reducible (to ωv) in Qv if and only if one of the following equivalent statements
holds ([53])

• ∀q ∈ Qv, (H0)q is tangent to Qv.

• ω|TQv = ωv (i.e. ω|TQv is hv-valued).

• The canonical cross section sv of the associated bundle Ev := Q/Hv = Q ×H (H/Hv), which
defines the Hv-reduction Qv is horizontal.

Definition 4.2.4 Denoting by iv : N
v → N the natural inclusion, we will say that iv : Nv →

N is a reduction of homogeneous fibre bundles if ω is reducible in Qv (being implicit that the
homogeneous fibre structure are respectively (Q,H,K, ω) and (Qv, Hv,K, ωv)).

The vertical bundle (in TQ), V0, splits as follows

V0 = V ′
0 ⊕ Vv

0

where (Vv
0 )q = q.hv = Tq(q.H

v) and (V ′
0)q = q.p′, and quotienting by k, i.e. by applying dπN we

obtain the following decomposition of V :

V = V ′ ⊕ Vv

with V ′ = dπN (V ′
0) and Vv = dπN (Vv

0 ).
Then the canonical isomorphism I : V → pQ sends the previous decomposition onto the following
pQ = p′Q ⊕ pvQ (i.e. V ′, Vv are sent resp. onto p′Q and pvQ).
Then the vertical space in TNv is Vv

|Nv that we will also denote by Vv when there is no possibilities
of confusion. The splitting of TNv defined by ωv is then

TNv = Vv ⊕Hv
|Nv

where Hv = dπN (Hv
0) and Hv

0 = kerωhv . Let us remark that ω is reducible if and only if one of
the following equivalent statements holds
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• Hv
|Nv = H|Nv ,

• the inclusion iv : (N
v, hv) → (N, h) is an isometry, where hv is the metric defined by ωv and

〈 , 〉pv , according to (4.12).

The canonical bundle on Nv, pvQv = Qv ×K pv → Nv is the restriction to Nv of pvQ → N , and
the canonical isomorphism Iv : Vv

|Nv → pvQv is the restriction to Vv
|Nv of I : V → pQ.

Since ωp = ωpv + ωp′ , the homogeneous connection form on Nv, φv (the pvQv -valued 1-form on
Nv defined by ωpv) is the restriction to Nv of the pvQ-component of φ:

φv = (iv)
∗ [φ ]pv

Q
= [(iv)

∗φ ]pv
Qv
,

where iv : Nv → N is the natural inclusion. The homogeneous curvature form Φv (defined by

Ωv
pv , with Ωv = dωv +

1

2
[ωv ∧ ωv]) is given by

Φv = (iv)
∗ [Φ]pv

Q
= [(iv)

∗Φ]pv
Qv
.

Furthermore, pvQv is ∇c-parallel: the covariant derivative on pvQv defined by ωk|TQv is the re-
striction of ∇c to pvQv . In other words ∇c commutes with the projection on pvQ. The canonical
torsion on Nv is given by

T c,v = dcφv = [(iv)
∗T c ]pv

Q
.

In particular, the results of what precedes is:

Proposition 4.2.2 Let us suppose that ω is reducible in Qv. Then we have

(i) φv = (iv)
∗φ,

(ii) Φv = (iv)
∗Φ,

(iii) T c,v = (iv)
∗T c.

Now, let us remark that

Lemma 4.2.1 We have the following identity

Bv = (iv)
∗B

Proof. Let apv , bpv ∈ pv and cp ∈ p. Then we have

[apv , bpv ]p = [apv , bpv ]pv

since hv = k⊕ pv is a Lie subalgebra of h = k⊕ p. Moreover, we have also

〈U(apv , bpv), cp〉 = 〈[cp, apv ]p, bpv〉+ 〈[cp, apv ]p, bpv〉
= 〈[cpv , apv ]pv , bpv〉+ 〈[cpv , apv ]pv , bpv〉 = 〈Uv(apv , bpv), cpv〉

since [p′, pv] ⊂ p′ because the decomposition h = hv ⊕ p′ is AdHv-invariant. We have denoted
by Uv the map associated with the bundle π : Nv → M according to equation (4.17). This
completes the proof. �

Therefore we deduce from what precedes and theorem 4.2.1, the following.

78



Proposition 4.2.3 Let us suppose that ω is reducible in Qv. Let (L, b) be a Riemannian mani-
fold, and f : L→ Nv be a map. Then we have

(i) τv(f) = τv(f),

(ii) Πv(f) = Πv(f),

where τv(f) is the vertical tension field of f in Nv and Πv(f) its vertical second fondamental
form in Nv.

When the subgroup Kv = K ∩ Hv ⊂ K. Now, let us suppose more generally, that the
structure group H of πM : Q → M is reducible to a (closed) subgroup Hv, i.e. there exists a
principal Hv-subbundle πv

M : Qv → M . Then this gives rise to a fibration πv : Nv → M , with
homogeneous fibre Hv/Kv, where Nv = Qv/Kv and Kv = K ∩Hv.

We suppose that the AdKv-invariant subspace pv := hv ∩ p satisfies hv = kv ⊕ pv. As previously,
we endow pv with the inner product induced by restriction to pv of the AdK-invariant inner
product on p, i.e. Hv/Kv with the metric induced by the metric on H/K, so that the inclusion
Hv/K → H/K is an isometric embedding. Moreover, we suppose that p′ = (pv)⊥ ⊂ p is AdHv-
invariant, so that in particular h = hv⊕ p′ is a reductive decomposition and H/Hv is reductive.

Then we can check easily that remark 4.2.6, proposition 4.2.2, lemma 4.2.1, proposition 4.2.3
still hold.

About the different possible choices of metrics. Sometimes, it could happen that the
situation imposes a metric on Hv/Kv different from the one induced by the metric of H/K.
This leads us to see what is dependent or not of the choice of this metric.
Remark that in a homogeneous fibre bundle, φ, Φ, T c and ∇c do not depend on the H-invariant
metric on the fibre H/K. Moreover, according to theorem 4.2.1, when this previous metric
is naturally reductive, then the difference tensor is independent of the choice of this naturally
reductive metric. Therefore, proposition 4.2.3 still hold when Hv/Kv and H/K are endowed
with any naturally reductive metrics, even if the former is not induced by the latter. These
considerations leads us to the following.

Definition 4.2.5 In the situation of definition 4.2.4, we will say that iv : (Nv, hv) → (N, h) is
a metric reduction of homogeneous fibre bundle if is a reduction of homogeneous fibre bundle
and a isometry. The term metric will be implicitely assumed when we make precise the metrics
" iv : (Nv, hv) → (N, h) is a reduction of homogeneous fibre bundle". Otherwise, when we only
say that " iv : Nv → N is reduction of homogeneous fibre bundle" we will consider that 〈·, ·〉pv is
not induced a priori by 〈·, ·〉p (i.e. hv is not a priori induced by h).

4.3 Examples of Homogeneous fibre bundles

In this section, we give examples and applications for the theory developped in the previous
sections whose we use here the same notations.

4.3.1 Homogeneous spaces fibration

Let us take Q = G a Lie group, and K ⊂ H ⊂ G subgroups of G, (H,K) satisfying the hypothesis
in the begining of section 4.2.1. Let us suppose that M = G/H is reductive and Riemannian:
that is to say if g = h ⊕ m is the reductive decomposition, then AdmH is compact and we
choose an AdH-invariant inner product 〈 , 〉m in m. For ω, we take the canonical connection on
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πM : G→ G/H which is given, let us recall it, by ω = θh where θ is the Maurer-Cartan form in
G (see section 1.3). Then the corresponding decomposition TQ = V0 ⊕H0 is given by

TgG = g.g = g.h︸︷︷︸
V0

⊕ g.m︸︷︷︸
H0

.

Since n := p ⊕m is AdK- invariant, then g = k⊕ n is a reductive decomposition and N = G/K
is reductive. Let us recall that we have the canonical identification G ×K g ∼= N × g given by
(1.2), which gives us an identification nG = G ×K n ∼= [n]. Then under this last identification

and under the one given by the Maurer-Cartan form of G/K, β : TN
∼=−→ [n] (see section 1.2),

the splitting TN = V ⊕H is
TN = [p]⊕ [m],

the canonical isomorphism I : V → pG is then the identity, and φ : TN → pG the projection on
[p] along [m]. The metric h on G/K is then defined by the AdK-invariant inner product:

〈 , 〉n = 〈 , 〉p + 〈 , 〉m. (4.20)

Furthermore, Ω = dω +
1

2
[ω ∧ ω] = dθh +

1

2
[θh ∧ θh] and thus

Ωp = dθp + [θk ∧ θp] +
1

2
[θp ∧ θp]p.

Since dθ +
1

2
[θ ∧ θ] = 0, then (projecting on h) we have

dθh +
1

2
[θh ∧ θh] +

1

2
[θm ∧ θm]h = 0

thus

Ω = −1

2
[θm ∧ θm]h

so that

Ωp = −1

2
[θm ∧ θm]p (4.21)

therefore

Φ = −1

2
[ψ ∧ ψ]p (4.22)

where ψ : TN → H = [m] is the projection on H along V = [p].
The covariant derivative ∇c, which lifts into d + θk in G, is nothing but the canonical linear
connection ∇0 in N = G/K restricted to [p] ⊂ TN (see section 1.4 and 1.5).
The canonical torsion T c, which lifts in G into

dθp + [θk ∧ θp] = −
1

2
[θm ∧ θm]p −

1

2
[θp ∧ θp]p (4.23)

is given by 33

T c = −1

2
[ψ ∧ ψ]p −

1

2
[φ ∧ φ]p

= [ , ]n + [φ ∧ ψ]p.
33In particular, according to (4.22), we recover, for this example, the Homogeneous structure equation (4.14).
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The associated bundle

hG = G×H h ∼= [h]M := {(g.x0,Adg(a)), g ∈ G, a ∈ h} ⊂M × g

can be embedded into so(TM) by34

ξ = Adg(a) ∈ Adg(h) = [h]Mg.x0
7−→ adξ|Adg(m) = Adg ◦ adma ◦Adg−1 ∈ so(Adg(m)). (4.24)

In the same way, kG = G×K k ∼= [k]N embedds in so(N). Moreover let us remark that we have

π∗hG = G×K h = [h]N = {(g.n0,Adg(a)), g ∈ G, a ∈ h},

and that π∗hG embedds into so(π∗TM).

Remark 4.3.1 The subalgebra h can be endowed with the AdH-invariant inner product induced
by the AdSO(m)-invariant inner product in so(m): 〈A,B〉 = Tr(AtB). Therefore, this inner
product induced an AdK-invariant inner product on p, which could be a possible choice for
〈·, ·〉p in (4.20).

As concerns the covariant derivative ∇ω , defined in hG, it lifts into d + θh in G. Moreover,
under the embedding (4.24), it is nothing but the restriction to the subbundle so(TM) of the
endomorphism connection on M (i.e. the tensor product connection in T ∗M ⊗T ∗M) defined by

the canonical linear connection in M ,
M

∇0. Indeed under the embedding (4.24), ∇ω lifts to the
derivative d+ admθh and equation (1.13) allows to conclude.
Therefore ∇p is given by its lift 35

[(d+ θh)|p]p = d+ adpθk + [θp, ·|p]p (4.25)

that is to say ∇p is the [p]-component of the linear connection ∇1 in G/K (see section 1.6)
restricted to [p] ⊂ TN . (Indeed we have [θn, ·|p]p = [θp, ·|p]p + [θm, ·|p]p, but [m, p] ⊂ [m, h] ⊂ m

by reductivity.)

Let us see to which corresponds ∇c under the embedding (4.24). The canonical connection
N

∇0

gives rise by restriction to a linear connection on the horizontal subbundle H = π∗TM . Then ∇c
is nothing but the restriction to pG ⊂ so(π∗TM) of the tensor product connection in End(π∗TM)

defined by
N

∇0.

Moreover the Levi-Civita connection in N is given by (see section 1.6)

N

∇ =
met

∇ 1
2 = ∇0 +

1

2
BN

where BN = [ , ][n] + UN and UN is defined by equation (1.10). Then we have by taking the
projection on the vertical subbundle [p]:

φ(∇NAV ) = ∇0
A(φV ) +

1

2
φ ◦BN (A, V )

so that we can conclude according to theorem 4.2.1 that

φ ◦ BN = φ∗B− Φ, (4.26)

which can also be verified directly using the expressions of BN , B and Φ.
34Or in other words [g, a] ∈ hG = G×H h 7→ [g, adma] ∈ G×H so(m) ∼= so(TM).
35[ ]p denotes as usual the p-component.
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If H/K is (locally) symmetric. In this case, we have T c = Φ (see (4.14), or (4.23) and
(4.21)). Moreover, according to (4.25), ∇p lifts to d + θk, so that we recover that ∇p = ∇c in
this case. Now, let us apply the equality ∇v = ∇c in V (theorem 4.2.1)36.
Let f : (L, b)→ N be a map then we have

τv(f) = Trb(∇vdvf) = ∗d∇
v ∗ dvu = ∗AdF (d(∗αp) + [αk ∧ (∗αp)]) .f

where F lifts f in G and α = F−1dF . Then f is vertically harmonic if and only if

d(∗αp) + [αk ∧ (∗αp)] = 0

Moreover f is flat (f∗Φ = 0) if and only if it is vertically torsion free (f∗T c = 0) if and only if

[αm ∧ αm]p = 0⇐⇒ dαp + [αk ∧ αp] = 0.

G/K is a (locally) 2k-symmetric space Let us suppose that there exists an order 2k
automorphism τ : g → g such that K = G0 with G0 such that (Gτ )0 ⊂ G0 ⊂ Gτ , and
(Gσ)0 ⊂ H ⊂ Gσ with σ = τ2 (see section 2.1). Then H/K is (locally) symmetric (see sec-
tion 2.1). We have the following identities (with the notation of section 2.1)

m = ⊕k−1
j=1mj and k = g0, p = gk.

Then we have

Ωp = −1

2
[θm ∧ θm]p = −1

2

∑

i+j=k
i,j∈Z2k\{0,k}

[θj ∧ θi],

so that in particular

Proposition 4.3.1 Let (L, j) be a Riemann surface. If f : (L, j) → N satisfies the equations
α′′
−j = 0, 1 ≤ j ≤ k − 1 then we have f∗Φ = 0. In other words if f : (L, j) → N is horizontally

holomorphic then it is flat, that is to say f is vertically torsion free or equivalently

dαk + [α0 ∧ αk] = 0. (4.27)

Theorem 4.3.1 In the even minimal determined elliptic integrable system (Syst(k, τ)), the last
equation (Sk) is equivalent to
{

(Re(Sk)) ≡ dαk + [α0 ∧ αk] = 0 ⇐⇒ f is vertically torsion free i.e. f is flat,
(Im(Sk)) ≡ d(∗αk) + [α0 ∧ (∗αk)] = 0 ⇐⇒ f is vertically harmonic.

In conclusion the even minimal determined elliptic system (Syst(k, τ)) means that the geometric
map f is horizontally holomorphic (which implies that f is flat) and vertically harmonic.

Remark 4.3.2 The vertical torsion free equation (4.27) is the projection on p of the Maurer-
Cartan equation provided that we assume the horizontal holomorphicity α′′

−j = 0, 1 ≤ j ≤ k− 1.
In the same way, the equations (Sj), 0 ≤ j ≤ k − 1, of the elliptic system (Syst(k, τ)), are the
projections on the different spaces g−j , of the Maurer-Cartan equation, provided that we assume
the horizontal holomorphicity.

36We can also use directely theorem 4.2.3.

82



Use of the canonical 2k-structure IJ0. Furthermore the morphism of bundle (over M)
IJ0 : N → Zα0

2k,2(M,J2) ⊂ Zα0

2k (M) defines a 2k-structure on π∗TM (still denoted by IJ0),
which according to (2.4) allows to specify the subbundles kG and pG (under the embedding
π∗hG →֒ so(π∗TM))

kG = {A ∈ π∗hG|[A, IJ0 ] = 0} := so(+1)(π
∗TM, IJ0) ∩ π∗hG (4.28)

pG = {A ∈ π∗hG|AIJ0 + IJ0A} := so(−1)(π
∗TM, IJ0) ∩ π∗hG (4.29)

Remark 4.3.3 The embedding hG →֒ so(TM) is the H-equivariant extention of the map a ∈
h 7→ adma ∈ so(m) ∼= so(Tp0M), and in the same way IJ0 is the H-equivariant extention of
the map h.G0 ∈ H/G0 7→ hJ0h

−1 ∈ Z(Tp0M,J0), so that the equations (4.28) are obtained by
H-equivariance from (2.4).

Let us now express the homogeneous fibre bundle tools φ, Φ, and ∇c in terms of the embedding
IJ0 . To do not weigh the notation we will forget the index J0 in IJ0 , in the following theorem.

Theorem 4.3.2 If A,B ∈ TN , F ∈ C(pG) then

(i) φA = −1

2
I−1

M

∇0
AI

(ii) Φ(A,B) =
1

2
I−1[I, π∗R

M

∇0

(A,B)] where R
M

∇0

is the curvature of
M

∇0.

(iii) ∇cAF =
N

∇0
AF =

1

2
I−1[I,

M

∇0
AF ].

Proof. Lifted in G (i) become

admθk = −1

2
J−1
0 (dJ0 + [admθh, J0]) ,

keeping in mind that under the embedding π∗hG →֒ so(π∗TM), θk corresponds to admθk. More-
over this equality holds since [admθh, J0] = −2J0admθk. This proves (i).
For the following, let us keep in mind that hG is embedded into so(π∗TM).
Then lifted in G, (ii) becomes

−adm ([θm, θm]p) =
1

2
J−1
0 [J0,−adm ([θm, θm]h)]

which holds for the same reason as above.
Finally (iii) lifted in G becomes

d+ θ0 = −1

2
J−1
0

[
J0, dF̃ +

[
admθh, F̃

] ]

which holds since the right hand side is equal to dF̃ +
[
admθ0, F̃

]
which lifts

N

∇0F , because
[
admθk, F̃

]
commutes with J0. We have denoted by F̃ : G → gk the lift of F . This completes

the proof. �

Theorem 4.3.3 Let s ∈ C(π) and J = s∗IJ0 ∈ C(Zα0

2k,2(M,J2)) be the corresponding 2k-
structure. Then
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(i) I(dvs) = −1

2
J−1

M

∇0J . Thus s is horizontal if and only if J is
M

∇0-parallel.

(ii) I(Πv(s)) = −1

4
[J−1, (

M

∇0)2J ].

Thus s is superflat if and only if (
M

∇0)2J commutes with J .

(iii) I(τv(s)) =
1

4
[J−1, (

M

∇0)∗
M

∇0J ].

Thus s is a harmonic section if and only if (
M

∇0)∗
M

∇0J commutes with J .

(iv) s∗Φ =
1

2
J−1[J,R

M

∇0

].

These properties hold also for maps f ∈ C∞(L,N), (L, b) being a Riemannian manifold: (i),(ii),(iii)

without any change and (iv) becoming f∗Φ =
1

2
J−1[J, u∗R

M

∇0

], with u = π ◦ f .

Proof. (i) and (iv) follows from theorem 4.3.2 (i) and (ii) respectively. The assertions (iii) is a
consequence of the assertion (ii). Finally (ii) follows from theorem 4.3.3 -(iii) and the fact that

[
M

∇0J−1,
M

∇0J

]
= −

[
J−1

(
M

∇0J

)
J−1,

M

∇0J

]

commutes with J . This completes the proof. �

Now, we can conclude.

Corollary 4.3.1 Let (L, j) be a Riemann surface, f : L → N a map and J = f∗IJ0 the corre-
sponding map into Zα0

2k,2(M,J2). Then f is a geometric solution of the even minimal determined
system (Syst(k, τ)) if and only if

(i) J is an admissible twistor lift (⇔ f is horizontally holomorphic).

(ii) J is vertically harmonic37:

[
(
M

∇0)∗
M

∇0J, J

]
= 0 (⇔ f is vertically harmonic).

Moreover the first condition implies that

[
u∗R

M

∇0

, J

]
= 0 i.e. that J is a flat section in

(End(u∗TM), u∗
M

∇0) (⇔ f is flat).
Furthermore f is a primitive geometric solution (i.e. there exists m ≤ k such that f is m-
primitive, which is equivalent to say that f is k-primitive) if and only if

(i) J is an admissible twistor lift

(ii) J is parallel:
M

∇0J = 0 (⇔ f is horizontal).

37The vertical harmonicity is w.r.t. the splitting defined by example 4.1.4. See section 4.3.4 and (more precisely)
theorem 4.3.12, for the above characterisation of vertical harmonicity in Zα0

2k,2(M, J2).
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4.3.2 The twistor bundle of almost complex structures Σ(E)

We give ourself the same ingredients as in example 4.1.2. Let us suppose that the vector bundle
E is oriented. Then the bundle of positive (resp. negative) orthogonal almost complex structure
on E (i.e. the component Σε(E) of Σ(E) with ε = ±1), πΣ : Σε(E) → M is a homogeneous
fibre bundle. Indeed, we take Q = SO(E) the SO(2n)-bundle of positively oriented orthonormal

frames of E, H = SO(2n) and K = U(n) (embedded in SO(2n) via A+ iB 7→
(
A −B
B A

)
). K

is the subgroup of SO(2n) which commutes with Jε0 = ε

(
0 −Id
Id 0

)
. The involution T = IntJε0

in SO(2n) gives rise to the symmetric space H/K = Σε(R2n), and to the following symmetric
decomposition h = k⊕ p with

k = {A ∈ so(2n)|[A, Jε0 ] = 0}
p = {A ∈ so(2n)|AJε0 + Jε0A = 0}.

Concerning ω, we take the so(2n)-valued connection 1-form on Q corresponding to the covariant
derivative ∇ in E: if e = (e1, . . . , e2n) is a (local) moving frame of E (i.e. a section of Q) then

∇(e1, . . . , e2n) = (e1, . . . , e2n)ω(e; de).

Now, let us consider the isomorphism of bundle:

J : e.U(n) ∈ SO(E)/U(n)
∼=7−→ J ∈ Σε(E)|Mate.U(n)(J) = Jε0 .

The isomorphism J defines a bijection between the set of section of π : N →M38 and the set of
complex structure of E (sections of πΣ): s ∈ C(N)→ J = J ◦ s ∈ C(Σ+(E)).
The existence of a (positive) complex structure J in E – i.e. a section of πΣ : Σ+(E) → M– is
equivalent to the existence of an U(n)-reduction of the principal bundle SO(E)→M : J defines
a Hermitian structure on E and then the U(n)-subbundle of unitary frames for this Hermitian
structure, and vice versa.
The isomorphism of bundle over M , J : N → Σ+(E) defines tautologically a canonical complex
structure on π∗E → N (which we still denote by J )39 J : N → Σ+(π∗E). Under this identi-
fication, let us specify the subbundles pQ and kQ. First, we have hQ = so(E)40, the bundle of
skew-symmetric endomorphism of E and then41

(kQ)y = {F ∈ so(Eπ(y))|[F,J (y)] = 0} =: so+(Eπ(y),J (y)) =: so+(π
∗E)y

(pQ)y = {F ∈ so(Eπ(y))|FJ (y) + J (y)F = 0} =: so−(Eπ(y),J (y)) =: so−(π
∗E)y.

Then the decomposition following π∗hQ = kQ ⊕ pQ of any element F ∈ π∗hQ = so(π∗E) is given
by

F =
1

2
J {F,J }+ 1

2
J [F,J ]

where { , } is the anticommutator.

38In all the section 4.3, as it was the case in all the section 4.2, N := Q/K.
39and which is in fact nothing but J ∗I = I ◦ J , see example 4.1.2.
40See remark (4.3.4) (and more precisely equation (4.30)) for the identification map.
41Since π∗E is canonically endowed with the complex structure J , we need not to specify this latter in the

notation so±(π∗E), whereas Ex, for x ∈ M , could be endowed with any element Jx ∈ Σ+(Ex), this is why we
must specify it in the notation so±(Ex, Jx).
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Remark 4.3.4 The canonical complex structure J is a section of the associated bundle over N :
Σ+(π∗E) = π∗(Q ×H Σε(R2n)) = π∗Q ×H Σε(R2n), so that it can be lifted to a H-equivariant
map J̃ : π∗Q→ Σε(R2n) ⊂ h, which is given by

J̃ : (e.K, e.h−1) ∈ π∗Q 7−→ hJε0h
−1 ∈ Σε(R2n).

Remark that the restriction of J̃ to Q ⊂ π∗Q is the constant map Jε0 (the inclusion Q ⊂ π∗Q
is given by e 7→ (e.U(n), e)), and that J̃ : π∗Q→ Σε(R2n) is the H-equivariant extension of the
K-equivariant constant map Jε0 on Q. J̃ can also be given in terms of J by

J̃ : (y; e) ∈ π∗Q 7−→ Mate(J (y)) ∈ Σε(R2n) ⊂ h.

Furthermore, we have a canonical identification N = Q×HH/K (via [e, h.K] 7→ (e.h).K) and the
identification depending on Jε0 : H/K = Σε(R2n) (via h.K 7→ hJ0h

−1) so thatN = Q×HΣε(R2n)
(via e.K 7→ [e, J0]). Then under this last identification, J is the restriction to N of the canonical
identification

hQ := Q×H h
∼=−→ so(E)

[e, a] 7−→ A| Mate(A) = a.
(4.30)

Therefore
hQ = J ∗so+(π

∗
ΣE) and pQ = J ∗so−(π

∗
ΣE),

with the notations of example 4.1.2.

Let us now express the homogeneous connection φ, the curvature foms Φ and the canonical
connection ∇c in terms of J (following [71]).

Theorem 4.3.4 [71, Prop. 4.1] If A,B ∈ TN , F ∈ C(pQ) then:

(i) φA =
1

2
J .∇AJ

(ii) Φ(A,B) =
1

2
J [π∗R(A,B),J ], where R is the curvature operator of the ∇.

(iii) ∇cAF =
1

2
J [∇AF,J ]

Theorem 4.3.5 [71, Theorem 4.2] Let s ∈ C(π) and J = s∗J be the corresponding complex
structure, and ∇∗∇ = −Tr∇2, the rough Laplacian of E. Then

(i) I(dvs) =
1

2
J.∇J =

1

4
[J,∇J ]. Thus s is horizontal if and only if J is parallel.

(ii) I(Πv(s)) =
1

4
[J,∇2J ]. Thus s is superflat if and only if ∇2J commutes with J .

(iii) I(τv(s)) = −1

4
[J,∇∗∇J ]. Thus s is a harmonic section if and only if ∇∗∇J commutes

with J .

(iv) s∗Φ =
1

2
J [R, J ].

These properties hold also for maps f ∈ C∞(L,N), (L, b) being a Riemannian manifold: (i),(ii),(iii)

without any change and (iv) becoming f∗Φ =
1

2
[u∗R, J ], with u = π ◦ f .
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From theorem 4.3.4-(i) (or theorem 4.3.5-(i)) it follows that dJ sends the decomposition TN =
V ⊕ H onto the decomposition TΣε(E) = VΣ ⊕HΣ coming from ∇ (see example 4.1.2) so that
we can consider πΣ : Σε(E) → M as a homogeneous fibre bundle over M with structure group
H = SO(2n) and K = U(n). Besides, since the vertical and horizontal subbundles corresponds
via J , then we can conclude according to (4.2) and (4.12) that J is an isometry.

Moreover, we see that s is vertically harmonic in N if and only if the rough Laplacian ∇∗∇J of
J in so(E) is vertical (i.e. in VΣ

J , see example 4.1.2) so that we recover the definition of vertically
harmonic twistor lifts used in [43] and [16]. More precisely, via the isometry J , the vertical
tension field of s – which is, let us recall it, defined using the Levi-Civita connection in N
which corresponds via the isometry J to the Levi-Civita connection in Σ+(E)– is exactly the
vertical part in π∗

Σso(E) of the rough laplacian of J :

dJ (τv(s)) = ∇τv(s)J = −2J ◦ φ(τv(s)) = 1

2
J [J,∇∗∇J ]

according to theorem 4.3.4-(i) and theorem 4.3.5-(iii). Concretely, to compute the vertical
tension field in Σ+(E), instead of using the (abstract) Levi-Civita connection, it is enough to
take the vertical part of the rough Laplacian (which uses the concrete metric connection
∇).

4.3.3 The twistor bundle Z2k(E) of a Riemannian vector bundle

We give ourself the same ingredients and notations as in example 4.1.3. Let us suppose that the
vector bundle E is oriented. Then the bundle πZ : Zα2k(E)→M is a homogeneous fibre bundle.
Indeed, we take Q = SO(E), H = SO(2n) and K = U0(J

α
0 ). Let us recall that the order r

automorphism T = IntJα0 in SO(2n) gives rise to the r-symmetric space H/K = Zα2k(R2n), and
to the following reductive decompostion h = k⊕ p with

k = so0(J
α
0 ) and p = so∗(J

α
0 ) :=


 ⊕

j∈Z/rZ\{0}

soCj (J
α
0 )


⋂ so(2n).

Concerning ω, we take the same as in the previous example. Now let us consider the isomorphism
of bundle:

J : e.U0(J
α
0 ) ∈ SO(E)/U0(J

α
0 )

∼=7−→ J ∈ Zα2k(E)|Mate(J) = Jα0 . (4.31)

The isomorphism J defines a bijection between the sections of π : N →M and the set of sections
of πZ : Zα2k(E)→M , s ∈ C(N) 7→ J = J ◦ s ∈ C(Zα2k(E)).
The isomorphism of bundle over M , J : N → Zα2k(E) defines tautologically a canonical 2k-
structure42 on π∗E → N (still denoted by J ), J : N → Zα2k(π∗E). Under this consideration, we
therefore have h = so(E) and for all y ∈ N ,

kQ = so0(π
∗E,J )

pQ = so∗(π
∗E,J ) =


 ⊕

j∈Z/rZ\{0}

soCj (π
∗E,J )


⋂ so(π∗E).

Since π∗E is canonically endowed with J , we will not specify it and use the notation soCj (π
∗E) :=

soCj (π
∗E,J ).

42and which is in fact nothing but J ∗I = I ◦ J , see example 4.1.3.
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Let us consider the surjective morphism of vector bundle

adJ : π∗hQ = so(π∗E) −→ B∗(π∗E) = J .so∗(π∗E) = J .pQ
(J,A) 7−→ adJ(A) = [J,A] = J

∑r
j=1(1− ωjr)Aj

where Aj = [A]soC

j (Ex) is the soCj (Ex)-component of A ∈ so(Ex). The kernel of adJ is kQ =

so0(π
∗E) so that adJ induces an isomorphism from pQ onto J .pQ. We will set

(adJ )−1 = (adJ|J .pQ
)−1 ⊕ 0J .kQ

so that

(adJ )−1 ◦ adJ = prpQ
, the projection on pQ along kQ, and (4.32)

adJ ◦ (adJ )−1 = prJ .pQ
, the projection on J .pQ along J .kQ. (4.33)

Let us remark that J .pQ = J ∗VZ is the (pullback by J of the) vertical space of πZ (see
example 4.1.3). More precisely the J -pullback of the decomposition VSO(E)

|NZ
= B0(π∗

ZE) ⊕
B∗(π∗

ZE) (see example 4.1.3) is the decomposition J .so(E) = J .kQ ⊕ J .pQ.

Let us now express the homogeneous fibre bundle tools φ,Φ and ∇p in terms of J .

Theorem 4.3.6 If A,B ∈ TN , F ∈ C(pQ) then

(i) ∇J = −adJ ◦ φ thus φA = −(adJ )−1∇AJ

(ii) Φ(A,B) = (adJ )−1[J , π∗R(A,B)]

(iii) ∇p
AF = (adJ )−1[J ,∇AF ]

Proof. We follow the proof given in [71] of theorem 4.3.4.
(i) Let D be the exterior covariant derivative for gl(2n)-valued differential form on π∗Q. Let
Ã ∈ TQ lifting A ∈ TN , then

DJ̃ (Ã) = dJ (Ã) + [ω(Ã), J̃ ] = [ωp(Ã), J
α
0 ],

since J̃ = Jα0 . Projection on N yields

∇AJ = −adJ ◦ φ(A).

(ii) First we have Ωp = (adJα0 )
−1 [Jα0 ,Ω], according to (4.32). The right hand side is the restric-

tion to Q of the h-valued 2-form (adJ̃ )−1[J̃ , Ω̃] on π∗Q, where Ω̃ is the pullback of Ω. Since Ω̃
is the curvature of the pullback connection, on projection to N we obtain Φ = (adJ )−1[J , π∗R]
(by definition of ω, Ω is the lift in Q of the curvature operator R of ∇).
(iii) ∇ω is the restriction of the tensor product connection in E∗ ⊗ E = End(E) to hQ = so(E),
and its pQ-component follows from (4.32). This completes the proof. �

Given A,B 1-forms on N with values in some Lie algebra, we define

[A⊙B](X,Y ) = [A(X), B(Y )] + [A(Y ), B(X)], ∀X,Y ∈ TN

Theorem 4.3.7 Let s ∈ C(π) and J = s∗J be the corresponding 2k-structure. Then

(i) I(dvs) = −(adJ)−1∇J . Thus s is horizontal if and only if J is parallel.
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(ii) I(Πv(s)) = −(adJ)−1∇2J +
1

2
(adJ)−1[∇J ⊙ (adJ)−1∇J ].

Thus s is superflat if and only if ∇2J − 1

2
[∇J ⊙ (adJ)−1∇J ] commutes with J .

(iii) I(τv(s)) = +(adJ)−1∇∗∇J + (adJ)−1Tr
(
[∇J, (adJ)−1∇J ]

)
.

Thus s is a harmonic section if and only if ∇∗∇J + Tr
(
[∇J, (adJ)−1∇J ]

)
commutes with

J .

(iv) s∗Φ = (adJ)−1[J,R].

These properties hold also for maps f ∈ C∞(L,N), (L, b) being a Riemannian manifold: (i),(ii),(iii)
without any change and (iv) becoming f∗Φ = (adJ)−1[J, u∗R], with u = π ◦ f .

Proof. (i) Take the pullback by f of theorem 4.3.6-(i).
(iv) Take the pullback by f of theorem 4.3.6-(ii).
(ii) According to theorems 4.2.5 and 4.2.4-(i), we have

I(Πvs) = ∇c(f∗φ) +
1

2
f∗φ∗B

= ∇c(f∗φ) +
1

2
[f∗φ, f∗φ]p (since H/K is naturally reductive),

= ∇p(f∗φ)− 1

2
[f∗φ, f∗φ]p (according to (4.2.2)).

Moreover,

∇p(f∗φ) = prpQ
(∇ω(f∗φ) ) = prpQ

(
∇
(
−(adJ)−1∇J

) )

= (adJ)−1 ◦ ad(∇J) ◦ (adJ)−1(∇J)− (adJ)−1
(
∇2J

)

= (adJ)−1
(
[∇J, (adJ)−1∇J ]

)
− (adJ)−1

(
∇2J

)

where in the second line we have used the lemma 4.3.1 below.
Now, by an immediate computation using (4.32), we obtain that

[
(adJ)−1∇J, (adJ)−1∇J

]
pQ

=
[
∇J ∧ (adJ)−1∇J

]

This completes the proof of (ii).
Then (iii) follows immediately from (ii). This completes the proof. �

Lemma 4.3.1 Let E,F be two vector bundles each one endowed with a connection that we
denote indisctinctely each by ∇. Let A ∈ E∗ ⊗ F be an linear morpism. Let us consider a
spliting E = KE ⊕ Ē where KE = kerA. Then let us set B = (AĒ)

−1 ⊕ 0KF , where KF is some
complementary subbundle to F̄ := A(E).
Then we have

prF̄ ◦ ∇B ◦ prĒ = −B ◦ ∇A ◦B

Proof. Differentiating the equations A ◦B = prF̄ and prĒ ◦B = B, we obtain

∇A ◦B +A ◦ ∇B = ∇prF̄
∇prĒ ◦B + prĒ ◦ ∇B = ∇B
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so that multiplying the first equation B on the the left, and injecting it in the second equation,
we obtain

∇B = ∇prĒ ◦B +B ◦ ∇prF̄ −B ◦ ∇A ◦B
= prKE

◦ ∇B +B ◦ ∇prF̄ −B ◦ ∇A ◦B

This completes the proof. �

As in 4.3.2 above, we conclude from theorem 4.3.6-(i) that dJ sends the decomposition TN =
V ⊕H onto the decomposition TNZ = VZ ⊕HZ coming from ∇ (see example 4.1.3) so that we
can consider πZ : Zα2k(E) → M as a homogeneous fibre bundle over M with structure groups
H = SO(2n) and K = U0(J

α
0 ). We will call this structure the homogeneous fibre bundle structure

defined in NZ by ∇ (or by the Riemannian vector bundle (E,∇)).
Besides, since the vertical and horizontal subbundles corresponds via J , then we can conclude
according to (4.2) and (4.12) that J is an isometry.

Moreover, the vertical tension field of J in NZ = Zα2k is given by

dJ (τv(s)) = ∇τv(s)J = −(adJ ) ◦ φ(τv(s))
= −(adJ ) ◦ (adJ )−1(∇∗∇J + Tr

(
[∇J, (adJ)−1∇J ]

)
)

= −
[
∇∗∇J + Tr

(
[∇J, (adJ)−1∇J ]

)]
VZ

By taking k = 2 in the two preceding theorems, we recover of course the results of the previous
section: just remark that in this case, adJ = 0kQ ⊕ 2LJ |pQ

, and that ∇J anticommutes with J .

Remark 4.3.5 Let us consider the canonical identification

HQ : = Q×H H
∼=−→ SO(E)

[e, h] 7−→ A| Mate(A) = h.
(4.34)

then J is the restriction to N ∼= Q×H Zα2k(R2n) (via e.K 7→ [e, Jα0 ]) of (4.34).
More generally, for j ∈ Z, we can consider Jj the restriction of (4.34) to Q/Uj−1(J

α
0 ) = Q×SO(2n)

(Z2k(R2n))j (via e.Uj−1(J
α
0 ) 7→ [e, (Jα0 )

j ]):

Jj : e.Uj−1(J
α
0 ) ∈ SO(E)/Uj−1(J

α
0 )

∼=7−→ J ∈ (Zα2k(E))j |Mate(J) = (Jα0 )
j . (4.35)

Remark 4.3.6 The previous study could have been done (without any change) for any com-
ponent Uα2k(E). In particular, by replacing Jα0 by (Jα0 )

j in what precedes, we get the isomor-
phism (4.35)

Jj : SO(E)/Uj−1(J
α
0 )

∼=7−→ (Zα2k(E))j = Uj·αp (E),

where p =
2k

(2k, j)
, and by applying theorem 4.3.7, we see that a cross section sj : M →

SO(E)/Uj−1(J
α
0 ) is horizontal if and only if the corresponding section Jj = Jj ◦ sj : M →

(Zα2k(E))j is parallel: ∇Jj = 0.

4.3.4 The Twistor subbundle Zα2k,j(E)

We continue here the study of example 4.1.4, πjZ : Zα2k,j(E, Jj) → M , and prove that it defines
a homogeneous bundle fibre bundle. Let us recall that we have a bijection between the set of
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(global) sections Jj in (Zα2k(E))j = Uj·αp (E) and the set of Uj−1(J
α
0 )-reductions πj : Qj →M of

SO(E), which is given by

Qj = Uαj−1(E) := {e ∈ SO(E)|Mate(Jj) = (Jα0 )
j}. (4.36)

Let us consider such a reductionQj (defined by some Jj). Then πj : Qj →M is a principal bundle
with structural group Hj = Uj−1(J

α
0 ) and we take for the second structural group K = U0(J

α
0 )

as in the previous example. Let us recall that the order j automorphism T = IntJα0 |Uj−1(Jα
0 )

gives rise to the j-symmetric space Hj/K = Zα2k,j(R2n, (Jα0 )
j), and to the following reductive

decomposition hj = k⊕ pj where

k = so0(J
α
0 ) and

pj = u∗j−1(J
α
0 ) :=

(
⊕(r,j)−1
q=1 soCpq(J

α
0 )
)
∩ so(R2n) = uj−1(J

α
0 )/u0(J

α
0 ) = so0((J

α
0 )

j)/so0(J
α
0 )

∼= TJα
0
Zα2k,j(R2n, (Jα0 )

j),

the last identification is given by

A ∈ ⊕(r,j)−1
q=1 soCpq(J

α
0 ) 7−→ A · Jα0 = [A, Jα0 ] ∈ ⊕(r,j)−1

q=1 BC

pq(J
α
0 )

(see section 3.1.3).
For the connection form on Qj we take

ωj := ωhj |TQj .

We set as usual N j = Qj/K which is a Homogeneous fibre bundle over M . Moreover the
isomorphism of bundle (and isometry) J : N → Zα2k(E) satisfies

J (N j) = Zα2k,j(E, Jj)

by definition of J and Qj (see (4.31) and (4.36)), so that it induces an isomorphism of bundle
from N j onto N j

Z .
Let us denote by TN j = Vj⊕Hj the splitting in terms of vertical and horizontal subbundles given
by ωj. Then denoting by sj the cross section in the associated bundle Q/Hj = SO(E)/Uj−1(J

α
0 )

defining theHj-reductionQj (i.e. Jj◦sj = Jj)43, according to section 4.2.3, we have the following
equivalences

ω is reducible in Qj (to ωj)
4.2.3⇐⇒ sj is horizontal

4.2.3⇐⇒ Hj = H|Nj

Rmk 4.3.6m m
∇Jj = 0

ex. 4.1.4⇐⇒ HZ,j = HZ
|Nj

Z

Example 4.3.1 Let M = G/H be the k-symmetric space correponding to some 2k-symmetric

space G/G0 (see section 2.1.1), and take (E,∇) = (TM,
M

∇0), j = 2 and J2 given by lemma 3.6.1.
Then we have

M

∇0J2 = 0.

Indeed
M

∇0J2 lifts in G into
(d+ θh)J

2
0 = dJ0 + [θh, J

2
0 ] = 0

(see lemma 3.6.1). Therefore we can conclude that in this case ω is reducible in Q2 (to ω2).

43See remark 4.3.5 and 4.3.6.
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If ω is not reducible in Qj (to ωj), then according to (4.2) and (4.12), N j →֒ N and N j
Z →֒ NZ

are not isometries, and thus we can not say directly that J induces an isometry from N j onto
N j

Z , even if as we will see below it is effectively the case. As above, the result of (4.2) and (4.12),
and dJ (Vj) = VZ,j, is that: J : N j → N j

Z is an isometry if and only if dJ (Hj) = HZ,j.

Now let us come back to the connection form ωj : TQj → hj ⊂ so(2n). It defines a metric
covariant derivative ∇[j] in the associated vector bundle E. Then we have

∇[j]Jj = 0.

Indeed Jj lifts into the Hj-equivariant (constant) map J̃j : e ∈ Qj → (Jα0 )
j ∈ (Zα2k(R2n))j ⊂

gl2n(R
2n) and ∇[j]Jj lifts into

D̄j J̃j = dJ̃j + [ωj , J̃j ] = 0 + 0 = 0,

since by definition hj = uj−1(J
α
0 ) = so0((J

α
0 )

j) commutes with (Jα0 )
j .

Remark 4.3.7 We can do the things more concretely by using a (local) moving frame e in Qj:
∇[j] is then caracterized by

∇[j](e1, . . . , e2n) = (e1, . . . , e2n).ω
j(e; de) (4.37)

Then by definition of Qj we have
Jje = e.(Jα0 )

j (4.38)

so that
(∇[j]Jj)e + Jj(∇[j]e) = e.ωj(Jα0 )

j

then using (4.38) and (4.37), we obtain

(∇[j]Jj)e = e.ωj(Jα0 )
j − Jj(e.ωj) = e.(ωj(Jα0 )

j − (Jα0 )
jωj) = 0

since ωj takes values in hj = so0((J
α
0 )

j).

In fact we can caracterize ∇[j] in the following more general way, which in particular generalizes
a well-known result of Rawnsley [62, p. 107] about complex structures on vector bundles.

Theorem 4.3.8 Let E be a Riemannian vector bundle as above. Let p′ ∈ N∗ and J ∈ C(Up′(E)),
then AdJ defines an automorphism of the linear bundle End(E) (over IdM ), i.e. a section of
End(End(E)). Then the metric covariant derivative ∇ in E admits an unique decomposition in
the form: 44

∇ =
J

∇0 +

rp′−1∑

i=1

Ai (4.39)

where
J

∇0 is a metric covariant derivative for which

J

∇0J = 0

and Ai ∈ C(T ∗M ⊗ soCi (E, J)), i.e. JAiJ−1 = ωirAi and Ai ∈ so(E)C.
J

∇0 will be called the J-commuting component of ∇, A∗ =
∑rp′−1

i=1 Ai ∈ C(T ∗M ⊗ so∗(E, J)) the
so∗(E, J)-component of ∇, and Ai the soCi (E, J)-component of ∇.

44As usual rp′ is the order of AdJ , i.e. rp′ = p′ if p′ is odd, and if p′ is even then r = p′ if J
p′

2 6= −Id and

rp′ =
p′

2
if J

p′

2 = −Id.
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Proof. Uniqueness. Let us suppose that (4.39) exists then we have

∇J =

rp′−1∑

i=1

[Ai, J ]

so that
rp′−1∑

i=1

Ai = −(adJ)−1(∇J)

(see section 4.3.2) which proves the uniqueness of (Ai)1≤i≤rp′−1 (these are determined by ∇ and

J , more precisely these are the components of −(adJ)−1(∇J)). Now
J

∇0 = ∇−∑rp′−1

i=1 Ai is also
unique.

Existence. Let ∇0 be any metric covariant derivative commuting with J , that is to say ∇0

corresponds to a connection on the principal bundle of Hermitian frames on (E, 〈 , 〉, J) (such a
connection always exists, see [53]). Then consider

A = ∇−∇0 ∈ C(T ∗M ⊗ so(E))

and let A =
∑rp′−1

i=0 Ai be the decomposition of A following so(E, J)C = ⊕rp′−1

i=0 soCi (E, J). Let
us set

J

∇0 = ∇0 +A0

then
J

∇0 is a J-commuting metric covariant derivative in E and we have

∇ =
J

∇0 +

rp′−1∑

i=1

Ai

which proves the existence. �

Applying this theorem to Jj , we obtain the following.

Corollary 4.3.2 ∇[j] is the Jj-commuting component of ∇.

Proof. The H-equivariant lift of ∇ is the following derivative on Q:45

d+ ω = (d+ ω0) +

rp′−1∑

i=1

ωi (4.40)

where ωi = [ω]soC

i ((J
α
0 )j), and in particular ω0 = ωj . Then restricting (4.40) to Qj , and projecting

on M , we obtain the decomposition (4.39) of ∇:

∇ = ∇[j] +

rp′−1∑

i=1

Ai

that is to say d+ ω0 is the Hj-equivariant lift of
Jj

∇0, which is thus equal to ∇[j], and ωi is the
Hj-equivariant lift of the soCi (E, Jj)-valued 1-form on M , Ai. This completes the proof.

45Remark that here rp′ is the order of Ad(Jα
0 )j , so that rp′ =

r

(r, j)
= p.
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Remark 4.3.8 Moreover ω is reducible in Qj (∇Jj = 0) if and only if ∇[j] = ∇.

Remark 4.3.9 Under the hypothesis of theorem 4.3.8 we have

∀F ∈ C(A0(E, J)),
J

∇0F = prA0(E,J) ◦ ∇F

where prA0(E,J) : End(E)→ A0(E, J) is the orthogonal projection (i.e. along A∗(E, J)) so that
in particular

∀F ∈ C(so0(E, J)),
J

∇0F = prso0(E,J) ◦ ∇F
where prso0(E,J) : so(E)→ so0(E, J) is the orthogonal projection. Indeed,

∇F =
J

∇0F +

rp′−1∑

i=1

[Ai, F ]

and J commutes with
J

∇0 and F so with
J

∇0F : (
J

∇0F ).J =
J

∇0(F.J)−F
J

∇0J =
J

∇0(J.F ) = J
J

∇0F .
Moreover [Ai, F ] ∈ [Ai(J),A0(J)] ⊂ Ai(J), so that we can conclude. �

The canonical 2k-structure in π∗E, J : N → π∗E induces by restriction a 2k-structure in πj
∗
E,

still denoted by J : N j → πj
∗
E.

Now, let us specify the subbundles p
j
Qj and kQj . First, we have h

j
Qj = u0(E, Jj)

46 and then

kQj = kQ|Qj = so0(π
j∗E,J )

p
j
Qj = u∗j−1(E,J ) =

(
⊕i∈p.Zr\{0}so

C

i (π
j∗E,J )

)⋂
so(πj

∗
E).

The morphism of vector bundle adJ : so(π∗E) → J .pQ induces a surjective morphism from
πj

∗
h
j
Qj = uj−1(π

j∗E,J ) onto J .pjQj , with kernel kQj :

adJ : πj
∗
h
j
Qj = uj−1(π

j∗E,J ) −→ J .u∗j−1(π
j∗E,J ) = J .pjQj

(J,A) 7−→ adJ(A) = [J,A] = J

(r,j)−1∑

i=1

(1− ωipr )Aip

where Ai = [A]soC

i (Ex).

As above, now we express the homogeneous fibre bundle tools φj , Φj and ∇pj

in terms of J .

Theorem 4.3.9 If A,B ∈ TN j, F ∈ C(pjQj ) then

(i) ∇[j]J = −adJ ◦ φj thus φjA = −(adJ )−1∇[j]
A J

(ii) Φj(A,B) = (adJ )−1
[
J , πj∗R∇[j]

(A,B)
]

where R∇[j]

is the curvature of ∇[j].

(iii) ∇pj

A F = (adJ )−1
[
J ,∇[j]

A F
]

46The restriction of the identification (4.30), hQ ∼= so(E) to h
j

Qj gives rises to an identification h
j

Qj := Qj ×Hj

hj ∼= so0(E, Jj).
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In the following theorem, we use the notation of 4.2.3. In particular, we denote by " ·v " instead
of " ·v " the vertical component in Vj ⊂ TN j.

Theorem 4.3.10 Let s ∈ C(πj) and J = s∗J be the corresponding 2k-structure. Then

(i) I(dvs) = −(adJ)−1∇[j]J . Thus s is horizontal if and only if J is ∇[j]-parallel.

(ii) I(Πv(s)) = −(adJ)−1(∇[j])2J +
1

2
(adJ)−1

[
∇[j]J ⊙ (adJ)−1∇[j]J

]
.

Thus s is superflat if and only if (∇[j])2J − 1

2

[
∇[j]J ⊙ (adJ)−1∇[j]J

]
commutes with J .

(iii) I(τv(s)) = +(adJ)−1∇[j]∗∇[j]J + (adJ)−1Tr
([
∇[j]J, (adJ)−1∇[j]J

])
.

Thus s is a harmonic section if and only if ∇[j]∗∇[j]J + Tr
([
∇[j]J, (adJ)−1∇[j]J

])
com-

mutes with J .

(iv) s∗Φj = (adJ)−1
[
J,R∇[j]

]
.

These properties hold also for maps f ∈ C∞(L,N), (L, b) being a Riemannian manifold: (i),(ii),(iii)

without any change and (iv) becoming f∗Φj = (adJ)−1
[
J, u∗R∇[j]

]
, with u = π ◦ f .

Proof. Let us endow E with ∇[j] and apply the theorems 4.3.6 and 4.3.7 (with the Riemannian
vector bundle (E,∇[j])), then by restriction to N j , we obtain theorems 4.3.9 and 4.3.10. Indeed,
in this case ω is reducible in Qj and then everything corresponds via the reduction N j →֒ N ,
according to propositions 4.2.2 and 4.2.3. This completes the proof. �

As above, from theorem 4.3.9-(i), we conclude that dJ sends the decomposition TN j = Vj ⊕
Hj onto the decomposition TN j

Z = VZ,j ⊕ HZ,j (see example 4.1.4) so that we can consider
πjZ : N j

Z(E)→M as a homogeneous fibre bundle over M with structure groups Hj = Uj−1(J
α
0 )

and K = U0(J
α
0 ). We will call this structure the homogeneous fibre bundle structure defined by

(the Jj-commuting part of) ∇.
Besides, since the vertical and horizontal subbundles corresponds via J , then we can conclude
according to (4.2) and (4.12) that J : N j → N j

Z is an isometry.

Moreover, the vertical tension field of J in N j
Z = Zα2k,2(E, Jj) is given by

dJ (τv(s)) = −
[
∇[j]∗∇[j]J + Tr

([
∇[j]J, (adJ)−1∇[j]J

])]
VZ,j

Remark 4.3.10 According to 4.2.3, the canonical connection in p
j
Qj → N j is the restriction of

the canonical connection in pQ → N , to p
j
Qj .

Remark 4.3.11 If we endow E with ∇[j] and apply the theorems 4.3.6 and 4.3.7 (with the
Riemannian vector bundle (E,∇[j])), then by restriction to N j , we obtain theorems 4.3.9 and
4.3.10.
In particular, superflatness and vertical harmonicity (for sections in N j) are the same in N j and
N . This is what happens in particular in example 4.3.1.
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The particular case of Zα2k,2(E, J2) According to theorem 3.6.1, we will be especially inter-
ested by this subcase in our interpretation of the even elliptic integrable system. In this subcase
the fibre H2/K = Z2k,2(R2n, (Jα0 )

2) is symmetric so that we obtain simplifications (coming in
particular from the facts that ∇c = ∇p and that any section J ∈ C(π2

Z) anticommutes with
∇[2]J) in theorems 4.3.9 and 4.3.10 which then take the same forms as theorems 4.3.4 and 4.3.5
about the twistor bundle Σε(E), just by doing the change ∇ ←→ ∇[2]. Therefore the case
Zα2k,2(E, J2) is very similar to that of Σε(E).
Before writing the simplified theorems for j = 2, let us do some useful observations.

First, we have47

kQ2 = so0(π
2∗E,J ) = {A ∈ so(π2∗E)| [A,J ] = 0} = so(+1)(π

2∗E,J ) (4.41)

p2Q2 = so r
2
(π2∗E,J ) = {A ∈ so(π2∗E)|A.J + J .A = 0} = so(−1)(π

2∗E,J ). (4.42)

Then adJ induces a surjective morphism from π2∗h2Q2 = u1(π
2∗E,J ) onto J .p2Q2 = B r

2
(π2∗E,J )

with kernel kQ2

adJ : u1(π
2∗E,J ) = so(+1)(π

2∗E,J )⊕ so(−1)(π
2∗E,J ) −→ B(−1)(π

2∗E,J ) = J .so(−1)(π
2∗E,J )

(J,A0 +A1) 7−→ adJ(A) = [J,A] = 2JA1

where we denote by A0 + A1 the decomposition following so(+1)(π
2∗E,J ) ⊕ so(−1)(π

2∗E,J )
instead of A0 +A r

2
.

Theorem 4.3.11 If A,B ∈ TN2, F ∈ C(p2Q2) then

(i) φ2A = −1

2
J −1∇[2]J

(ii) Φ2(A,B) =
1

2
J −1

[
J , π2∗R∇[2]

(A,B)
]

where R∇[2]

is the curvature of ∇[2].

(iii) ∇cAF =
1

2
J−1

[
J ,∇[2]

A F
]

48

Theorem 4.3.12 Let s ∈ C(π2) and J = s∗J be the corresponding 2k-structure. Then

(i) I(dvs) = −1

2
J−1∇[2]

A J . Thus s is horizontal if and only if J is ∇[2]-parallel.

(ii) I(Πv(s)) = −(adJ)−1
(
∇[2]

)2
J = −1

4

[
J−1,

(
∇[2]

)2
J
]
.

Thus s is superflat if and only if
(
∇[2]

)2
J commutes with J .

(iii) I(τv(s)) = (adJ)−1∇[2]∗∇[2]J =
1

4

[
J−1,∇[2]∗∇[2]J

]
.

Thus s is a harmonic section if and only if ∇[2]∗∇[2]J commutes with J .

(iv) s∗Φ2 =
1

2
J−1

[
J,R∇[2]

]
.

47with notation defined in remark 3.1.4.
48see remark 4.3.10
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These properties hold also for maps f ∈ C∞(L,N), (L, b) being a Riemannian manifold: (i),(ii),(iii)

without any change and (iv) becoming f∗Φ2 =
1

2
J−1

[
J, u∗R∇[2]

]
, with u = π ◦ f .

Let us add that the vertical tension field in N2
Z is given by

dJ (τv(s)) = −
[
∇[2]∗∇[2]J

]
VZ,2

= −1

2
J
[
J−1,∇[2]∗∇[2]J

]
(4.43)

4.4 Geometric interpretation of the even minimal determined system

4.4.1 The injective morphism of homogeneous fibre bundle IJ0 : G/G0 →֒ Zα0

2k,2(G/H, J2).

Here, we want to ask ourself if the inclusion IJ0 : G/G0 →֒ Zα0

2k,2(G/H, J2) given by theorem 3.6.1
conserves the homogeneous fibre bundle structure, in particular: the vertical harmonicity is it
conserved. We use the notations of 4.3.1 and 4.3.4 (with E = TM , ∇ a metric connection on
M and j = 2)49. First, we see that IJ0 is obtained under quotient from the following injective
morphism of bundle (which is an embedding if G is closed in Is(M)):

Ie0 : G →֒ Q2 = Uα0
1 (G/H, J2) ⊂ SO(M)

g 7−→ g · e0 (4.44)

where e0 ∈ SO(Tp0M) is such that Mate0(J0) = Jα0
0 , and J0 = τ|m. In other words G→ M is

a reduction of Uα0
1 (G/H, J2)→M itself a reduction of SO(M)→M .

Further quotienting in (4.44) by U0(J
α
0 ) the target space and then by G0 the domain, we obtain

(by definition of G0 = Gτ ∩H , see theorem 3.6.1) the injective morphism of bundle

Ie0 : g.G0 7−→ (g · e0)U0(J
α
0 ) ∈ Uα0

1 (M,J2)/U0(J
α
0 ) ⊂ SO(M)/U0(J

α
0 )

where e0 = e0U0(J
α
0 ) ∈ N2, and finally composing with J (in the target space) we obtain the

map IJ0 :

g.G0 7−→ g · (e0U0(J
α
0 ))

J7−→ J = gJ0g
−1 ∈ Zα0

2k,2(M,J2).

Since IJ0 (resp. Ie0) is an injective morphism of bundle (and an immersion) dIJ0 (resp. dIe0)
induces an injective morphism of bundle from the vertical subbundle VG/G0 = [gk] into the
vertical subbundle VZ,2 (resp. V2).
IJ0 is the restriction toG/G0 of the inclusion map I : End(G/H)→M×End(g) (see 1.7). Indeed,
we have the inclusion depending on J0: g.G0 ∈ G/G0 7→ [g, J0] ∈ G ×H End(m) = End(G/H)
which under the inclusion I gives g.G0 ∈ G/G0 7→ (g.x0,Adg ◦ τ|m ◦Adg−1) ∈M ×End(g) which
is in nothing but IJ0 (as usual under the identification TM = [m]). Then under the inclusion
hG ⊂ so(TM), we have hG ⊂ h2Q2 = u0(TM, J2). Indeed, under the linear isotropy representation
of H in Tx0M , we have H ⊂ U0(Tx0M,J2

0 ) = U1(Tx0M,J0) so that h ⊂ u0(Tp0M,J2
0 ) and thus

hG := G×H h ⊂ u0(TM, J2). Moreover let us remark that π2 ◦ Ie0 = π so that π∗hG ⊂ π2∗h2Q2

over Ie0 : N → N2 (i.e. the inclusion is a morphism of bundle over Ie0).
Furthermore, since AdJ0 leaves invariant h ⊂ u1(Tx0M,J0), the restriction to h of the symmetric
decomposition

u1(Tx0M,J0) = so(+1)(Tx0M,J0)⊕ so(−1)(Tx0M,J0)

49That is to say the notations for Zα0
2k,2(G/H, J2) will have the subscript "2" and these of G/G0 will not have

subscript according to 4.3.1 and 4.3.4
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gives rise to the decomposition h = g0 ⊕ gk according to (2.4), so that the symmetric decompo-
sition given by AdJ on π2∗h2Q2 = u1(π

2∗TM,J ), that is to say

u1(TM,J ) = so(+1)(π
2∗TM,J )⊕ so(−1)(π

2∗TM,J )

gives rise in the AdJ -invariant subspace π∗hG ⊂ π2∗h2Q2 to the symmetric decomposition of
AdIJ0 (restricted to π∗hG ⊂ so(π∗TM))

π∗hG = kG ⊕ pG

according to (4.28). In other words, the decomposition given by (4.28) injects into the decom-
position given by (4.41) via the inclusion π∗hG ⊂ π2∗h2Q2 .

Now let us interpret theorems 4.3.2 and 4.3.3 using the homogeneous fibre bundle structure in

Zα0

2k (M,J2) defined by the Riemannian vector bundle (E,∇) = (TM,
M

∇0) (in the sense of 4.3.4).
We continue to use the same conventions for the notations in N and N2 (no subscript for N and

subscript 2 for N2 and NZ,2). Recall that we have IJ0 = J ◦Ie0 = I∗e0J and that (
M

∇0)[2] =
M

∇0.
Then according to theorems 4.3.11 and 4.3.12, theorems 4.3.2 and 4.3.3 implies

Theorem 4.4.1 We have the following identities

(i) φ = I∗e0φ
2

(ii) Φ = I∗e0Φ
2

(iii) ∇c =
N

∇0|[p] = I∗e0∇c,2, where ∇c,2 is the canonical connection in p2Q2 .

Theorem 4.4.2 Let s ∈ C(π) and identify it (temporarily) with s∗Ie0 ∈ C(π2). Then under the
inclusion Ie0 : N → N2, we have:

(i) dvs = dv,2s

(ii) Πvs = Πv,2

(iii) τvs = τv,2s

(iv) s∗Φ = s∗Φ2

These properties holds also, without any change, for maps f ∈ C∞(L,N), (L, b) being a Rieman-
nian manifold.

Let us remark that since the connection form ω, on Q = SO(TM) defined by
M

∇0 is reducible
in Q2, then in the previous theorems all the "quantities" in N2 (right handside) can also be
computed in SO(TM)/U0(J

α0
0 ) ∼= Zα0

2k (M), since "everything is reducible" in this case (see
remark 4.3.11).

Now, let us compute the vertical tension field of J : L → N2
Z for the homogenous fibre bundle

structure defined in N2
Z by

M

∇0: according to (4.43) we have

τv,2(J) = −1

2
J

[
J−1, (

M

∇0)∗
M

∇0J

]
. (4.45)
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Then suppose that J takes values in IJ0(G/G0) i.e. J = f∗IJ0 for some f ∈ C∞(L,N), then
according to theorem 4.4.2 (and IJ0 = J ◦ Ie0) we have

dIJ0(τ
v(f)) = dJ (τv,2(f̄)) = τv,2(J)

where f̄ = J −1 ◦ J i.e. J = f̄∗J .
The tension fields (and thus vertical harmonicity) correspond (up to multiplicative
constant) via the different inclusions and identifications, in particular via IJ0 : N → N2

Z .

The canonical embedding is a reduction of homogeneous fibre bundles. In fact, we
can recover theorems 4.4.1 and 4.4.2 as well as theorems 4.3.2, 4.3.3 by a more conceptual way:
just remark that IJ0 : N → N2

Z is a reduction of homogeneous fibre bundles.

Theorem 4.4.3 The injective morphism of bundle IJ0 : G/G0 →֒ Zα0

2k,2(G/H, J2) is a reduction
of homogeneous fibre bundles.

Proof. According to remark 1.5.1, the canonical connection in theH-principal bundleG(G/H,H)
corresponds (via the natural injection Ie0 defined by equation (4.44)) to the canonical connection
in the G-invariant G-structure P ′ = G.e0, itself the restriction to P ′ of the canonical connection
in the G-invariant U1(J

α0
0 )-structure Q2 = Uα0

1 (G/H, J2), itself the the restriction to Q2 of the
canonical connection in SO(M). This completes the proof. �

Now, applying propositions 4.2.2 and 4.2.3 we obtain:

Corollary 4.4.1 The theorems 4.4.1 and 4.4.2 as well as theorems 4.3.2, 4.3.3 are corollaries
of theorems 4.3.11 and 4.3.12.

Using the Levi-Civita connection. In fact in what precedes we can replace the canonical

connection in M ,
M

∇0, by (the J2 commuting part of) the Levi-Civita connection in M .

Proposition 4.4.1 The canonical linear connection on M is the J2-commuting component of

the Levi-Civita connection
M

∇ on M :

M

∇0 =
J2

∇0 =
M

∇[2].

Proof. According to subsection 1.6, we have

M

∇ =
M

∇0 +
1

2

(
[ , ][m] +UM

)
.

Then it suffices to apply equation (3.11) in subsection 3.5.2. This completes the proof. �

Now, we can rewrite the previous results by replacing the canonical connection by (the J2 com-
muting part of) the Levi-Civita connection.

Corollary 4.4.2 The homogeneous fibre bundle structures in N2
Z defined by the canonical affine

coonection
M

∇0 and by (the J2-commuting part of) the Levi-Civita connection
M

∇, in M , are the

same. Therefore theorems 4.3.2, 4.3.3 and corollary 4.3.1 still hold if we replace
M

∇0 by
M

∇[2].
Moreover theorems 4.4.1 and 4.4.2 hold with the homogeneous fibre bundle structure defined in

N2 by the (J2-commuting part of) the Levi-Civita connection
M

∇.
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Some additionnal identities Let us conclude this subsection by some additionnal equalities.

Proposition 4.4.2 The canonical linear connection on M is the J2-commuting component of

the connections
met

∇t on M :
M

∇0 =

(
met

∇t
)[2]

.

Proof. Same proof as for proposition 4.4.1. �

Proposition 4.4.3 Let J1 ∈ C(U∗
2k(N)) be the section defined by J̆0 = τ−1

|n with, let us recall it,
n = p⊕m = gk ⊕m, then

(i) The J1-commuting component of the (π-pullback of the) canonical linear connection in M ,

π∗
M

∇0, is
N

∇0 the canonical linear connection in N . This latter is also the J1-commuting
component of the (π-pullback of the) Levi-Civita connection, and more generally of the

connections
met,M

∇t .

(ii) The J1-commuting component of the Levi-Civita connection in N ,
N

∇, is
N

∇0.

(iii) More generally, the J1-commuting component of
met,N

∇t is
N

∇0.

(iv) Let s ∈ C(π) and J = s∗IJ0 the corresponding 2k-structure on M , then s∗
N

∇0 is the J1-

commuting component of
M

∇0, and also the J1-commuting component of (the s-pulback of)

the Levi-Civita connection on M , s∗
M

∇; and more generally of (the s-pulback of) the con-

nections
met,N

∇t .

Proof. The first point of (i) becomes obvious when it is written in terms of the lift of the
connections: the J̆0-commuting part of d + θh = d + θ0 + θk is d + θ0 (whereas θk is its
anticommuting part). For the second point of (i), (ii), (iii), and (iv) use the same method as for
proposition 4.4.1. �

4.4.2 Conclusion

Now50 we can conclude:

Theorem 4.4.4 Let (L, j) be a Riemann surface, f : L→ N = G/G0 be a map and J = f∗IJ0

the corresponding map into Zα0

2k,2(M,J2). • Then f is a geometric solution of the even minimal
determined system (Syst(k, τ)) if and only if

(i) J is an admissible twistor lift (⇔ f is horizontally holomorphic)

(ii) J is vertically harmonic in Zα0

2k,2(M,J2) endowed with its homogeneous fibre bundle structure
defined by the Levi-Civita connection, ∇, in M :

[
∇[2]∗∇[2]J, J

]
= 0,

where ∇[2] is the J2-commuting component of ∇. (⇔ f is vertically harmonic in G/G0).

50We still consider the same situation as in 4.4.1
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• Moreover the first condition implies that J is flat in Zα0

2k,2(M,J2):

J∗ΦZ,2 =
[
u∗R∇[2]

, J
]
= 0,

where ΦZ,2 is the homogeneous curvature form in Zα0

2k,2(M,J2), which means also that J is a flat

section in End(u∗TM, u∗∇[2]). (⇔ f is flat in the homogeneous fibre bundle N →M).
• Furthermore f is a primitive geometric solution (i.e. there exists m ≤ k such that f is m-
primitive, which is equivalent to say that f is k-primitive) if and only if

(i) J is an admissible twistor lift

(ii) J is parallel: ∇[2]J = 0 (⇔ f is horizontal).

• Besides in the two previous characterizations, at each point (ii), the Levi-Civita connection can
be replaced by any G-invariant metric connection ∇′ whose the J2-commuting component ∇′[2]

leaves invariant hG ⊂ so(TM). This is the case in particular for the connections

met

∇t =
M

∇0 + t
(
[ , ][m] +UM

)
, 0 ≤ t ≤ 1,

for which the J2-commuting component is the canonical connection on M :
M

∇0.

4.5 Bibliographical remarks and summary of the results.

Since our "generalized" twistor spaces have never been investigated before. A fortiori, it is the
same for the study of their structures of homogeneous fibre bundles, as well as for the study
of the preservation of these structures under the different inclusions Zα2k(E, Jj) → Zα2k(E). In
this section, we refered to papers of C.M. Wood [71, 70] for the definitions and properties of
homogeneous fibre bundles and vertical harmonicity. Then we have applied these to the study
of our "generalized" twistor spaces. Let us remark that the techniques that we have taken from
[71] are in fact known by people of the "English school" like Rawnsley, Salomon, Burstall and al.,
[62, 63, 19, 57]). In particular the idea to use the tautological canonical complex structure J has
been for example already used by Rawnsley [62]. However, C.M. Wood investigated vertically
harmonic sections in different types of bundle and in particular homogeneous fibre bundles [71].
In some sense, our study in this section 4 fits in with the general spirit of the works on twistor
methods done by several people of the "English school" (see more particulary [62]).

The originality of our study as well as its additional intrinsic difficulty come from the more
complicated algebraic structure on the fibre which is a 2k-symmetric space (instead of a sym-
metric space) (compare for example theorem 4.3.5 with theorems 4.3.7 and 4.3.10). This more
complicated algebraic structure imposes to define and to use new linear connections ∇[j] when
one considers the reductions Zα2k(E, Jj)→ Zα2k(E). Moreover, the fact that the fibre is symmet-
ric in the classical twistor bundle Σ(E), implies that the different connections defined on this
homogeneous fibre bundle can be expressed in a natural way in terms of the metric connection
∇ on E. In the case of Zα2k(E) and Zα2k(E, Jj), there are additional complicated terms which
appear in these expressions of these different connections in terms of ∇ (due to the structure of
2k-symmetric space of the fibre).

Moreover, another novelty is the fact that the fibre Σ(R2n) is a complex manifold, even more a
Hermitian symmetric space, therefore we are dealing in this case with integrable geometry. In
our case we are dealing with non integrable geometry since the structure defined in the fibre
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Z2k(R2n) are not parallel with respect to the Levi-Civita connection (there are parallel with
respect to the canonical connection which is a metric connection with torsion). This fact will
become very clear in the two next sections.

Finally, a last novelty is our study of the injective morphism of homogeneous fibre bundle
IJ0 : G/G0 →֒ Zα0

2k,2(G/H, J2), §4.4.1. We think that it is a nice application of the general
theory. Moreover, in our opinion, the fact that the homogeneous fibre bundle structure is pre-
served (in particular, vertical harmonicity is preserved) is also a nice result. A far as we know,
there is no such kind of example - of a non trivial embedding of a homogeneous space into a
homogeneous fibre bundle preserving the structure - in the litterature about twistor methods.

Again, let us make precise that all our results concerning the even minimal determined inte-
grable system are completely new, like all the results concerning the elliptic integrable systems
contained in this paper.
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5 Generalized harmonic maps

5.1 Affine harmonic maps and holomorphically harmonic maps

A map u : M → N between two Riemannian manifolds (M, g) and (N, h) is harmonic if it
extremizes the energy functional

E(u) =
1

2

∫

D

|du|2dvolg

for all compact subdomains D ⊂ M , where |du|2 = Trg(u
∗h). The associated Euler-Lagrange

equation is τ(u) := Trg(∇du) = 0, where ∇ is the connection on T ∗M ⊗ u∗TN induced by the
Levi-Civita connections of M and N .

Now, we generalise this definition for maps from a Riemannian manifold into an affine manifold.
We present two different ways to do that. The first one is the natural one (see also [36]) and
concerns general affine manifolds whereas the second one concerns maps from Riemann surfaces
into affine almost complex manifolds.

5.1.1 Affine harmonic maps: general properties

Definition 5.1.1 Let s : (M, g)→ (N,∇) be a smooth map from a Riemannian manifold (M, g)
into an affine manifold (N,∇). We set

τ(s) = Trg(∇ds) = −∇∗ds = ∗d∇ ∗ ds

and we say that s is affine harmonic with respect to ∇ or ∇-harmonic if τ(s) = 0.

Now, let us consider the case where (M, g) is a Riemannian surface i.e. a Riemann surface (L, j)
with a Hermitian metric g. Then the action of the Hodge operator ∗ of L, is independent of
the metric g on 1-forms (∗α = α ◦ j), whereas in 2-forms (resp. 0-forms) it is multiplied by the
factor λ2 (resp. λ−2 > 0) when the metric is multiplied by the factor λ ∈ C∞(L,R∗

+). Hence the
tension field τ(f) = ∗d∇(∗df) is multiplied by λ2, under this last transformation. In particular
the affine harmonicity for maps f : (L, j)→ (N,∇) does not depend on the hermitian metric L
but only on the conformal structure of (L, j). Thus we have:

Theorem 5.1.1 Let (L, j) be a Riemann surface and f : (L, j) → (N,∇) a smooth map. Let
TLC = T ′L ⊕ T ′′L be the decomposition of TLC into the (1, 0) and (0, 1)-parts, and d = ∂ + ∂̄
and ∇f∗(TN) = ∇′ +∇′′ the corresponding splittings. Then we have

2 ∂̄∇∂f = d∇df + id∇ ∗ df,

moreover d∇df = f∗T , where T is the torsion of ∇ and d∇ ∗ df = τ(f)volg for any hermitian
metric g on L. Therefore the following statements are equivalent:

(i) ∇′′

∂f = 0

(ii) ∂̄∇∂f = 0

(iii) ∇ ∂
∂z

(
∂f
∂z

)
= 0, for any holomorphic local coordinate z = x + iy (i.e. (x, y) are conformal

coordinates for any hermitian metric in L).

(iv) f is ∇-harmonic with respect to any hermitian metric in L and torsion free: f∗T = 0 (i.e.
T (∂u∂x ,

∂u
∂y ) = 0 for any conformal coordinates (x, y)).
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We will say in this case that f is strongly ∇-harmonic.

Remark 5.1.1 We remark that the imaginary part (resp. the real part) of equation (ii) (resp.
equation (iii)) is the ∇-harmonic maps equation whereas its real part (resp. imaginary part) is
the torsion free equation f∗T = 0.
If T = 0 or more generally f∗T = 0, then f is strongly∇-harmonic if and only if it is ∇-harmonic.

5.1.2 Holomorphically harmonic maps

In the case the target space N is endowed with an almost complex structure J then we have
another way to generalise the definition of harmonicity to maps from a Riemann surface into N .

Definition 5.1.2 Let (L, j) be a Riemann surface and (N,∇) be an affine manifold endowed with
a complex structure J . Let us denote TNC = T 1,0N ⊕T 0,1N the corresponding decomposition of
TNC. We will say that f : L→ N is holomorphically harmonic if

[∂̄∇∂f ]1,0 = 0.

Proposition 5.1.1 Let (L, j) be a Riemann surface and (N,∇) be an affine manifold endowed
with a complex structure J . Then f is holomorphically harmonic if and only if (for any hermitian
metric g in M)

Tg(f) + Jτg(f) = 0

where Tg(f) = ∗(f∗T ) = f∗T (e1, e2), with (e1, e2) an orthonormal basis of TL, or equivalently

τg(f)volg = J(f∗T ).

Therefore f is strongly harmonic if and only if it is torsion free and holomorphically harmonic.
In particular, if T = 0, or more generally f∗T = 0, then f is holomorphically harmonic if
and only if it is harmonic. Hence for torsion free connection ∇ harmonicity and holomorphic
harmonicity are the same.

Proof. Let Z = X + iY ∈ TNC with X,Y ∈ TN , then since T 1,0N and T 0,1N are given
respectively by {V ∓ iJV, V ∈ TN}, we deduce that

[Z]1,0 = 0⇔ X + JY = 0 and [Z]0,1 = 0⇔ X − JY = 0.

Now, let us apply that to the TNC-valued 2-form ∂̄∇∂f , we obtain

[∂̄∇∂f ]1,0 = 0⇐⇒ d∇df + Jd∇ ∗ df = 0

according to theorem 5.1.1. This proves the first assertion. Then the assertion concerning
strongly harmonicity follows from theorem 5.1.1-(iv). This completes the proof. �

Let us remark that

Proposition 5.1.2 In the same situation as in the previous proposition, let us suppose in ad-
dition that ∇J = 0. Then if a map f : L → N is holomorphic i.e. df ◦ jL = Jdf , then f is
anti-holomorphically harmonic (i.e. holomorphically harmonic with respect to −J).
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Proof. f is holomorphic if and only if df(T 1,0L) ⊂ T 1,0N i.e. [∂f ]0,1 = 0. Then we have

[∂̄∇∂f ]0,1 = ∂̄∇[∂f ]0,1 = 0

since ∇ commutes with J . This completes the proof. �

It can also be useful to observe the following.

Proposition 5.1.3 Let (N, J) be an almost complex manifold with an almost complex linear
connection that we will denote by ∇0. Then let us define a family of connection

∇t = ∇0 − tT 0, 0 ≤ t ≤ 1.

Then a map f : (L, jL)→ (N, J) from a Riemann surface L into the almost complex manifold N
is holomorphically harmonic w.r.t. ∇1 and J if and only if f is holomorphically harmonic w.r.t.
∇0 and −J . We will say more simply that f is ∇1-holomorphically harmonic if and only if it is
∇0-anti-holomorphicallly harmonic.

Holomorphic sections of complex vector bundles Now, we need to do some recalls about
complex vector bundles that we will apply in the next paragraph to obtain an interpretation of
the holomorphic harmonicity in terms of holomorphic 1-forms.

Let E → M be a real vector bundle (over a manifold M) endowed with a complex structure
J ∈ End(E). Then any frame in the form (e1x, . . . , e

r
x, Je

1
x, . . . , Je

r
x) at some point x ∈M can be

extended to a local frame (e1, . . . , er, Je1, . . . , Jer) in the neighbourhood of x. Then there exists
an open covering (Uα)α∈I of M and local trivialisations Φα : (E|Uα

, J) → Uα × (Cr, iId) which
are C-linear isomorphisms (Φα ◦ J = iΦα), or equivalently of which transition maps take values
in the endomorphisms of Cr: φαβ = Φβ ◦ Φ−1

α : Uα ∩ Uβ → GL(Cr). Therefore E is a complex
vector bundle.

Remark 5.1.2 Let us set Ĉ = R[J ], then Ĉ = R[J ] is a vector bundle over M whose fibres are
fields isomorphic to C = R[i] and each fibre Ex of E is a Ĉx-vector space. Then EC is endowed
with two different structures of vector bundle: one over the field C (the tautological one defined
by the complexification of E) and another one "over the distribution of field Ĉ" (i.e. the one
defined by J). In paticular, we have two different complex structures in EC.

Now, let us suppose that E is endowed with a complex connection ∇, i.e. a connection which
commutes with J : ∇J = 0. Then for all X ∈ TM , ∇X : C(E) → C(E) is C-linear with respect
to the complex vector space structure defined on C(E) by the complex vector bundle structure
on E. Then we have two different ways to extend ∇ to TMC.

1. The canonical one: for any section s ∈ C(EC), we extend ∇s by C-linearity to a linear
morphism from TMC to EC,

∇iXs = i∇Xs, ∀X ∈ TM, s ∈ C(EC)

after, of course, having extended∇ to a connection on EC by setting ∇is = i∇s, ∀s ∈ C(E).
In conclusion, ∀s ∈ C(EC), ∇s ∈ C(T ∗MC ⊗ EC).

2. By using the complex vector bundle structure of E defined by J : for any s ∈ C(E), we
extend ∇s by C-linearity to a linear morphism from TMC to E:

∇̂iXs = J∇̂Xs, ∀X ∈ TM, s ∈ C(E).
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Let us remark that ∇̂ depends on J , and since we use the complex vector space structure defined
by J , one needs that ∇ and J commute. One the other side the simple canonical complex
extention defined in 1 (that we still denote by ∇) is independant of J and one needs not to do
any additionnal hypothesis. Remark that the extention 1 is nothing but the extention ∇̂ defined
by the complex structure iIdEC on E (which commutes obviously with ∇).

Now let us suppose that M is an (almost) complex manifold with (almost) complex structure jM .
Then we have the splitting TMC = T 1,0M ⊕ T 0,1M defined by jM which gives rise respectively
to the following decompositions of ∇ and ∇̂:

∇̂ = ∇(1,0) +∇(0,1)

∇ = ∇′ +∇′′.

Definition 5.1.3 ∇(0,1) is called the Cauchy-Riemann operator defined by ∇ and J .

More generally, let η ∈ C(T ∗M ⊗E) be a 1-form on M with values in E. Then we can extend it
in two different ways by C-linearity in TMC by setting:

ηC(X + iY ) = η(X) + iη(Y ), ∀X,Y ∈ TM
η̂(X + iY ) = η(X) + Jη(Y ), ∀X,Y ∈ TM.

Remark that ηC ∈ C(T ∗MC ⊗ EC) whereas η̂ ∈ C(T ∗MC ⊗ E). As above we can decompose ηC

and η̂ according to the decomposition TMC = T 1,0M ⊕ T 0,1M :

ηC = η′ + η′′ (5.1)

η̂ = η(1,0) + η(0,1). (5.2)

Then we have the following relations

Lemma 5.1.1
[η′]

1,0
= η(1,0) − iJη(1,0) [η′′]

0,1
= η(1,0) + iJη(1,0)

[η′]
0,1

= η(0,1) + iJη(0,1) [η′′]
1,0

= η(0,1) − iJη(0,1) (5.3)

Proof. Let Z = X − ijMX ∈ T 1,0M with X ∈ TM . Then

[η(Z)]1,0 = [η(X)− iη(jMX)]1,0 = η(X)− iJη(X)− i (η(jMX)− iJη(jMX))

= η(X)− Jη(jMX)− iJ (η(X)− Jη(jMX))

= η(1,0)(Z)− iJη(1,0)(Z).

This gives us [η′]
1,0. Then by apllying this to −J , we obtain [η′]

0,1. Finally, the second column
of (5.3) is obtained by C-conjugaison from the first column. This completes the proof. �

We can apply what precedes to the flat differentiation d. Let (N, J) be an almost complex
manifold and s : M → N a map. Then we consider the complex vector bundle E = s∗TN over
M . Then applying what precedes to the 1-form η = ds, we can consider the extensions d̂s and
(ds)C, which then allows us to define the following extension of d to TMC:

d̂s = d̂s and dCs = (ds)C,

and by abuse of notation51 dC will be still denoted by d. Then we can write the following
decompositions

d̂ = ∂̂ + ∂̂ and d = ∂ + ∂̄

according to the decomposition TMC = T 1,0M ⊕ T 0,1M .
51and to be coherent with the notation used until now, in the paper.
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Definition 5.1.4 ∂̂ is called the Cauchy-Riemann derivative defined by J .

Now let us come back to the general situation of a complex vector bundle E over an almost
complex manifold (M, jM ), endowed with a complex connection ∇. Let us set

H(M,E) = {η ∈ T ∗M ⊗ E|η jM = Jη}.

Then H(M,E) is a vector subbundle of the vector bundle T ∗M ⊗ E and is naturally endowed
with the complex structure defined by

I(η) = η jM = Jη, ∀η ∈ T ∗M ⊗ E, (5.4)

which makes H(M,E) being a complex vector bundle whose the set of sections is

Hom((TM, jM ), (E, J)) = {η ∈ C(T ∗M ⊗ E)|η ◦ jM = J ◦ η}.

The sections of H(M,E) can also be characterized by using the splittings (5.1-5.2):

Lemma 5.1.2 We have the following equivalences for 1-forms η ∈ C(T ∗M ⊗ E):

η ◦ jM = J ◦ η ⇐⇒ η′ ∈ T ∗M ⊗ E1,0 ⇐⇒ η(0,1) = 0.

Then we deduce in particular

Lemma 5.1.3 Let s ∈ C(E), then we have the following equivalences:

∇s ◦ jM = J ◦ ∇s⇐⇒ ∇(0,1)s = 0⇐⇒ [∇′s]
0,1

= 0⇐⇒ ∇′(s− iJs) = 0.

We will say that s is a vertically holomorphic section.

In fact we can say more

Lemma 5.1.4 Let us consider the splitting TE = H⊕V given by ∇, where V = kerπ = π∗E is
the vertical subbundle and H the horizontal one. Then let us define an almost complex structure
J̌ on the manifold E by setting

J̌ = ((dπ)∗jM )|H ⊕ π∗J.

Then a section s ∈ C(E) is J̌-holomorphic if and only if it is vertically holomorphic.

Proof. It suffices to prove that any section s ∈ C(E) is horizontally holomorphic, i.e. satisfies
the horizontal part of the equation ds ◦ jM = J ◦ ds. We have dπ ◦ (ds ◦ jM ) = jM since s is a
section. In the other side we have dπ ◦ (J̌ ◦ ds) = jM ◦ dπ ◦ ds = jM , by definition of J̌ and using
the fact s is a section. In conclusion dπ ◦ (ds ◦ jM ) = dπ ◦ (J ◦ ds). This completes the proof.�

In the following, we will say that a section of a complex vector bundle (E, J,∇) is holomorphic
if it is J̌-holomorphic.

Now, let us apply the two previous lemmas to the vector bundle H(M,E). First, let us endow M
with an almost complex connection ∇M (it means ∇MJ = 0; such a connection always exists,

see [53]). Then T ∗M ⊗ E is naturally endowed with the connection
⊗

∇ defined by ∇M and ∇.

Further, we denote by ∇ the restriction to H(M,E) of
⊗

∇. Then we remark that ∇ commutes
with the complex structure I (defined by (5.4)). Therefore, we can now apply the two previous
lemmas to the complex vector bundle

(
H(M,E), I,∇

)
:
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Proposition 5.1.4 A section of H(M,E), η ∈ Hom((TM, jM ), (E, J)), is holomorphic if and
only if it satisfies one of the following equivalent statements

(i) ∇(0,1)
η = 0

(ii) ∇′′
η′ = 0

(iii)
[
∇′′

η
]1,0

= 0.

Moreover if M is a Riemann surface52, then it is also equivalent to

(iv) ∂̂
∇̂

η̂ = ∂̂
∇̂

η(1,0) = 0, or

(v) ∂̄∇η′ = 0

Moreover, if M is a complex manifold (i.e. jM is integrable) then we choose for ∇M the unique
torsion free complex connection on M . Then we obtain the following result:

Proposition 5.1.5 Let l ∈ TM be a complex line in the tangent bundle of the complex manifold
M . Then for any section η ∈ Hom((TM, jM ), (E, J)) we have the following equality

∇(0,1)
η|l×l = d∇η|l×l.

Moreover if η is holomorphic then d∇η = 0. More particulary, if M is a Riemann surface then
we have the following equivalence

η is holomorphic ⇐⇒ d∇η = 0.

Remark 5.1.3 One could directly deduces the case of a Riemann surface by using proposi-
tion 5.1.4.
Indeed, the first way to do that is to write d∇η = d∇η′ + d∇η′′. Then remark that η′ and η′′

takes values in E1,0 and E0,1 respectively, according to lemma 5.1.3. Therefore since E1,0 and
E0,1 are ∇-parallel, we can say that d∇η′ and d∇η′′ take values resp. in E1,0 and E0,1 resp., so
that d∇η = 0 ⇔ d∇η′ = 0 ⇔ d∇η′′ = 0. Then if M is a Riemann surface d∇η′ = ∂̄∇η′, and we
conclude by using proposition 5.1.4.
The second way to do that is to use the Ĉ-linearity. Indeed, the extension to TMC by Ĉ-linearity
of d∇η is d̂∇η = d∇̂η̂ = d∇̂η(1,0) = 0, since η(0,1) = 0 (see lemma 5.1.3). Then if M is a Riemann

surface d∇̂η(1,0) = ∂̂
∇̂

η(1,0), and we conclude by using proposition 5.1.4-(iv).

Remark 5.1.4 Let us consider a 1-form β ∈ C(T ∗M ⊗ E), then we can associate to it

η = β − Jβ ◦ jM = β̂ ◦ (Id− ijM ) = β(1,0) ◦ (Id− ijM ).

By definition η ∈ C(H(M,E)), i.e. η ◦ jM = J ◦ η. Moreover, still suppposing that M is complex
and that ∇M is the unique torsion free complex connection on M , we have

∇̂η̂ = ∇̂β(1,0) ◦ (Id− ijM ) (5.5)

52and ∇M the unique torsion free complex connection in M , which coincides also with the Levi-Civita connection
of any Hermitian metric on M .
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because (Id− ijM ) is ∇M -parallel.
Let us remark that since jM and the multiplication by i coincide in T 1,0M , they define the same
complex structure, which we will suppose T 1,0M to be canonically endowed with. Then, since
β̂ is by definition a complex linear morphism from TMC to E, β(1,0) is also a complex linear
morphism from T 1,0M to E. Hence β(1,0) is a section of the complex vector bundle T ∗

1,0M ⊗CE.
Therefore, from equation (5.5), we deduce that η is a holomorphic section of H(M,E) if and
only if β1,0 is a holomorphic section of T ∗

1,0M ⊗CE. In particular if M is a Riemann surface, we
deduce from (5.5), that

∂̂
∇̂

η̂ = ∂̂
∇̂

β(1,0) ◦ (Id− ijM ).

Now, we come back to our complex vector bundle (E, J,∇) and we recall a theorem ([52]) which
characterizes when J̌ is integrable.

Theorem 5.1.2 Let (E, J,∇)→ (M, jM ) be a complex vector bundle over a complex manifold,
with a complex connection ∇. Then we will say that a holomorphic structure E is compatible
with ∇ (or that ∇ is adapted to E) if it is induced by the almost complex structure J̌ (defined by
lemma 5.1.4). In other words, a section s ∈ C(E) is holomorphic with respect to E if and only if

∀Z ∈ T 1,0M, ∇̂Z̄s = 0.

An holomorphic structure E exists on E if and only if J̌ is integrable, and in this case E is unique.
Moreover J̌ is integrable if and only if the (0, 2)-component of the curvature operator53 R of ∇
vanishes.

When M is of dimension 2, then the (0, 2)-component of the curvature operator always vanishes
so that E always admits a holomorphic structure compatible with ∇, that we will call, following
[19], the Koszul-Malgrange holomorphic structure induced by ∇. In the following, we suppose
that a complex vector bundle (E, J,∇) over a Riemann surface is always endowed with its Koszul-
Malgrange holomorphic structure.

Interpretation of the holomorphic harmonicity in terms of holomorphic 1-forms.
Now we come back to the situation in the begining of 5.1.2. More precisely, we consider (N, J)
an almost complex manifold, with ∇ an almost complex connection, (L, jL) a Riemann surface
and f : L → N a map. Then we apply what precedes to the complex vector bundle E =
(f∗TN, f∗∇, f∗J) over L (i.e. L plays the role of M and f the one of s with respect to the
notation of the previous paragraphs). We obtain a first theorem:

Proposition 5.1.6 Let f : (L, jL)→ (N, J,∇) be a map from a Riemann surface into an almost
complex affine manifold. Let us set

η = df − Jdf ◦ jM .

Then η is a section of H(L, f∗TN), i.e. η ◦ jM = J ◦ η. Moreover f is holomorphically harmonic
if and only if η is a holomorphic section of the complex vector bundle H(L, f∗TN), i.e.

∂̄∇η′ = 0.

53i.e. the (0, 2)-component of the extension R̂ of R to Λ2T ∗MC by Ĉ-linearity.
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Proof. We write

d∇η = d∇ (df − Jdf ◦ jM )) = d∇ (df + ∗Jdf) = d∇df + Jd∇ ∗ df

so that we can conclude according to proposition 5.1.5 and proposition 5.1.1. This completes the
proof. �

Now, we can give a characterization of holomorphic harmonicity which looks like very closely to
the one which holds for harmonic maps ([19]):

Theorem 5.1.3 A map f : (L, jL)→ (N, J,∇) from a Riemann surface into an almost complex
affine manifold, is holomorphically harmonic if and only if

∂̂
∇̂

∂̂f = 0, (5.6)

i.e. ∂̂f is a holomorphic section of T ∗
1,0L⊗C f

∗TN .

Proof. Apply remark 5.1.4 to β = df and then use proposition 5.1.6 to prove that ∂̂f is a
holomorphic section and proposition 5.1.4-(iv) to prove the equation (5.6). �

Remark 5.1.5 Let us derive (5.6) by a direct computation. Let be Z = X + ijLX ∈ T 1,0L,
then we have

(f∗∇)0,1
Z̄
∂̂f(Z) =

(
∇f(X) + J∇f(jLX)

)
(df(X)− Jdf(jLX))

= ∇f(X)df(X) +∇f(jLX)df(jLX) + J
(
∇f(jLX)df(X)−∇f(X)df(jLX)

)

= d∇ ∗ df(X, jLX)− Jd∇df(X, jLX).

5.2 The sigma model with a Wess-Zumino term in Nearly Kähler man-
ifolds

Here we present an interpretation of the holomorphic harmonicity in terms of a sigma model
with a Wess-Zumino term.

5.2.1 Totally skew-symmetric torsion

First, let us recall some useful properties about connections 54.

Definition 5.2.1 Two linear connection ∇ and ∇′ in a manifold N are sayed to be geodesically
equivalent if they have the same geodesics. A connection ∇ on a Riemannian manifold (N, h) is
sayed to be geodesic-preserving if it is geodesically equivalent to the Levi-Civita connection ∇h of
h.

Proposition 5.2.1 Let ∇ be a connection on a manifold N and A ∈ C(T ∗N⊗End(TN)). Then
the connection

∇′ = ∇+A

has the same geodesic as ∇ if and only if A(·, ·) is skew-symmetric (as a bilinear map). In this
case for any map f : (M, g)→ N , from a Riemannian manifold in to N , we have τ ′g(f) = τg(f),

54See also [2] for a nice presentation about metric connections and their torsion
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where τ ′g(f) and τg(f) are the tension fields w.r.t. ∇ and ∇′ respectively. Moreover (still in this
case), we have

T∇′

= T∇ + 2A.

Now, let us suppose that ∇ is metric w.r.t. some metric h in N . Then ∇′ is metric if and only if A
takes values (as a 1-form) in the skew-symmetric endomorphisms of TN : A ∈ C(T ∗N⊗so(TN)).
Therefore ∇′ is metric and geodesically equivalent to ∇ if and only if A is totally skew-symmetric
which means that the associated 3-linear map defined by A∗(X,Y, Z) = 〈A(X,Y ), Z〉 is a 3-form
on N .

Now let us see how we can introduce the Levi-Civita connection starting from a given metric
connection.

Proposition 5.2.2 Let N be a manifold endowed with some connection that we denote by ∇0

(for some reason that will appear clearly below). Let us set

∇t = ∇0 − tT 0, 0 ≤ t ≤ 1,

where T 0 = T∇0

is the torsion of ∇0. Then we have

T t := T∇t

= −(2t− 1)T 0.

In particular, ∇ 1
2 is torsion free. Moreover all the connections ∇t, 0 ≤ t ≤ 1, are geodesically

equivalent.
Now, let h be a metric on N which is ∇0-parallel. Then ∇t, t 6= 0, is metric if and only if T 0 is
totally skew-symmetric that is to say the 3-linear map defined by

(T 0)∗(X,Y, Z) := 〈T 0(X,Y ), Z〉

is a 3-form. In this case, ∇ 1
2 coincides with the Levi-Civita connection ∇h of h.

Remark 5.2.1 We see that for a map f : (M, g) → N , the strongly ∇t-harmonicities are all
equivalent for t 6= 1

2 .

Conversely,

Proposition 5.2.3 Let (N, h) be a Riemannian manifold, and let us denote by ∇h its Levi-
Civita connection. Then a metric connection ∇ on N is entirely determined by its torsion T .
Moreover a metric connection ∇ on N is geodesic-preserving if and only if its torsion T is totally
skew-symmetric. Then in this case we have

∇ = ∇h + 1

2
T.

Proof. For any metric connection ∇ = ∇h +A, we have

T (X,Y ) = A(X,Y )−A(Y,X) (5.7)

2A∗(X,Y, Z) = T ∗(X,Y, Z) + T ∗(Z,X, Y ) + T ∗(Z, Y,X), (5.8)

which proves the first assertion. Concerning the second assertion, we see (according to (5.7-5.8))
that A is totally skew-symmetric if and only if T is so, i.e., according to proposition 5.2.1, ∇
is geodesic preserving if and only if T is totally skew-symmetric. Then in this case T = 2A i.e.

∇ = ∇h + 1

2
T . This completes the proof. �
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Remark 5.2.2 The second equation (5.8) can be derived directly from the first one (5.7) (com-
pute the right hand side of the second equation using the first equation which gives 2A∗(X,Y, Z)).
But there is another way (which will be useful in the following) to interpret this second equa-
tion. Indeed, first let us identify (via the metric h) in the following of this remark, each
TN -valued bilinear form B on N with the corresponding trilinear form B∗. Then let us set
A := 1

2 (T + U) = 1
2 (T (X,Y, Z) + T (Z,X, Y ) + T (Z, Y,X)), where U(X,Y, Z) = 〈U(X,Y ), Z〉 =

T (Z,X, Y ) + T (Z, Y,X). We remark that U is symmetric w.r.t. to the variables X,Y , so that
the connection ∇ − A = ∇ − 1

2 (T + U) is torsion free. Moreover we see that A(X,Y, Z) =
1
2 (T (X,Y, Z) + T (Z,X, Y ) + T (Z, Y,X)) is skew symmetric w.r.t. the two last variables Y, Z.
Therefore ∇−A is metric and thus this is the Levi-Civita connection ∇h:

∇h = ∇− 1

2
(T + U).

Moreover, T is totally skew-symmetric if and only if the "natural reductivity term" U = 0.
Furthermore, let us remark that the bijective correspondence between T and A comes simply
from the isomorphism of vector bundle T ∈ Λ2T ∗N ⊗ TN 7−→ T + U ∈ T ∗N ⊗ so(TN).

5.2.2 The general case of an almost Hermitian manifold

Let (E, J) be a complex vector space and let us set

Bil(E) = E∗ ⊗ E∗ ⊗ E and T (E) = (Λ2E∗)⊗ E ⊂ Bil(E).

and for ε, ε′ ∈ Z2 we set

Bilε,ε
′

(E, J) = {A ∈ Bil(E)|A(J ·, ·) = εJA, A(·, J ·) = ε′JA}

so that we have the decomposition

Bil(E) = ⊕(ε,ε′)∈Z2×Z2
Bilε,ε

′

(E, J). (5.9)

Let us remark that for any A ∈ Bil(E), its component Aε,ε
′ ∈ Bilε,ε

′

(E, J) is given by

Aε,ε
′

(X,Y ) = −1

4
(εε′A(JX, JY ) + εJA(JX, Y ) + ε′JA(X, JY )−A(X,Y )) . (5.10)

Moreover we also have the decomposition

T (E) = T 2,0 ⊕ T 0,2 ⊕ T 1,1,

where T 2,0 = (Λ2,0E∗C) ⊗C E = Bil++(E, J) ∩ T (E), T 2,0 = (Λ0,2E∗C) ⊗C E = Bil−−(E, J) ∩
T (E) and T 1,1 = (Λ1,1E∗C)⊗C E =

(
Bil+− +Bil−+

)
(E, J) ∩ T (E).

Of course, these notation can be extented to the case (E, J) is a complex vector bundle. In
particular, we will use these for the tangent bundle (TN, J) of an almost complex manifold, and
will forget in this case the precision of the bundle in the notation and write for example simply
T and Bil.

Given an almost complex manifold (N, J) with a connection ∇ (that we do not suppose to be
almost complex) then its torsion T satisfies T ∈ T and55 we can decompose it following (5.9):
T = T++ + T−− + T−+ + T+−. Then since T is skew-symmetric, then so is T++, T−− and
T+− + T−+. In other words, we have T++ = T 2,0, T−− = T 0,2 and T+− + T−+ = T 1,1. In
particular we have T+−(X,Y ) = −T−+(Y,X). Now, let us see how this decomposition can have
a geometric meaning.

55i.e. T ∈ C(T )
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Lemma 5.2.1 Let (N, J,∇) be an almost complex manifold with an almost complex connection
∇. Then we have

NJ = 4T−−

where NJ denotes the torsion of J i.e its Nijenhuis tensor.

Proof. According to [53], Chap. IX, Prop. 3.6, the torsion NJ of J can be expressed in terms
of the torsion T of the almost complex connection ∇:

−NJ(X,Y ) = T (JX, JY )− JT (JX, Y )− JT (X, JY )− T (X,Y )

which gives us NJ = 4T−−. This completes the proof. �

Proposition 5.2.4 Let (N, J,∇) be an almost complex manifold with an almost complex con-
nection ∇. Then the following statements are equivalent.

(i) J anticommutes with the torsion T of ∇ : T (X, JY ) = −JT (X,Y ).

(ii) T = T−− i.e. T ∈ T 2,0.

(iii) T =
1

4
NJ .

Proof. (ii) ⇔ (iii) follows from the previous lemma. Now, we have obviously (ii) ⇒ (i). Con-
versely (i) implies that T = T−− + T+− but since T is skew-symmetric this implies T+− = 0
and T = T−−. This completes the proof. �

From now until the end of this section 5.2.2, we consider (N, J) an almost complex manifold
with an almost complex linear connection ∇ and a ∇-parallel Hermitian metric h. Therefore
(N, J, h) is an almost Hermitian manifold with a Hermitian connection ∇.

Proposition 5.2.5 Let (N, J, h) be an almost Hermitian manifold with a Hermitian connection
∇. Let us suppose that J anticommutes with the torsion T of ∇. Let us suppose also that the
torsion of ∇ is totally skew-symmetric i.e.

T ∗(X,Y, Z) = 〈T (X,Y ), Z〉

is a 3-form. Lastly, we suppose that the torsion is ∇-parallel, i.e. ∇T ∗ = 0 which is equivalent
to ∇T = 0. Then the trilinear map

H(X,Y, Z) = −T ∗(X,Y, JZ) = 〈JT (X,Y ), Z〉

is 3-form and is closed dH = 0.

Proof. Firstly, according to proposition 5.2.4, we have T ∗(JX, Y, Z) = T ∗(X, JY, Z) = T ∗(X,Y, JZ),
which prove that H is a 3-form.
Let us compute the exterior differential of H in terms of the connection (with torsion) ∇:

dH(X0, X1, X2, X3) =

3∑

i=0

(−1)i∇0
Xi
H(X0, . . . , X̂i, . . . , X3)

−
∑

0≤i<j≤3

(−1)i+jH(T (Xi, Xj), X0, . . . , X̂i, . . . , X̂j , . . . , X3))

= S
i,j,k

H(T (X0, Xi), Xj , Xk) +H(T (Xi, Xj), X0, Xk)
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where the last sum is on all the circular permutations of 1,2,3. Moreover, we have

H(T (X0, Xi), Xj , Xk) = −H(Xk, Xj , T (X0, Xi))
= 〈T (Xk, Xj), JT (X0, Xi))〉
= 〈T (X0, Xi), JT (Xj, Xk)〉
= −H(X0, Xi, T (Xj, Xk))
= −H(T (Xj, Xk), X0, Xi)

so that we can conclude that dH = 0. This completes the proof. �

Theorem 5.2.1 Let (N, J, h) be an almost Hermitian manifold with a Hermitian connection ∇.
Then, under the 3 hyphothesis of the previous proposition (T anticommutes with J , is totally
skew-symmetric and ∇-parallel), the equation for holomorphically harmonic maps f : L → N is
the equation of motion (i.e. the Euler-Lagrange equation) for the sigma model in N with the
Wess-Zumino term defined by the closed 3-form H. The action functional is given by

S(f) = E(f) + SWZ(f) =
1

2

∫

L

|df |2dvolg +
∫

B

H,

where B is 3-submanifold (or indeed a 3-chain) in N whose boundary is f(L).

Proof. Since dH = 0 we have

δSWZ =

∫

B

LδfH =

∫

B

dıδfH =

∫

f(L)

ıδfH,

therefore the Euler-Lagrange equation is

−τg(f) + JTg(f) = 0

which is the equation for holomorphically harmonic maps w.r.t. ∇, since ∇ is geodesic preserving
(see propositions 5.2.1 and 5.2.3) (g being as always a Hermitian metric on L). This completes
the proof. �

5.2.3 The example of a 3-symmetric space

Let us suppose now that N = G/G0 is a (locally) 3-symmetric space. We use the notations
of subsection 2.1.2. In particular, N is endowed with its canonical almost complex structure J
defined by (2.7).

Proposition 5.2.6 The canonical connection ∇0 in N commutes with the canonical almost
complex structure J

∇0J = 0.

Moreover, J anticommutes with the torsion T 0 of ∇0. Lastly, if N is Riemannian, then ∇0 is
metric and (N, J, h) is almost Hermitian for any G-invariant metric h.56

Furthermore, the torsion of ∇0 is totally skew-symmetric if and only if h is naturally reductive.

Now, we can conclude

56chosen according to our convention explained in subsection 2.1.2: that is τm leaves invariant the inner product
defining h.
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Theorem 5.2.2 Let N = G/G0 be a (locally) 3-symmetric space, that we suppose to be Rie-
mannian and naturally reductive, and endowed with its canonical almost complex structure J and
its canonical connection ∇0. Let h be a G-invariant naturally reductive metric on N . Then the
equation for holomorphically harmonic maps f : L → N is the Euler-Lagrange equation for the
sigma model in N with the Wess-Zumino term defined by the closed 3-form H defined by

H(X,Y, Z) = 〈JT (X,Y ), Z〉

where T is the torsion of ∇0.

Remark 5.2.3 The hypothesis of natural reductivity is always satisfied if we allow us to use
pseudo-Riemannian metrics and if g is semi-simple: the metric defined by the Killing form is
then naturally reductive. Moreover, let us remark that w.r.t. Riemannian metrics the natural
reductivity is in fact an hypothesis of compactness: the Lie subgroup of GL(m) generated by
{[adm(X)]m, X ∈ m} must be compact.

5.2.4 The good geometric context/setting

In the previous variational interpretation given by theorem 5.2.1, we need to make 3 hypoth-
esis on the torsion of the almost Hermitian connection: T anticommutes with J , is totally
skew-symmetric and ∇-parallel. Here, we want to understand what do these hypothesis mean
geometrically and what is the good geometric context in which these take place. It will turn out
that the good geometric context is the one of Nearly Kähler manifold.

Definition 5.2.2 An almost Hermitian manifold (N, h, J) is called nearly Kähler if

(∇hXJ)X = 0,

where ∇h is the Levi-Civita connection of h.

We can deduce immediately the following properties.

Proposition 5.2.7 Let (N, h, J) be an almost Hermitian manifold. Let us consider its canonical
Hermitian connection

∇0 := ∇h − 1

2
J∇hJ,

the torsion of which is denoted by T 0. Then the following statements are equivalent:

(i) T 0(·, J ·) = −JT 0(·, ·) and T 0 is totally skew-symmetric.

(ii) T 0 = −J∇hJ .

(iii)
1

2
J∇hJ(·, ·) is skew-symmetric.

(iv) (N, h, J) is nearly Kähler.

(v) ∇hJXJ = −J∇XJ and T 0 is totally skew-symmetric.
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Proof. First, we see that the implications (ii) ⇒ (i) and (ii) ⇒ (iii) ⇔ (iv) are obvious. Then
by definition of ∇0 we have

T 0(X,Y ) = −1

2

(
J(∇hXJ)Y − J(∇hY J)X

)
(5.11)

which gives us the implication (iii) ⇒ (ii). Furtermore, according to proposition 5.2.2, if T 0 is
totally skew-symmetric then we have ∇h = ∇0 − 1

2T
0 which provides the implication (i) ⇒ (ii).

Finally the equivalence (i) ⇔ (v) follows directly from (5.11). This completes the proof. �

In particular, a nearly Kähler manifold endowed with its canonical Hermitian connection satisfies
2 of our 3 hypothesis on the torsion (T 0 anticommutes with J and is totally skew-symmetric).
Conversely, we have

Theorem 5.2.3 Let (N, h, J,∇0) be an almost Hermitian manifold with an almost Hermitian
connection ∇. If the torsion T 0 of ∇0 anticommutes with J and is totally skew-symmetric then
(N, J, h) is nearly Kähler. Moreover, in this case, ∇0 is the canonical Hermitian connection.
Therefore the injective map

(h, J) 7−→ (h, J,∇h − 1

2
J∇hJ)

is in fact a bijection from the set of nearly Kähler structures on N into the set of almost Hermitian
structures, (h, J,∇0), with an almost Hermitian connection whose the torsion is totally skew-
symmetric and anticommutes with J .

Remark 5.2.4 In other words, in an almost Hermitian manifold there exists at most only one
Hermitian connection with totally skew-symmetric and J-anticommuting torsion, and if this
connection exists then it coincides with the canonical Hermitian connection and the almost
Hermitian manifold is nearly Kähler.

Moreover, the third hypothesis (the torsion is parallel) is implied by the first two.

Proposition 5.2.8 [Kirichenko], [48, 3] If (N, h, J) is nearly Kähler then the canonical Hermi-
tian connection has a parallel torsion: ∇0T 0 = 0.

Now, we can reformulate our theorem 5.2.1 by using the right geometric context:

Theorem 5.2.4 Let (N, h, J) be a nearly Kähler manifold then the equation of holomorphic
harmonicity for maps f : L → N is exactly the Euler-Lagrange equation for the sigma model in
N with a Wess-Zumino term defined by the 3-form:

H =
1

3
dΩJ

where ΩJ = 〈J ·, ·〉 is the Kähler form.

Proof of theorem 5.2.3. If the torsion of ∇0 is totally skew-symmetric then we have ∇h =
∇0 − 1

2T
0, so that if moreover T 0 anticommutes with J then − 1

2T
0 is the J-anticommuting

part57 of ∇h i.e. − 1
2T

0 = 1
2J∇hJ and ∇0 is the canonical Hermitian connection. Therefore, we

can apply proposition 5.2.7 which allows us to conclude. This completes the proof. �

Proof of theorem 5.2.4 With the notation of proposition 5.2.5 we haveH(X,Y, Z) = 〈JT 0(X,Y ), Z〉 =
〈(∇hJ)(X,Y ), Z〉 = ∇hΩJ (X,Y, Z) according to proposition 5.2.7, and since ∇hΩJ is a 3-form
((N, J, h) is nearly Kähler), we have dΩJ = 3∇hΩJ . This completes the proof. �

57In the sense of theorem 4.3.8.
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Remark 5.2.5 With this new setting, the closeness of H = 1
3dΩJ is obvious.

Return to the example of a 3-symmetric space According to proposition 5.2.6, a Rie-
mannian (locally) 3-symmetric space N = G/G0 is nearly Kähler if and only if it is naturally
reductive. Then, we can reformulate the theorem 5.2.2 as follows:

Theorem 5.2.5 Let N = G/G0 be a (locally) 3-symmetric space, that we suppose to be Rie-
mannian and naturally reductive, and endowed with its canonical almost complex structure J and
its canonical connection ∇0. Let h be a G-invariant naturally reductive metric on N . Then the
equation for holomorphically harmonic maps f : L → N is the Euler-Lagrange equation for the

sigma model in N with the Wess-Zumino term defined by the closed 3-form H =
1

3
dΩJ.

5.2.5 J-twisted harmonic maps

Definition 5.2.3 Let f : (M, g)→ N be a map from a Riemannian manifold (M, g) to a mani-
fold N . Let us suppose that the vector bundle f∗TN is naturally endowed with some connection
∇. Then we will say that f is roughly harmonic w.r.t. ∇ (or ∇-roughly harmonic) if

Trg(∇df) = 0.

This definition is useful in the case there exists a natural mapping which associates to each map
f : (M, g)→ N a connection in the vector bundle f∗TN . For example, we have the following.

Theorem 5.2.6 A map f : (L, jL)→ (N, J,∇) from a Riemann surface into an almost complex
manifold with a connection ∇ is holomorphically harmonic if and only if it is roughly harmonic
w.r.t.

∇ = f∗∇+
1

2
JT (df ◦ jL, .).

Definition 5.2.4 Let (N, J) be an almost complex manifold with an arbitray connection ∇.
Then let us decompose it (in an unique way) as the sum of a J-commuting and respectively J-
anticommuting part: ∇ = ∇0 + A, where ∇0J = 0, and A ∈ C(T ∗N ⊗ End(TN)), AJ = −JA,
i.e. A = 1

2J∇J . Then to any map f : L→ N let us associate the connection

∇ = f∗∇0 − JA ◦ jL.

We will say that f : L→ N is J-twisted harmonic w.r.t. ∇ if f is roughly harmonic w.r.t. ∇.

Now, we can conlude by the following interpretation of holomorphic harmonicity.

Theorem 5.2.7 Let (N, J, h) be a Nearly Kähler manifold. Then a map f : L→ N is holomor-
phically harmonic w.r.t. the canonical Hermitian connnection ∇0 if and only if it is J-twisted
harmonic w.r.t. ∇h.

117



5.3 The sigma model with a Wess-Zumino term in G1-manifolds

5.3.1 TN-valued 2-forms

Let (N, J, h) be an almost Hermitian manifold. In all the section 5.3, each TN -valued 2-form
on N , B ∈ C(T ), will be identified (via the metric h) with the corresponding trilinear form,
skew-symmetric w.r.t. to the 2 first arguments:

B(X,Y, Z) := 〈B(X,Y ), Z〉.

In particular, the left multiplication by J on C(T ) defined a multiplication on the set of corre-
sponding trilinear forms (JB)(X,Y, Z) = 〈JB(X,Y ), Z〉. Moreover, under this identification,
the space Ω3(N) := C(Λ3T ∗N) of 3-forms will be considered as a subspace of C(T ). We denote
by Skew the following surjective linear map from C(T ) onto Ω3(N):

Skew(B)(X,Y, Z) = B(X,Y, Z) +B(Y, Z,X) +B(Z,X, Y ).

Let us remark that 1
3Skew(B) is the skew-symmetric part of the trilinear formB and 1

3Skew: C(T )→
Ω3(N) is a projector (called the Bianci projector in [24]). To any trilinear form α ∈ C(⊗3T ∗N)
will be associated its J-twisted trilinear form

αc = −α(J ·, J ·, J ·).

In particular, if α = dβ, with β ∈ Ω2(N) := C(Λ2T ∗N) then we set dcβ := αc.
We will also use the following action of the complex structure J on C(T ): for any B ∈ C(T )

J · B := −JB(J ·, J ·) = J(B++ +B−−)− J(B+− +B−+) (5.12)

i.e. in terms of trilinear forms

J ·B = B(J ·, J ·, J ·) = −Bc.

Let us remark that J · (J ·B) = −B.

Furthermore, let (L, jL) be a Riemann surface and B ∈ C(T ), then for any map f : L→ N and
any Hermitian metric g on (L, jL), we set

Bg(f) = ∗f∗B = B(f∗TL). (5.13)

We will use a second natural action of J on C(T ) defined by: for any B ∈ C(T ),

J	·B = B(J ·, ·, ·) +B(·, J ·, ·) +B(·, ·, J ·)

and in terms of the components Bε,ε
′

:

J	·B = JB++ − 3JB−− − J(B+− +B−+).

Moreover, by the aid of the two previous natural action, we can define a third action that will
turn out to be the relevant one in the interpretation of the maximal odd determined system: for
any B ∈ C(T ),

J ⋆ B =
1

2
(B(J ·, J ·, J ·) +B(J ·, ·, ·) +B(·, J ·, ·) +B(·, ·, J ·)) = 1

2
(J ·B + J 	·B) ,

and in terms of the components Bε,ε
′

:

J ⋆ B = JB++ − JB−− − J(B+− +B−+).
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Remark 5.3.1 Let us remark that all the three previous actions are independent of the metric h,
as we can see it from the expressions in terms of the components Bε,ε

′

, or more simply by writing
their definitions using TN -valued 2-forms like in (5.12): J 	·B = B(J ·, ·)+B(·, J ·)−JB(·, ·) and

J ⋆ B = −1

2
J (B(J ·, J ·) + JB(J ·, ·) + JB(·, J ·) +B(·, ·)) .

We remark that this last formula - up to the factor − 1
2J and to the signs - makes J ⋆B look like

to some kind of torsion tensor of J w.r.t. B (cf. the definition of NJ).
In particular, these three actions are defined in a general almost complex manifold (N, J).

Remark 5.3.2 The equations (5.10) can be rewritten using the metric h as follows

Bε,ε
′

= −1

4
(εε′B(J ·, J ·, ·)− εB(J ·, ·, J ·)− ε′B(·, J ·, J ·)−B(·, ·, ·)) . (5.14)

This leads us to define the following action

J 	· 2B = B(J ·, J ·, ·) +B(J ·, ·, J ·) +B(·, J ·, J ·) = B − 4B−−.

It is also important to remark that J ·B − J 	·B = 4JB−− and J ·B− J ⋆B = 2JB−−, so that

Proposition 5.3.1 Let T be the torsion of some Hermitian connection ∇ on (N, J, h), then we
have

J · T − J 	·T = JNJ and J · T − J ⋆ T =
1

2
JNJ .

5.3.2 Stringy Harmonic maps

We have seen two different ways to generalise the harmonicity to the case of affine target manifold.
The first one is very natural and consist simply to write the harmonic map equation Trg(∇df) =
0 for a linear connection ∇. The second one concerns holomorphicaly harmonic maps (from
a Riemann surface into an almost complex manifold) and was dicted to us by the geometric
equation of the second elliptic integrable system associated to a 3-symmetric space (section 2.3.2,
paragraph: The model case). Furthermore, the preliminary study of the maximal determined
system done in section 2.4, leads us to introduce the following generalisation of harmonic maps
(which will turn out to be a generalisation of holomorphically harmonic maps for particular
target spaces like nearly Kähler manifolds).

Definition 5.3.1 Let (N, J) be an almost complex manifold with ∇ a linear connection then
we will say that a map f : L → N from a Riemann surface into N is stringy harmonic if it is
solution of the harmonic map equation with a JT -term:

−τg(f) + (J · T )g(f) = 0.

where g is a Hermitian metric on L.

We remark that if T anticommutes with J then stringy harmoniciy coincides with holomorphic
harmonicity (since in this case J · T = JT ). However, even though stringy harmonicty seems to
be the more natural generalisation of (holomorphically) harmonic maps - in particular because
of the property J · (J ·B) = −B which makes the first action look like very closely to the simple
multiplication by J , which is not the case for the two other actions- it will turn out that the
interpretation of the maximal odd determined system (see section 2.4) will use the action J ⋆ T
of J on T . This leads us to the following modified definition.
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Definition 5.3.2 Let (N, J) be an almost complex manifold with ∇ a linear connection then we
will say that a map f : L → N from a Riemann surface into N is ⋆-stringy harmonic if it is
solution of the modified stringy harmonic maps equation:

−τg(f) + (J ⋆ T )g(f) = 0.

where g is a Hermitian metric on L.

We remark that if T anticommutes with J then ⋆-stringy harmoniciy coincides with antiholo-
morphic harmonicity (since in this case J ⋆ T = −JT ).

Now, we will see that, under some hypothesis, the two previous definitions are in fact equivalent
in the sense that there exists a new almost complex structure J⋆ such that J ⋆ T = J⋆ · T .

Proposition 5.3.2 Let (N, J) be an almost complex manifold. Let us suppose that there exists
a J-invariant decomposition TN = E+ ⊕ E− and some B ∈ C(T ) such that we have

∀α, α′ ∈ Z2, B∗∗(Eα, Eα
′

) ⊂ Eαα′

and B−−(Eα, Eα
′

) ⊂ E−αα′

. (5.15)

where B∗∗ := B++ +B+− +B−+ = B −B−−. Let us define J⋆ = J|E+ ⊕−J|E− , then we have

J ⋆ B = J⋆ ·B.

Proof. Applying equation (5.10) to B∗∗, we obtain

Bε,ε
′

(Eα, Eα
′

) ⊂ Eα,α′

, ∀(ε, ε′) ∈ Z2
2 \ {(−,−)}.

Moreover, we have
B =

∑

ε,ε′∈Z2,α,α′∈Z2

Bε,ε
′

|Eα×Eα′ .

Besides, sinceBε,ε
′

|Eα×Eα′ (J⋆· , ·) = εαJBε,ε
′

|Eα×Eα′ = εα(αα′)J⋆Bε,ε
′

|Eα×Eα′ ., it follows thatBε,ε
′

|Eα×Eα′

is of type (εα′, ε′α) w.r.t. to J⋆, if (ε, ε′) 6= {(−,−)}. And B−−
|Eα×Eα′ is of type (α′, α). Therefore

denoting by B̄ε,ε
′

the (ε, ε′)-component of B w.r.t. J⋆, we have

B̄ε,ε
′

=
∑

(α′,α) 6=−(ε,ε′)

Bεα
′,ε′α

|Eα×Eα′ +B−−
|Eε′×Eε .

Finally, using this last equation we check by computation that J⋆ · B = J ⋆ B. This completes
the proof. �

Therefore, this yields the following corollary.

Corollary 5.3.1 Let (N, J) be an almost complex manifold with ∇ a linear connection. Let us
suppose that there exists a J-invariant decomposition TN = E+⊕E− such that the torsion T of
∇ satisfies the conditions (5.15). Let J⋆ = J|E+ ⊕−J|E− . Then the ⋆-stringy harmonicity with
respect to J is exactly the stringy harmonicity with respect to J⋆.

Remark 5.3.3 Let us remark that proposition 5.3.2 is an algebraic identity, and holds in any
complex vector space, or more generally any complex vector bundle (E, J).
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5.3.3 Almost Hermitian G1-manifolds

In all this subsection, we consider (N, J, h) an almost Hermitian manifold with a Hermitian
connection ∇, whose the torsion is denoted by T .

We prove easily the following.

Proposition 5.3.3 The components Bεε
′

of an element B ∈ C(T ), considered as trilinear forms,
satisfy the following properties:

B++ ∈ C
(
(Λ2,0 ⊗ Λ0,1)⊕ (Λ0,2 ⊗ Λ1,0)

)

B+− ∈ C
(
(Λ1,0 ⊗ Λ0,1 ⊗ Λ0,1)⊕ (Λ0,1 ⊗ Λ1,0 ⊗ Λ1,0)

)

B−+ ∈ C
(
(Λ1,0 ⊗ Λ1,0 ⊗ Λ0,1)⊕ (Λ0,1 ⊗ Λ0,1 ⊗ Λ1,0)

)

B−− ∈ C
(
(Λ2,0 ⊗ Λ1,0)⊕ (Λ0,2 ⊗ Λ0,1)

)
,

where Λp,q = Λp,qT ∗N .

The results of this is:

Corollary 5.3.2 Let B ∈ Ω3(N) ⊂ C(T ) be a 3-form on N , then B−− is also a 3-form and is
of type (3, 0) + (0, 3). Moreover B++ + B+− + B−+ is a 3-form of type (2, 1) + (1, 2) and we
have the following relations:

B++(X,Y, Z) = B+−(Z,X, Y )

B−+(X,Y, Z) = B+−(Y, Z,X)

in other words B∗∗ := B++ +B+− +B−+ = Skew(Bεε
′

), ∀(ε, ε′) ∈ Z2 \ {(−,−)}.
In particular, let us suppose that the torsion T of the Hermitian connection ∇ is totally skew-
symmetric, then T−− is also a 3-form and is of type (3, 0) + (0, 3), and T ∗∗ is a 3-form of type
(2, 1) + (1, 2). More particulary, the Nijenhuis tensor NJ is totally skew-symmetric.

Corollary 5.3.3 Let us suppose that the torsion T of the Hermitian connection ∇ is totally
skew-symmetric, then

dΩJ = 3JT−− + J(T+− + T−+ − T++) = −J 	·T

i.e.
dΩJ = JNJ − J · T.

Proof. Since T is skew-symmetric, we have ∇ = ∇h + 1
2T , so that ∇J = 0 implies

∇hΩJ = −1

2
(T (·, J ·, ·) + T (·, ·, J ·))

and therefore applying the operator Skew to that and using the fact that T is skew-symmetric
we obtain

dΩJ = −J 	·T.
Then the last assertion follows from proposition 5.3.1. This completes the proof. �

Now, we can conclude that
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Theorem 5.3.1 An almost Hermitian manifold (N, J, h) admits a Hermitian connection with
totally skew-symmetric torsion if and only if the Nijenhuis tensor NJ is itself totally skew-
symmetric. In this case, the connection is unique and determined by its torsion which is given
by

T = −dcΩJ +NJ .

Proof. If such a Hermitian connection with skew-symmetric torsion exists, then according to
corollary 5.3.2, NJ is itself skew-symmetric and moreover, according to corollary 5.3.3, we have
dΩJ = JNJ − J · T = J · (NJ − T ) therefore T = J · dΩJ +NJ . This proves the uniqueness.
Conversely, let us suppose that NJ is skew-symmetric and let ∇ be the metric connection defined
by the torsion T = J · dΩJ + NJ , i.e. ∇ = ∇h − 1

2T . We have to check that ∇J = 0. Let us
recall ([53], proposition 4.2) that we have

2(∇hXΩJ )(Y, Z) = dΩJ(X,Y, Z)− dΩJ (X, JY, JZ) +NJ(Y, Z, JX). (5.16)

Applying Skew to that, we obtain

2dΩJ(X,Y, Z) = 3dΩJ(X,Y, Z)− dΩJ (X, JY, JZ)− dΩJ(JX, Y, JZ)− dΩJ (JX, JY, Z)
+NJ(Y, Z, JX) +NJ(X,Y, JZ) +NJ(Z,X, JY )

therefore

−4(dΩJ)0,2(X,Y, Z) = NJ(Y, Z, JX) +NJ(X,Y, JZ) +NJ(Z,X, JY ) (5.17)

= 3NJ(X,Y, JZ) (since NJ is skew-symmetric (and of type (0, 2)).

Now, we can compute

∇ΩJ =

(
∇h + 1

2
(J · dΩJ +NJ)

)
ΩJ

= ∇hΩJ +
1

2
(NJ(X, JY, Z) +NJ(X,Y, JZ)− dΩJ (JX, Y, JZ)− dΩJ(JX, JY, Z))

=
1

2
(dΩJ (X,Y, Z)− dΩJ(X,Y, JZ)− dΩJ (JX, Y, JZ)− dΩJ(JX, JY, Z)

+NJ(Y, Z, JX) +NJ(X, JY, Z) +NJ(X,Y, JZ))

=
1

2
(3NJ(X,Y, JZ) +NJ(Y, Z, JX) +NJ(X, JY, Z) +NJ(X,Y, JZ)) = 0.

This completes the proof. �

Remark 5.3.4 This theorem can also be deduced from a more general result of Gauduchon [24,
Proposition 2] (see also section 5.3.4 below). Moreover, it has already been proved by Friedrich-
Ivanov [23, theorem 10.1] (but without writting completely the proof). To our knowledge a
completely written proof has never been given in the literature58. In fact, Friedrich and Ivanov
present a unified approach to construct G-connections, for any G-structure on some manifold,
with skew-symmetric torsion. For example, they characterize the class of G2-structures and the
class of contact metric structures for which such a connection exists, and prove the uniqueness
of this connection.

58See also [2] for the proof of the fact that the connection given in theorem 5.3.1 satisfies ∇J = 0.
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Definition 5.3.3 The unique Hermitian connection with skew-symmetric torsion is called the
characteristic connection. According to the Gray-Hervella classification [26] of almost Hermitian
manifolds, (N, J, h) admits a skew-symmetric Nijenhuis tensor if and only if if is of class W1 ⊕
W2⊕W3 =: G1 (see [26]). These manifolds are called G1-manifolds and according to the previous
theorem they are exactly the almost Hermitian manifolds which admit a characteristic connection.

Proposition 5.3.4 Let us suppose that the almost Hermitian manifold (N, J, h) is a G1-manifold.
Let us suppose that its characteristic connection ∇ has a parallel torsion ∇T = 0. Then the 3-
form

H(X,Y, Z) = T (JX, JY, JZ) = 〈(J · T )(X,Y ), Z〉
is closed dH = 0.

Proof. Since, according to corollary 5.3.3, we have H = −dΩJ + JNJ , we only have to prove
that the 3-form JNJ = 4JT−− is closed. Moreover, since J is ∇-parallel, so is the decomposition
Bil(E) = ⊕Z2×Z2Bil

ε,ε′(E, J), so that if T is ∇-parallel then so are its components T εε
′

. Then
the ∇-parallel 3-forms, H , dΩJ and JT−− satisfies the following formula for ∇-parallel 3-forms
α:

dα(X0, X1, X2, X3) =

3∑

i=0

(−1)i∇Xiα(X0, . . . , X̂i, . . . , X3)

−
∑

0≤i<j≤3

(−1)i+jα(T (Xi, Xj), X0, . . . , X̂i, . . . , X̂j, . . . , X3))

= S
i,j,k

α(T (X0, Xi), Xj , Xk) + α(T (Xi, Xj), X0, Xk)

= S
i,j,k

α(T (X0, Xi), Xj , Xk) + S
i,j,k

α(T (Xj , Xk), X0, Xi)

= S
X,Y,Z

α(T (V, Z), X, Y ) + α(T (X,Y ), V, Z)

where we have set (X,Y, V, Z) = (X2, X3, X0, X1). Then applying this formula to dΩJ , we obtain

0 = −d(dΩJ ) = −d
(
3JT−− + J(T+− + T−+ − T++)

)

= S
X,Y,Z

∑

(X,Y )⇄(V,Z)

〈
(
3T−− − T++ + T 1,1

)
(X,Y ), J

(
T−− + T++ + T 1,1

)
(V, Z)〉

where (X,Y ) ⇄ (V, Z) means that we sum on the set {(X,Y, V, Z), (V, Z,X, Y )}. After a
straightforward computation, we find

0 = −d(dΩJ ) = S
X,Y,Z

∑

(X,Y )⇄(V,Z)

{
4〈T−−(X,Y ), JT++(V, Z)〉 (5.18)

+2〈T−−(X,Y ), JT 1,1(V, Z)〉
−2 〈T++(X,Y ), JT 1,1(V, Z)〉.

}

Now, let us consider 4-linear forms on the variable (X,Y, V, Z) ∈ TN4 and the associated decom-
position ⊗4T ∗NC = ⊕ε∈(Z2)4Λ

ε1 ⊗ Λε2 ⊗ Λε3 ⊗ Λε4 , where Λ+ = Λ1,0T ∗N and Λ− = Λ0,1T ∗N .
Then the term in the first line of (5.18) is in (⊗4Λ+) ⊕ (⊗4Λ−) whereas the terms in the sec-
ond and third lines are in (⊗+++−) ⊕ (⊗−−−+) ⊕ (⊗++−+) ⊕ (⊗−−+−), where ⊗ε1,ε2,ε3,ε4 =
Λε1 ⊗ Λε2 ⊗ Λε3 ⊗ Λε4 , ∀ε ∈ (Z2)

4. Hence the sums S
X,Y,Z

∑
(X,Y )⇄(V,Z) of these terms are re-

spectively in Λ4,0 ⊕ Λ0,4 (first line) and in Λ3,1 ⊕ Λ1,3 (second and third lines). Therefore we
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obtain (in particular) that the first line vanishes

S
X,Y,Z

∑

(X,Y )⇄(V,Z)

4〈T−−(X,Y ), JT++(V, Z)〉 = 0.

Let us apply this to the computation of d(JNJ):

d(JNJ ) = S
X,Y,Z

∑

(X,Y )⇄(V,Z)

4〈JT−−(X,Y ), T ∗∗(V, Z)〉

= S
X,Y,Z

∑

(X,Y )⇄(V,Z)

4〈JT−−(X,Y ), T 1,1(V, Z)〉.

We see that 〈JT−−(X,Y ), T+−(V, Z)〉 is in (⊗+++−)⊕ (⊗−−−+). But since JT−− is a 3-form,
we have

〈JT−−(X,Y ), T+−(V, Z)〉 = −〈JT−−(X,T+−(V, Z)), Y 〉
and this second 4-linear form (in the variable (X,Y, V, Z)) is in (⊗++−+) ⊕ (⊗−−+−), which
imposes that 〈JT−−(X,Y ), T+−(V, Z)〉 = 0, ∀(X,Y, V, Z) ∈ TN4. We can prove the same result
if we replace T+− by T−+. Therefore d(JNJ ) = 0. This completes the proof. �

Moreover, according to proposition 5.3.1, we deduce

Proposition 5.3.5 Let us suppose that the almost Hermitian manifold (N, J, h) is a G1-manifold.
Let us suppose that its characteristic connection ∇ has a parallel torsion ∇T = 0. Then the 3-
form

H⋆(X,Y, Z) = 〈(J ⋆ T )(X,Y ), Z〉
is closed dH⋆ = 0.

Now, we can conclude with the following variational interpretation of the stringy harmonicity.

Theorem 5.3.2 Let us suppose that the almost Hermitian manifold (N, J, h) is a G1-manifold.
Let us suppose that its characteristic connection ∇ has a parallel torsion ∇T = 0.
• Then the equation for stringy harmonic maps f : L→ N is exactly the Euler-Lagrange equation
for the sigma model in N with a Wess-Zumino term defined by the closed 3-form

H = −dΩJ + JNJ .

• Moreover the equation for ⋆-stringy harmonic maps f : L → N is exactly the Euler-Lagrange
equation for the sigma model in N with a Wess-Zumino term defined by the closed 3-form

H⋆ = −dΩJ +
1

2
JNJ .

Remark 5.3.5 We remark that the two previous sigma model differ by the Wess-Zumino term

defined by the 3-form
1

2
JNJ .
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5.3.4 Characterization of Hermitian connections in terms of their torsion

In this subsection, we will give a result of Gauduchon [24, Proposition 2] characterizing the
Hermitian connections in terms of their torsion. We need to write it with our notations and
inside our setting and to write one proof in such a way that it will appear clearly that this result
holds as well for Riemannian f -structure (see theorem 6.2.2) so that we will not have to reprove
it (at least not entirely) in this more general context.

Theorem 5.3.3 Let (N, J, h) be a Hermitian manifold. Then a metric connection ∇ is almost
complex if and only if the following statements hold

NJ = 4T 0,2 and Skew(T 2,0 − T 1,1) = (dcΩJ)
∗∗.

Proof. The metric connection ∇ can be written in the form ∇ = ∇h − 1

2
(T + U), where

U(X,Y, Z) = T (Z,X, Y ) + T (Z, Y,X). Then ∇ΩJ = 0 if and only if

∇hJ = −1

2
[(T + U), J ] = −

(
(T + U)−−J + (T + U)+−J

)
(5.19)

but59

U−−(X,Y, Z) = U(T−−) and U+−(X,Y, Z) = T−+(Z,X, Y ) + T++(Z, Y,X).

so that, according to (5.16)

(dΩJ )
+− = (∇hΩJ)+− = −T+−(X, JY, Z)− T−+(Z,X, JY )− T++(Z, JY,X)

= −
(
Skew(T )+−(X, JY, Z)− 2T++(JY, Z,X)

)

= −J ·
(
Skew(T )+−(X,Y, Z)− 2T++(Y, Z,X)

)
.

Therefore applying Skew,

J · (dΩJ )∗∗ = (J · dΩJ )∗∗ = Skew(T )∗∗ − 2Skew(T++(Y, Z,X))

= Skew(T ∗∗ − 2T++)

= Skew(−T 2,0 + T 1,1)

Besides, taking the (ε, ε′)-component of equation (5.19) for (ε, ε′) = (++), (−+) instead of (+−)
would give the same result. Now, it remains to see what gives us the (−,−)-component of this
equation. Equations (5.16) and then (5.17) yield

2(∇hΩJ)0,2 = 2(dΩJ )
0,2 +NJ(Y, Z, JX) = −1

2
(NJ(Y, Z, JX) +NJ(JX, Y, Z) +NJ(Z, JX, Y )) +NJ(Y, Z, JX)

= −1

2
(NJ(JX, Y, Z) +NJ(Z, JX, Y ) +NJ(Z, Y, JX))

so that the (0, 2)-component of equation (5.19) is written

−1

4
(NJ(X, JY, Z) +NJ(Z,X, JY ) +NJ(Z, JY,X)) = −(T−−(X, JY, Z)+T−−(Z,X, JY )+T−−(Z, JY,X)).

Using the fact that the map B ∈ T 7→ B + U(B) ∈ T ∗N ⊗ so(TN) is bijective60, we obtain

T−− =
1

4
NJ .

This completes the proof. �

59with U(B)(X, Y,Z) = B(Z,X, Y ) +B(Z, Y,X), for any B ∈ T .
60See remark 5.2.2.
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5.3.5 The example of a naturally reductive homogeneous space

In this subsection we consider G/K a reductive homogeneous space and we denote by g = k⊕m

a reductive decomposition of the Lie algebra g.

Theorem 5.3.4 Let N = G/K be a Riemannian naturally reductive homogeneous space. Then
the canonical connection is a metric connection with skew-symmetric torsion (w.r.t. any naturally
reductive G-invariant metric h). Let us suppose also that N = G/K is endowed with some G-
invariant complex structure J (i.e. m is endowed with some AdK-invariant complex structure
J0). If moreover one can choose a naturally reductive G-invariant metric h for which J is
orthogonal61, then (N, h, J) is an almost Hermitian G1-manifold and its characteristic connection
coincides with the canonical connection. Therefore, in this case its characteristic connection ∇
has a parallel torsion ∇T = 0.

Proof. The naturally reductivity means exactly that the torsion of the canonical connection
is skew-symmetric. Then according to theorem 5.3.1, we deduce that (N, h, J) is G1-manifold.
This completes the proof. �

Remark 5.3.6 In particular, we see that the Nijenhuis tensor is skew-symmetric. We can
recover that by saying that since the G-invariant complex structure is parallel with respect to
the canonical connection, then NJ = 4T−− and moreover since T is a 3-form so is its component
T−−.

By definition of (⋆-)stringy harmonicity and the expression of the torsion of ∇0 in terms of the
Lie bracket, we have the following.

Proposition 5.3.6 Let N = G/K be a Riemannian homogeneous manifold endowed with a G-
invariant complex structure J . Let f : L→ N be a smooth map, F : L→ G be a (local) lift of f
and α = F−1.dF the corresponding Maurer-Cartan form. Then in terms of α, the equation of
stringy harmonicity (w.r.t. ∇0) is written

d ∗ αm + [αk ∧ ∗αm]−
1

2
J0 [J0αm ∧ J0αm]m = 0

whereas the equation of ⋆-stringy harmonicity is written:

d ∗ αm + [αk ∧ ∗αm] +
1

2
[J0αm ∧ αm]m +

1

4
J0 ([J0αm ∧ J0αm]m + [αm ∧ αm]m) = 0

where J0 is the complex structure on m corresponding to J .

5.3.6 Geometric interpretation of the maximal determined odd case.

In this subsection, we suppose that N = G/K is a (locally) (2k+1)-symmetric space, and we use
the notations and the conventions of 2.1. In particular, we have defined the subspace mj ⊂ m,
for 1 ≤ j ≤ k (see subsection 2.1.2). We will set m−j = mj , mj+2k+1 = mj , and m0 = {0}, so
that mj is now defined for all j ∈ Z.

61which means that denoting by G(m), the compact subgroup in GL(m) generated by Λm(m) :=
{[adm(X)]m,X ∈ m} ⊂ gl(m), and by 〈G(m), J0〉 the closed subgroup generated by G(m) and J0, then
〈G(m), J0〉/G(m) is compact.
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Proposition 5.3.7 Let us suppose that N = G/K is a (locally) (2k + 1)-symmetric space en-
dowed with its canonical almost complex structure J and its canonical connection ∇0. Then the
(ε, ε′)-component of the torsion T of ∇0 are given by

˜T++(X,Y ) = −
∑

i+j≤k
1≤i≤j≤k

(
1− δij

2

)(
[Xmi , Ymj ]mi+j + [Xmj , Ymi ]mi+j

)

˜T−−(X,Y ) = −
∑

i+j≥k+1
1≤i≤j≤k

(
1− δij

2

)(
[Xmi , Ymj ]mi+j + [Xmj , Ymi ]mi+j

)
.

˜T+−(X,Y ) = −
∑

1≤i≤j≤k

[Xmj , Ymi ]mj−i

˜T−+(X,Y ) = −
∑

1≤i≤j≤k

[Xmi , Ymj ]mj−i .

where X,Y ∈ C(TN) with lifts Xm, Ym ∈ C∞(G,m), and ˜T ε,ε′(X,Y ) ∈ C∞(G,m) denotes the lift
of T ε,ε

′

(X,Y ) ∈ C(TN). An other possibility is to consider that X,Y ∈ TN are tangent vectors
at some point y ∈ N and that we have chosen g ∈ G such that g.G0 = y and that we have set
X = Adg(Xm), and Y = Adg(Ym). Then the above equation, when written in the form Ã = Bm,
means in fact that we have A = Adg(Bm).

Proof. This follows from the fact that the lift in G of the torsion of ∇0 is given by T̃ (Xm, Ym) =
−[Xm, Ym]m, from the fact that the commutation relations [gCi , g

C
j ] ⊂ gCi+j implies the following

relations [mi,mj] ⊂ mi+j ⊕mi−j , and finally from the definition of J. �

Theorem 5.3.5 Let us suppose that N = G/K is a (locally) (2k+1)-symmetric space endowed
with its canonical almost complex structure J and its canonical connection ∇0. Then the asso-
ciated maximal determined system, Syst(2k, τ) is the equation of ⋆-stringy harmonicity for the
geometric map f : L→ N : (∇0)

∗
df + (J ⋆ T 0)(f) = 0. 62

Moreover, if we consider now that N = G/K is endowed with the almost complex structure
J⋆ := ⊕kj=1(−1)jJ[mj], then this system is the equation of stringy harmonicity for the geometric

map f : L→ N : (∇0)
∗
df + (J⋆ · T 0)(f) = 0.

Now, Suppose also that N = G/K is naturally reductive63. Therefore, the previous system is
exactly the Euler-Lagrange equation for the sigma model in N with a Wess-Zumino term defined
by the closed 3-form

H⋆ = −dΩJ +
1

2
JNJ.

Moreover, if N = G/K is endowed with the almost complex structure J⋆, the previous system is
exactly the Euler-Lagrange equation for the sigma model in N with a Wess-Zumino term defined
by the closed 3-form

H = −dΩJ⋆ + J⋆NJ⋆ .

Proof. The first point follows from theorem 2.4.1, proposition 5.3.6, and proposition 5.3.7.
Then the second point follows from corrolary 5.3.1 and proposition 5.3.7. Let us make precise

62Where we have removed the index "g" which specifies that the previous terms are computed with respect to
some Hermitian metric g on L.

63And we choose a naturally reductive G-invariant metric h for which τm and thus J are orthogonal. See the
Appendix, lemma 8.2.3 for the existence of such an metric.

127



that we apply corrolary 5.3.1 with the J-invariant decomposition TN = E+ ⊕ E−, defined by
E+ = ⊕kj=1

j even

[mj ], and E− = ⊕kj=1
j odd

[mj ]. Then according to proposition 5.3.7, this decomposition

satisfies the hypothesis of corrolary 5.3.1. Finally the two last points (Wess-Zumino formulations)
follow then from theorem 5.3.2 and 5.3.4. This completes the proof. �

5.4 Stringy harmonicity versus Holomorphic harmonicity

In this section, we will compare these two notions and prove that in the case of an almost complex
affine manifold, these are equivalent. Indeed, the stringy harmonicity w.r.t. an almost complex
connection ∇ is equivalent to the holomorphic harmonicity w.r.t. a new almost complex connec-
tion ∇⋆. In particular, according to subsection 5.1.2, stringy harmonicity has an interpretation
in terms of holomorphic 1-forms.

Proposition 5.4.1 Let (N, J,∇) be an almost complex affine manifold and (L, jL) a Riemann
surface. Let us set

∇• = ∇− (T 2,0 + T 0,2)

∇⋆ = ∇− T 2,0

Then

• f : L→ N is stringy harmonic w.r.t. ∇ if and only if f is anti-holomorphically harmonic w.r.t.
to ∇•.

• f is ⋆-stringy harmonic w.r.t. ∇ if and only if f is anti-holomorphically harmonic w.r.t. to
∇⋆.

Proof. Since T 2,0 + T 0,2 ∈ T and T 2,0 ∈ T , then τ∇
•

(f) = τ∇
⋆

(f) = τ∇(f), according to
proposition 5.2.1. Moreover, we have

T∇⋆

= T − 2T 2,0 = −T 2,0 + T 0,2 + T 1,1

T∇•

= T − 2(T 2,0 + T 0,2) = −(T 2,0 + T 0,2) + T 1,1

so that
JT∇⋆

= −J ⋆ T and JT∇•

= −J · T,
where, of course, T , T∇•

and T∇⋆

are respectively the torsions of ∇, ∇• and ∇⋆. We conclude
by using proposition 5.1.1 and definitions 5.3.1 and 5.3.2. This completes the proof. �

Now, since ∇⋆J = 0, and according to theorem 5.1.3, we have

Corollary 5.4.1 Let f : (L, jL) → (N, J,∇) be a map from a Riemann surface into an almost
complex affine manifold. Then f is ⋆-stringy harmonic if and only if

∂̂∇̂
⋆

∂̂f = 0,

i.e. ∂̂f is an anti-holomorphic section of T ∗
1,0L⊗Cf

∗TN , endowed with the holomorphic structure
defined by ∇⋆.

Proof. This follows from proposition 5.4.1 above, and the theorem 5.1.3. �
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Remark 5.4.1 We can also check the previous corollary by direct computations as in re-
mark 5.1.5.

Remark 5.4.2 Let us remark that, in general, the metricity of the connection is not preserved
when one passes from ∇ to ∇⋆ (resp. ∇•). Indeed, if ∇ is metric then ∇⋆ is metric if and only
if T 2,0 is a 3-form if and only if T 2,0 = T ∗∗ = 0, and therefore T = T 0,2. Therefore, if ∇J = 0,
then (N, J, h) is nearly Kähler.

Let us conclude this subsection by the following:

Proposition 5.4.2 Let f : (L, jL)→ (N, J,∇) be a map from a Riemann surface into an almost
complex manifold with a connection ∇. Then

• f is stringy harmonic if and only if it is roughly harmonic w.r.t.

∇ = f∗∇+
1

2
(J · T )(df ◦ jL, .).

• And f is ⋆-stringy harmonic if and only if it is roughly harmonic w.r.t.

∇⋆ = f∗∇+
1

2
(J ⋆ T )(df ◦ jL, .).

5.5 Bibliographical remarks and summary of the results.

• The notion of holomorphically harmonic maps and stringy harmonic maps are new notions
which generalize the notion of harmonic maps. In some sense these "generalized harmonic"
maps are what corresponds to harmonic maps when the Levi-Civita connection is replaced by a
metric connection with torsion. This fact is related to analoguous facts in mathematical physics:
in superstring theory [64] and in the study of non linear sigma models [12]. Moreover the new
PDE of stringy harmonic maps could be studied from the point of view of analysis. An inter-
esting problem would be to see if the properties of harmonic maps (existence, regularity etc..)
can be generalized to stringy harmonic maps. In particular, one knows that the existence of a
variational intepretation for a PDE allows to use the techniques and the methods of the calculus
of variations.

• Let us point out several results concerning the properties of stringy harmonic maps, obtained
in the present section: the interpretation in terms of the vanishing of some ∂̄∂-derivative, the
equivalence between ⋆-stringy harmonicity and stringy harmonicity w.r.t. a new almost complex
structure (under some conditions), the interpretation in terms of J-twisted harmonic maps, the
fact that J-holomorphic curves are stringy harmonic (if∇J = 0), the equivalence between stringy
harmonicity and holomorphic harmonicity w.r.t. a new connection.

• One of our main result is the variational interpretation of stringy harmonicity in terms of a
sigma model with a Wess-Zumino. The key point is in fact our result that if the characteristic
connection of a G1-manifold has a parallel torsion then the 3-form H = J ·T is closed. This then
implies the variational interpretation of stringy harmonicity. But we think that the closure of this
3-form is itself an important (and of course a completely new) result. Indeed the existence of a
closed 3-form on some manifold could have several implications on the geometry of this manifold,
especially in low dimensions. Especially since our closed 3-form H = J · T is ∇-parallel, where
∇ is the characteristic connection. This implies that H is invariant by the holonomy group of ∇.
Moreover, in string theory II, the mathematical model involves in particular a 3-form H which
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when it is closed then the solutions are called strong solutions [2, 23].

• Moreover, the variational interpretation of stringy harmonicity gives rise to two new contribu-
tions. Indeed, from the point of view of geometric analysis, this result provides a new class of
geometric variational problems taking place in some class of almost Hermitian manifolds. From
the point of view of mathematical physics, this provides a class of geometric structures in which
it is possible to define a non linear sigma models with a Wess-Zumino term.

• Furthermore, another novelty, which is also an implication of the closure of the 3-form H , takes
place in reductive homogeneous spaces. In these spaces, in general the torsion T of the canonical
connection (which is a 3-form) is not closed. Therefore, our result provides in this context a
closed 3-form which can be used to redo the work of Agricola [1] about homogeneous models in
string theory, by using the closed 3-form H instead of the torsion T which is not closed.

• Finally, we provide a new contribution to the field of (integrable) non linear sigma models.
Indeed we give new examples of integrable two-dimensional non linear sigma models. These new
examples take place in some homogeneous spaces, namely in (2k + 1)-symmetric spaces, which
are not symmetric spaces. At our knowledge, all the already known integrable two-dimensional
non linear sigma models take place in symmetric spaces or (equivalently) in Lie groups.

• Let us conclude by repeating that theorem 5.3.1 has already been proved by Friedrich-Ivanov
[23] but without writting completely the proof. Indeed they applied their general method to
construct G-connections with skew-symmetric torsion to the case of G2-manifolds and contact
manifolds. Then they mention that this method also works for almost hermitian manifolds, and
they also give a sketch of direct proof. However, our proof is different and is a direct proof. To
our knowledge a completely written proof has never been given in the literature.
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6 Generalized Harmonic maps into f -manifolds.

6.1 f-structures: General definitions and properties.

6.1.1 f-structures, Nijenhuis tensor and natural action on the space of torsions T .

Let us consider (N,F ) an f -manifold, i.e. a manifold endowed with an f -structure (see defini-
tion 0.7.1). Let us set H = ImF and V = kerF , then we have TN = H⊕V . If we put P = −F 2,
then P is the projector on H along V . Moreover PF = FP = F and F 2P = −P . In particular,
J̄ := F|H is a complex structure in the vector bundle H.
Let us denote also by q := Id−P the projector on V along H. We denote by X = XV +XH, or
sometimes simply by X = Xv +Xh, the decomposition of any element X ∈ TN .

In all the section 6, we will consider the bundles H∗ and V∗ as well as all their tensor products
respectively, as subbundles of T ∗N and ⊗kT ∗N , k ∈ N∗, respectively. For example, for any tri-
linear form B ∈ C(⊗3T ∗N), we will consider B|H×V×H as an element of C(T ∗N3) by identifying
it to B(P ·, q·, P ·).
Moreover, we will often identify a k-linear map with its expression in terms of the vectors
(X1, . . . , Xk) ∈ TNk. For example, given B ∈ C(⊗3T ∗N), we will write " let β ∈ H∗×H∗×V∗ be
defined by β = B(Zv, Xh, Y h)" instead of " let β ∈ H∗×H∗×V∗ be defined by β(Xh, Y h, Zv) =
B(Zv, Xh, Y h), for all X,Y, Z ∈ TN".

Notations We extend the notations and definitions of section 5.3 and the begining of subsec-
tion 5.2.2, concerning there the complex bundle (TN, J) (defined by a complex manifold (N, J))
to the complex bundle (H, J̄), defined in the present section by the f -manifold (N,F ). Then all
the algebraic results of section 5.3 -like corollary 5.3.2 - can be extended to the complex bundle
(H, J̄).64

Definition 6.1.1 The Nijenhuis tensor NF of F is defined by

NF (X,Y ) = [FX,FY ]− F [FX, Y ]− F [X,FY ]− P [X,Y ],

where X,Y ∈ C(TN).

Then we obtain immediately ([40])

Proposition 6.1.1 We have the following identities.

NF (qX, qY ) = −P [qX, qY ] = PNF (qX, qY )
qNF (X,Y ) = q[FX,FY ] = qNF (pX, pY )

NF (qX, PY ) = −F [qX, FY ]− P [qX, PY ]

so that
N|V×V = RV and NV = −RH(F ·, F ·),

where RV and RH are the curvature of V and H respectively (in the sense of definition 4.1.4).
In particular, NV(V ,V) = NV(H,V) = {0} i.e

N(H,V) ⊂ H and N(V ,V) ⊂ H.
Moreover NF |V×H = NH

F |V×H satisfies the following property

NF (X
v, J̄Y h) = −J̄NF (Xv, Y h)

i.e. NF (Xv, ·)|H anticommutes with J̄ .

64Or to the Hermitian bundle (H, J̄, h|H) if (N, F ) is endowed with a (compatible) metric h; see defintion 6.2.3
below for a precise definition of a compatible metric.
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Definition 6.1.2 Let (N,F ) be an f -manifold. Then for any B ∈ T , we set

Bε,ε
′

(X,Y ) = −1

4
(εε′B(FX,FY ) + εFB(FX, Y ) + ε′FB(X,FY )−B(X,Y )) .

and B2,0 := B++, B1,1 := B+,− +B−+ and B0,2 := B−−.

Then, setting B̄ = BH
|H2 , we have PBε,ε

′

= B̄ε,ε
′

or in other words Bε,ε
′

= B̄ε,ε
′− 1

4
(BV(F ·, F ·)−

BV), where the components B̄ε,ε
′

are computed with respect to the complex structure J̄ on H.

As for the case of an almost complex structure (section 5.3.1), we can define natural actions of
F on elements B ∈ T :

F · B := B(F ·, F ·, F ·) := −Bc
F 	·B := B(F ·, ·) +B(·, F ·)− FB(·, ·)

F •B = F ·B +
1

2
F 	· (B − B̄)

F ⋆ B =
1

2
(F · B + F 	·B) .

It is then important to remark that F · B = J̄ · B̄, so that

F •B = J̄ · B̄ +
1

2
F 	· (B − B̄)

F ⋆ B = J̄ ⋆ B̄ +
1

2
F 	· (B − B̄).

Moreover, it is also useful to remark that F • B − F 	·B = 4J̄ · B̄−− − 1
2F 	· (B − B̄), and

F •B − F ⋆ B = 2J̄ · B̄−−.

6.1.2 Introducing a linear connection.

Now, we introduce a linear connection and want to compare the vertical component of the torsion
with the vertical torsion.

We obtain immediately the two followings properties.

Proposition 6.1.2 Let (N,F,∇) be an affine manifold endowed with a parallel f -structure
(∇F = 0). Then the subbundles H = ImF and V = kerF are ∇-parallel.

Proposition 6.1.3 Let (N,∇) be an affine manifold. Let us suppose that we have a ∇-parallel
splitting TN = H ⊕ V, where H,V inherit the names of horizontal and vertical subbundles
respectively. Then the vertical torsion coincides with the vertical component of the torsion:

T v = TV ,

where we use notations of section 4.1.3 for T v, and the notations defined above (in the begining
of 6.1.1) for TV .

In a more general context we can relate T v and TV as follows.
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Proposition 6.1.4 Let (N,∇) be an affine manifold. Let us suppose that we have some splitting
TN = V ⊕ H, where H,V inherit the names of horizontal and vertical subbundles respectively.
Then the vertical torsion and the vertical part of the torsion satisfy the following relations

T v|V×V = TV
|V×V and T v|H∧V = TV

|H∧V + σv.

where σv is the restriction to H ∧ Vof the V-valued 2-form ∇vq(X,Y )−∇vq(Y,X).

Notation. In all the next of the present section, we denote Φ = RH the curvature of H.

Definition 6.1.3 The term R = T v|H∧V will be called the reductivity term.

Proposition 6.1.5 Furthermore, in the situation off proposition 6.1.4, we have the following
equality:

T v = Φ⊕R⊕ TV(q·, q·)

Proof of proposition 6.1.4 and 6.1.4. This is a straightforward computation. �

Let Xh, Y h ∈ C(H). Then for any f ∈ C∞(N), we have ∇vXh(fY
h) = f∇vXhY

h+(Xh ·f)(Y h)v =
f∇vXhY

h so that ∇vXhY
h defines a bilinear map from H×H into V . Let Ψ be its skew-symmetric

part: Ψ(H1, H2) = ∇vH1
H2−∇vH2

H1. Then we have TV(H1, H2) = ∇vH1
H2−∇vH2

H1− [H1, H2]
v

i.e.
TV
|H×H = Ψ+Φ.

Therefore,

Proposition 6.1.6 The following relation holds

TV = (Ψ + Φ)⊕ (R− σv)⊕ TV(q·, q·).

Therefore TV = T v if and only if Ψ = 0 and σv = 0, which happens in particular if H is
∇-parallel.

6.2 The f-connections and their torsion.

6.2.1 Definition, notations and first properties.

Let us come back to the case of an f -manifold (N,F ).

Definition 6.2.1 A linear connection ∇, on an f -manifold (N,F ), which preserves the f -
structure, i.e ∇F = 0, is called an f -connection.

Then we obtain easily:

Proposition 6.2.1 Let (N,F,∇) be an f -manifold endowed with an affine f -connection. Then
the torsion T satisfies the following identity

T (FX,FY )− FT (FX, Y )− FT (X,FY )− PT (X,Y ) = −NF (X,Y )

Therefore, we deduce the following.
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Corollary 6.2.1 Setting NJ̄ = NH
F |H×H, the torsion T (of an f -connection∇ on an f -manifolds

(N,F )) satisfies the following identities:

NJ̄ = 4
(
TH
H×H

)0,2
J̄

TH(J̄Xh, Y v)− J̄TH(Xh, Y v) = −J̄NH
F (Xh, Y v) = −

(
[J̄Xh, Y v]H − J̄ [Xh, Y v]H

)

TH(Xv, J̄Y h)− J̄TH(Xv, Y h) = −J̄NH
F (Xv, Y h) = −

(
[Xv, J̄Y h]H − J̄ [Xv, Y h]H

)

TV(Xh, Y h) = −NV
F (FX

h, FY h) = Φ(X,Y )

TH(Xv, Y v) = NH
F (Xv, Y v) = RV(X

v, Y v)

where X,Y ∈ C(TN). Consequently, the following component of the torsion TV
|H×H, TH

|V×V ,
(
TH
|H×H

)0,2
and

[
TH
|V×H, J̄

]
are independent of ∇.

Introducing a metric After having introduced a metric h on N , we want to characterize
the metric connections ∇ which preserves F . More precisely, we want to find a necessary and
sufficient condition on the torsion T for ∇ metric to be a f -connection. In a first time, we will
begin by characterizing the metric connections which preserve the decomposition TN = H⊕ V ,
then in a second time we will introduce the additionnal condition that the induced connection
on H preserves the complex structure J̄ .
Let us define some notations. In the following, since a metric is given we use the convention
defined in section 5.3.1: each TN -valued bilinear form on N , B ∈ C(T ∗N ⊗ T ∗N ⊗ TN), will be
identified (via the metric h) with the corresponding trilinear form. Moreover, we denote by ΩA
the bilinear form associated (via the metric h) to an endomorphism A ∈ C(End(TN)):

ΩA(X,Y ) = 〈A(X), Y 〉, ∀X,Y ∈ TN.

Then, under our convention, for any endomorphism A ∈ C(TN), ∇hA is identified to ∇hΩA.
Moreover, we set

Sym(B)(X,Y ) = B(X,Y ) +B(Y,X), ∀X,Y ∈ TN,

for all B ∈ C(T ∗N ⊗ T ∗N ⊗ TN).
Furthermore, let E1, E2, E3 be vector bundles over N , then we set also S(E1 × E2 × E3) =
S
i,j,k

Ei ⊗ Ej ⊗ Ek, where we do a direct sum on the circular permutation of 1,2,3.

Finally, to avoid any risk of confusion of the index "h" denoting the metric in the notation of the
Levi-Civita connection ∇h, with the same index in the notation for the horizontal component
Xh of a vector X ∈ TN , we will denote in all this section 6 the Levi-Civita connection by D:

D := ∇h.

6.2.2 Characterization of metric connections preserving the splitting.

Theorem 6.2.1 Let (N, h) be a Riemannian manifold with an orthogonal decomposition TN =
H ⊕ V. Then a metric connection ∇ leaves invariant this decomposition (i.e. H and V are
∇-parallel) if and only if its torsion T satisfies

T|H×H×V = Φ, T|V×V×H = RV
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and

SymH×H

(
T|V×H×H

)
(Xv, Y h, Zh) = SymH×H

(
DΩq |H×H×V

)
(Y h, Zh, Xv)

SymV×V

(
T|H×V×V

)
(Xh, Y v, Zv) = SymV×V

(
DΩq|V×V×H

)
(Y v, Zv, Xh)

In particular, the components SymH×H

(
T|V×H×H

)
and SymV×V

(
T|H×V×V

)
are independent of

∇.

Proof. According to remark 5.2.2, we have D = ∇− A = ∇− 1
2 (T + U). Therefore ∇q = 0 if

and only if
Dq = −[A, q]. (6.1)

But 〈[A, q](X,Y ), Z〉 = A(X,Y v, Z)−A(X,Y, Zv) = A(Xh, Y v, Zh)+A(Xv, Y v, Zh)−A(Xh, Y h, Zv)−
A(Xv, Y h, Zv), and according to the characterization of the Levi-Civita connection:

−2〈(DXhq)Y h, Zv〉 = 2〈DXhY h, Zv〉 = −Zv · 〈Xh, Y h〉+ 〈[Xh, Y h], Zv〉+ 〈[Zv, Xh], Y h〉+ 〈Xh, [Zv, Y h]〉
= −Φ(Xh, Y h, Zv) + 〈−DZvXh + [Zv, Xh], Y h〉+ 〈−DZvY h + [Zv, Y h], Xh〉
= −Φ(Xh, Y h, Zv)− 〈DXhZv, Y h〉 − 〈DY hZv, Xh〉
= −Φ(Xh, Y h, Zv)−DΩq(X

h, Zv, Y h)−DΩq(Y
h, Zv, Xh)

= −Φ(Xh, Y h, Zv)− SymH×H(DΩq(X
h, Y h, Zv).

In the last line we have used the fact that DΩq is symmetric w.r.t. the two last variables (since
q is a symmetric projector). Therefore the condition (6.1) restricted to H × H × V is written
(T + U)|H×H×V = Φ + SymH×H(DΩq |H×H×V), that is to say by identifiying respectively the
symmetric and skew-symmetric part (w.r.t. the two first variables) of the two hand sides of this
equality respectively, we obtain

T|H×H×V = Φ and SymH×H

(
T|V×H×H

)
(Xv, Y h, Zh) =: U|H×H×V(Y

h, Zh, Xv)

= SymH×H

(
DΩq |H×H×V

)
(Y h, Zh, Xv). (6.2)

Moreover, since DΩq is symmetric w.r.t. the two last variables and A is skew-symmetric w.r.t.
these two last variables, we see that the restriction to H × H × V and to H × V × H of
the condition (6.1) are in fact equivalent. Furthermore, we have 〈(DXvq)Y h, Zh〉 = 0 and
〈[A, q](Xv, Y h), Zh〉 = 0. Therefore, the restriction to S(H × H × V) of the condition (6.1) is
equivalent to (6.2).
Proceeding in the same way as above, we obtain that the restriction to S(V × V ×H) of (6.1) is
equivalent to

T|V×V×H = RV and SymV×V

(
T|H×V×V

)
(Xh, Y v, Zv) = SymV×V

(
DΩq |H×V×V

)
(Y v, Zv, Xh).

Finally, we have 〈(DXhq)Y h, Zh〉 = 0 = 〈[A, q](Xh, Y h), Zh〉 and 〈(DXvq)Y v, Zv〉 = 0 =
〈[A, q](Xv, Y v), Zv〉. This completes the proof. �

Skew-symmetric torsion. Now, let us see under which condition on the Riemannian mani-
fold, there exists a connection preserving the splitting and with skew-symmetric torsion. It will
turn out that the existence of a connection preserving the splitting and of which the horizon-
tal component of the torsion T|H3 is skew-symmetric does not imposes any condition on the
Riemannian manifold (N, h), but the skew-symmetry of the other components T|S(H×H×V) and
T|S(V×V×H) imposes constraints on the Riemannian manifold.
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Corollary 6.2.2 Let (N, h) be a Riemannian manifold with an orthogonal decomposition TN =
H⊕ V. Then, the following statements are equivalent

(i) There exists a metric connection ∇ leaving invariant the decomposition TN = H⊕ V, such
that the following component of the torsion T|S(H×H×V) is skew-symmetric, i.e. T|S(H×H×V) =
Skew(Φ).

(ii) For any metric connection ∇ leaving invariant the decomposition TN = H⊕V, the compo-
nent of the torsion T|S(H×H×V) is skew-symmetric.

(iii) DΩq |H×H×V is skew-symmetric w.r.t. the two first variables, i.e. Dq|H×H ∈ C((Λ2H∗)⊗V),
or equivalently DΩq(P ·, P ·, q·) = 1

2Φ.

(iv) DΩq|H×V×H is skew-symmetric w.r.t. the first and third variables, i.e. DΩq(PX, qY, PZ) =

− 1
2Φ(Z,X, Y ).

(v) Skew
(
DΩq |S(H×H×V)

)
= 0.

We will then say that (N, q, h) is of type H2V.

Corollary 6.2.3 Let (N, h) be a Riemannian manifold with an orthogonal decomposition TN =
H⊕ V. Then, the following statements are equivalent.

(i) There exists a metric connection ∇ leaving invariant the decomposition TN = H⊕ V, such
that the following component of the torsion T|S(V×V×H) is skew-symmetric, i.e. T|S(V×V×H) =
Skew(RV ).

(ii) For any metric connection ∇ leaving invariant the decomposition TN = H⊕V, the compo-
nent of the torsion T|S(V×V×H) is skew-symmetric.

(iii) DΩq |V×V×H is skew-symmetric w.r.t. the two first variables, i.e. Dq|V×V ∈ C((Λ2V∗)⊗H),
or equivalently DΩq(q·, q·, P ·) = − 1

2RV .

(iv) DΩq|V×H×V is skew-symmetric w.r.t. the first and third variables, i.e. DΩq(qX, PY, qZ) =
1
2RV(Z,X, Y ).

(v) Skew
(
DΩq |S(V×V×H)

)
= 0.

We will then say that (N, q, h) is of type V2H.

Proof of corollary 6.2.2 and 6.2.3. We have seen in the proof of theorem 6.2.1 that for any
metric connection ∇, we have ∇Ωq |H3 = 0 and ∇Ωq |V3 = 0, so that we have ∇q = 0 if and only
if ∇q|S(H×H×V) = 0 and ∇q|S(V×V×H) = 0, which is equivalent respectively to the conditions
on T|S(H×H×V) = 0 and T|S(V×V×H) = 0 respectively, described by theorem 6.2.1. In particular,
we see that there always exists metric connection ∇ leaving invariant the decomposition of
TN , which provides us the implication (ii) ⇒ (i). Moreover, a necessary condition for (i) is

SymH×H

(
DΩq |H×H×V

)
= 0, and respectively SymV×V

(
DΩq |V×V×H

)
= 0. Conversely if this

condition is satisfied, then according to theorem 6.2.1, (ii) is also satisfied (since T ∈ T , then the
skew-symmetry of T|S(H×H×V) (resp. T|S(V×V×H)) is equivalent to SymH×H

(
T|V×H×H

)
= 0,

resp. SymV×V

(
T|H×V×V

)
= 0). Therefore we have proved the sequence of implications (ii) ⇒

(i) ⇒ (iii) ⇒ (ii), i.e. (i), (ii) and (iii) are equivalent. Concerning the equivalent reformulation
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of (i) and (iii), the former follows from theorem 6.2.1 and the latter from the fact that according
to the proof of theorem 6.2.1, the skew-symmetric part (w.r.t. the two first variables X,Y ) of
DΩq |H×H×V (resp. DΩq |V×V×H) is 1

2Φ (resp. − 1
2RV). The equivalence between (iii) and (iv)

follows from the symmetry of DΩq w.r.t. the two last variables. Finally, using the computation
done in the proof of compute theorem 6.2.1, we can compute

Skew
(
DΩq |S(H×H×V)

)
=

1

2
(Skew(Φ) + Skew(U(P ·, P ·, q·)))− 1

2
(Skew(Φ)− Skew(U(P ·, P ·, q·)))

= Skew(U(P ·, P ·, q·))

and idem for S(V × V ×H). This completes the proof. �

Remark 6.2.1 According to the previous proof, we see that if (N, q, h) is of type H2V , then for
any extension T ∈ C(T ) of the skew-symmetric trilinear form Skew(Φ) ∈ C (S(H∗ ×H∗ × V∗)),
the corresponding metric connection∇ satisfies∇q|S(H×H×V) = 0. In the same way, if (N, q, h) is
of type V2H, then for any extension T ∈ C(T ) of the skew-symmetric trilinear form Skew(RV) ∈
C (S(V∗ × V∗ ×H∗)), the corresponding metric connection ∇ satisfies ∇q|S(V×V×H) = 0.

Definition 6.2.2 We will say that the (orthogonal) decomposition on the Riemannian manifold
(N, h) is reductive (w.r.t. the metric h) or that (N, q, h) is reductive if (N, q, h) is of type
H2V and of type V2H. This is equivalent to say that there exists a metric connection ∇ leaving
invariant the decomposition TN = H⊕ V, and with skew-symmetric torsion.

Proposition 6.2.2 (N, q, h) is reductive if and only if the trilinear map

Skew(DΩq |H×H×V)⊕ Skew(DΩq |V×V×H)

is skew-symmetric.

Proof. An element α ∈ C(H∗ ⊗ H∗ ⊗ V∗) satisfies Skew(α) ∈ C(Λ2H∗) ∧ V∗) if and only if
α(Xh, Y h, Zv) is skew-symmetric w.r.t. (Xh, Y h). �

Proposition 6.2.3 Let (N, q, h) be a reductive Riemannian manifold. Let us suppose that is
given some metric connection ∇c on V. Then there exists a metric connection ∇ on N preserving
the decomposition TN = V ⊕ H, with skew-symmetric torsion, and which coincides with ∇c on
V if and only if

(Dv −∇c)(Xh, Y v, Zv) = −1

2
RV(Y

v, Zv, Xh) and (Dv −∇c)|V3 ∈ C(Λ3V∗).

Proof. Let us suppose that such a metric connection ∇ exists. Then we have D = ∇ −
1
2T and thus (Dv − ∇c)|V3 ∈ C(Λ3V∗) and (Dv − ∇c)(Xh, Y v, Zv) = −1

2
T (Xh, Y v, Zv) =

−1

2
T (Y v, Zv, Xh) = −1

2
RV(Y

v, Zv, Xh), since T is skew-symmetric and ∇ leaves invariant the

decomposition of TN .
Conversely, if ∇c satisfies the above conditions , then let β ∈ C(Λ3H∗) and α = (Dv −∇c)|V3 ∈
C(Λ3V∗). Let us consider the 3-form

T = β ⊕ Skew(Φ)⊕ Skew(RV )⊕ α,

as well the corresponding metric connection ∇ = D + 1
2T . Then, since (N, q, h) is reductive,

according to theorem 6.2.1, ∇ preserves the decomposition of TN . Moreover, by definition of ∇,
we have (∇−∇c)TN×V×V = 0. This completes the proof. �
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A useful additionnal property. Let us add the following characterization of the type V2H
in terms of the vertical torsion of the Levi-Civita connection.

Proposition 6.2.4 Let (N, h) be a Riemannian manifold with an orthogonal decomposition
TN = H ⊕ V. Let T v be the vertical torsion of the Levi-Civita connection. Then, (N, q, h)
is of type V2H if and only if

SymV×V(T
v
|H×V×V) = 0.

Proof Let H ∈ H, V1, V2 ∈ V . Then

T v(H,V1, V2) + T v(H,V2, V1) = 〈Dv
HV1 − [H,V1]

v, V2〉+ 〈Dv
HV2 − [H,V2]

v, V1〉
= 〈DHV1 − [H,V1], V2〉+ 〈DHV2 − [H,V2], V1〉
= 〈DV1H,V2〉+ 〈DV2H,V1〉
= SymV×V(DP )(V1, H, V2) = SymV×V(DP )(V1, V2, H)

= −SymV×V(Dq)(V1, V2, H).

Then we completes the proof by applying corollary 6.2.3. �

6.2.3 Characterization of metric f-connections. Existence of a characteristic con-
nection.

Now, let us come back to the case of an f -manifolds. Then the condition ∇F = 0 is equivalent
to the fact that ∇ leaves invariant the decomposition TN = H ⊕ V and moreover ∇HJ̄ = 0,
where ∇H is the connection induced by ∇ on H. Heuristically, we have to add to the conditions
of theorem 6.2.1 those of theorem 5.3.3 as well as the condition ∇H

V J̄ = 0.

Definition 6.2.3 We will say that an f -structure F and a metric h on a manifold N are compat-
ible if H ⊥ V and if J̄ is an orthogonal complex structure on H endowed with the metric induced
by h. This is equivalent to say that F is skew-symmetric w.r.t. the metric h: F ∈ so(TN), or
equivalently that I = J̄ ⊕ IdV is orthogonal: I∗h = h. We will then say that (N,F, h) is a metric
f -manifold.

Theorem 6.2.2 Let (N,F, h) be a metric f -manifold. Then a metric connection ∇ preserves
the f -structure F if and only if all the following statements hold:

∇ΩF |H3 = 0 ⇐⇒ NJ̄ = 4
(
T|H3

)0,2
and Skew

((
T|H3

)2,0 −
(
T|H3

)1,1)
= (dcΩF |H3)∗∗

∇ΩF |S(H×H×V) = 0 ⇐⇒





∇ΩF |H×H×V = 0
∇ΩF |H×V×H = 0

∇ΩF |V×H×H = 0

⇐⇒





∇Ωq |S(H×H×V) = 0

T (Xv, FY h, Zh) + T (Xv, Y h, FZh) =
N(Xv, Y h, FZh)

∇ΩF |S(V×V×H) = 0 ⇐⇒ ∇Ωq |S(V×V×H) = 0

Proof. We first notice that ∇ΩF (Xh, Y h, Zv) = 〈(∇XhF )Y h, Zv〉 = 〈∇Xh(FY h), Zv〉 =
−∇Ωq(Xh, FY h, Zv). Therefore ∇ΩF |H×H×V = 0 ⇔ ∇Ωq |H×H×V = 0. In the same way,
∇ΩF |H×V×H = 0 ⇔ ∇Ωq|H×V×H = 0. Therefore, according to the proof of corollary 6.2.2, we
have proved the equivalence between the two boxes.
Now, let us compute

T (Xv, FY h, Zh) + T (Xv, Y h, FZh) = 〈∇Xv (FY h)−∇FY hXv − [Xv, FY h], Zh〉
+ 〈∇XvY h −∇Y hXv − [Xv, Y h], FZh〉

= ∇ΩF (Xv, Y h, Zh)−∇Ωq(FY h, Xv, Zh)−∇Ωq(Y h, Xv, FZh) +NF (X
v, Y h, FZh)
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so that if∇Ωq |S(H×H×V) = 0 then we obtain the equivalence (∇ΩF |V×H×H = 0)⇔ (T (Xv, FY h, Zh)+

T (Xv, Y h, FZh) = N(Xv, Y h, FZh).
We have also to compute that ∇ΩF (Xv, Y v, Zh) = 〈(∇XvF )Y v, Zh〉 = −〈F∇XvY v, Zh〉 =
∇q(Xv, Y v, FZh), also that∇ΩF (Xv, Y h, Zv) = −∇q(Xv, FY h, Zv), and that∇ΩF (Xh, Y v, Zv) =
0. Therefore, according to the proof of corollary 6.2.3, we have proved the equivalence (∇ΩF |S(V×V×H) =
0)⇔ (∇Ωq |S(V×V×H) = 0).
Furthermore, we can prove (by a straightforward but a little bit long computation) the following
formula generalizing equation (5.16):

2DΩF (X,Y, Z) = dΩF (X,Y, Z)− dΩF (X,FY, FZ) +N(Y, Z, FX)

+ Φ(Y, FZ,X) + Φ(FY,Z,X)− Φ(X,FY, Z)− Φ(FZ,X, Y )

+ SymV×V(DΩF |V×H×V) + SymV×V(DΩF |V×V×H). (6.3)

We deduce from this, that

2DΩF (X
h, Y h, Zh) = dΩF (X

h, Y h, Zh)− dΩF (Xh, FY h, FZh) +N(Y h, Zh, FXh).

Moreover, ∇Ω|H3 = 0 if and only if

DΩF |H3 = −1

2
(T + U)|H3 .

Therefore, we can proceed as in the proof of theorem 5.3.3 to prove the equivalence concerning
the restriction to H3. This completes the proof. �

Remark 6.2.2 A priori, we could think that we can deduce from this theorem that in a met-
ric f -manifold, it could not exist any metric f -connection. Indeed, we see that the condi-
tion T (Xv, FY h, Zh) + T (Xv, Y h, FZh) = NF (X

v, Y h, FZh) is compatible with the condition
∇Ωq |S(H×H×V) = 0 if and only if

SymH×H(NF |V×H×H) = 2
[
SymH×H(DΩq |H×H×V)

](2,0)+(0,2)

(Y h, Zh, Xv) (6.4)

according to theorem 6.2.1. In other words, the existence of some metric connection ∇ such that
∇ΩF |S(V×H×H) = 0 is possible if and only if equation (6.4) holds. Nevertheless, the existence
of some metric connection ∇ such that ∇F |H3 = 0 and ∇F |S(H×V×V) = 0 always holds without
condition. But in fact, equation (6.4) also always holds.

Lemma 6.2.1 In a metric f -manifold (N,F, h), the following identity holds

SymH×H(NF |V×H×H) = 2
[
SymH×H(DΩq |H×H×V)

](2,0)+(0,2)

(Y h, Zh, Xv).

Any metric f -manifold (N,F, h) admits a metric f -connection.

Proof. This can be checked directly by computation (use the characterization of the Levi-Civita
connection, as in the proof of theorem 6.2.1). �

Remark 6.2.3 In a metric f -manifold, there are several constraints on the component T|V×H×H

of the torsion of some metric f -connection∇: the components
(
T|V×H×H

)(2,0)+(0,2)
and SymH×H

([
T|V×H×H

]1,1)

are determined. The only degree of freedom is on SkewH×H

([
T|V×H×H

]1,1)
which can be

chosen freely. Therefore, this is also the only degree of freedom of T|S(V×H×H), according to
theorem 6.2.1.
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Remark 6.2.4 A compatible f -structure F on a Riemannian manifold (N, h) defines a reduction
of the orthogonal frame bundle of TN (which is of course a O(n)-bundle) to some U(2p)×O(n−
2p)-bundle, where n = dimN and 2p is the rank of F . Therefore a metric f -connection is nothing
but a connection on this U(2p) × O(n − 2p)-bundle, which always exists. This provides a new
proof of lemma 6.2.1.

Remark 6.2.5 If (N,F, h) is of type H2V , then NF |V×H×H is skew-symmetric w.r.t. the two
last variables.

Skew-symmetric torsion. Further, we are interested by metric f -connections with skew-
symmetric torsion. As we have done above we have to study first the condition of skew-symmetry
on each component of the torsion and then to group all the obtained conditions to obtain a global
condition on the metric f -manifold for the existence of metric f -connection with skew-symmetric
torsion.

Definition 6.2.4 Let (N,F, h) be a metric f -manifold. We define the extended Nijenhuis

tensor ÑF as the TN -valued 2-form on N (whose corresponding trilinear map is) defined by

ÑF := NF +Φ+RV(Z
v, Xv, Y h) + RV(Y

v, Zv, Xh).

We remark that ÑF |S(V×V×H) = Skew(RV) is always skew-symmetric.

Proposition 6.2.5 Let (N,F, h) be a metric f -manifold. Then the following statements are
equivalent.

(i) There exists a metric f -connection ∇ (satisfying then ∇F = 0) with a torsion T such that
T 0,2

|S(H×H×V) is skew-symmetric.

(ii) There exists a metric connection ∇, satisfying ∇F |S(H×H×V) = 0, with a torsion T such
that T 0,2

|S(H×H×V) is skew-symmetric.

(iii) NF (FY
h, Zh, Xv) +NF (Y

h, FZh, Xv) = NF (X
v, Y h, FZh).

(iv) The extented Nijenhuis tensor ÑF satisfies: ÑF |S(H×H×V) is skew-symmetric.

Proof. Since the condition "T 0,2
|S(H×H×V) is skew-symmetric" concerns only the subspace

S(H×H× V), then (i) and (ii) are equivalent. Moreover, we have

ÑF |S(H×H×V) = NF |S(H×H×V) −NF (F ·, F ·, q·)

(according to the definition of ÑF and proposition 6.1.1), and this equality gives easily the
equivalence between (iii) and (iv). Now, it remains to prove the equivalence between (i) and (iv).
Let us first recall that

−4(T 0,2) := T (F ·, F ·, q·) + T (F ·, q·, F ·) + T (q·, F ·, F ·)− T

Let us suppose (i). Then we have according to proposition 6.2.1, that T (F ·, F ·, q·)+T (F ·, q·, F ·)+
T (q·, F ·, F ·)− T (·, ·, P ·) = −NF and thus

−4T 0,2 = −NF − T (·, ·, q·) = −NF − Φ− T|V3 − T|(V∧H)⊗V

and hence −4T 0,2
|S(H×H×V) = −ÑF |S(H×H×V), which implies (iv).

Conversely, let us suppose (iv). Then we have to construct a trilinear map T|S(H×H×V), on
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S(H×H× V), such that

(C1): −4T 0,2
|S(H×H×V) is a 3-form, and

(C2): the following conditions of theorem 6.2.1 hold

T|H×H×V = Φ, SymH×H

(
T|V×H×H

)
= SymH×H

(
DΩq |V×H×H

)
(Y h, Zh, Zv).

Indeed, for any trilinear map T|S(H×H×V) ∈ C(T ), let us set T|V×H×H = S + A, where S,A
are resp. symmetric and skew-symmetric w.r.t. the two last variables. Then we can prove easily
that a necessary condition on S,A so that T|S(H×H×V) satisfies the required conditions (C1)-(C2)
above, is

S = SymH×H

(
DΩq|H×H×V

)
(Y h, Zh, Xv) (6.5a)

S(2,0)+(0,2) = 0 (6.5b)

A(2,0)+(0,2)(Xv, Y h, Zh) = Φ(2,0)+(0,2)(Y h, Zh, Xv) (6.5c)

We then see that the two equations on S are compatible according to (iv) and lemma 6.2.1, and de-
fines then uniquely S. Moreover the equation on A implies T (Xv, FY h, Zh)+T (Xv, Y h, FZh) =
N(Xv, Y h, FZh), according to (iv) (written in the form of (iii)) and (6.5b). Therefore, we
see that, according to theorem 6.2.2, the conditions (C1)-(C2) on T|S(H×H×V) implies that
∇F |S(H×H×V) = 0, for any metric connection ∇ whose the torsion T ∈ C(T ) is an exten-
sion of T|S(H×H×V).
Now, we can verify easily that any trilinear map T|S(H×H×V) ∈ T defined by T|H×H×V = Φ and
T|V×H×H = S + A with A,S satisfying (6.5), satisfies the required conditions (C1)-(C2). We
have then proved (ii). This completes the proof. �

Proposition 6.2.6 Let (N,F, h) be a metric f -manifold. Then the following statements are
equivalent.

(i) There exists a metric f -connection ∇ (satisfying then ∇F = 0) with a torsion T such that
T|S(H×H×V) is skew-symmetric.

(ii) There exists a metric connection ∇, satisfying ∇F |S(H×H×V) = 0, with a torsion T such
that T|S(H×H×V) is skew-symmetric.

(iii) (N, q, h) is of type H2V, and ÑF |S(H×H×V) is skew-symmetric.

Furthermore, under these statements, for any such connection satisfying (i) or (ii), then T|S(H×H×V)

is unique (i.e. uniquely determined by the metric f -manifold (N,F, h)) and equal to Skew(Φ).
Conversely, any extension T ∈ C(T ) of this unique skew-symmetric trilinear form Skew(Φ) de-
fines a metric connection ∇, satisfying ∇F |S(H×H×V) = 0.

Proof. (i) and (ii) are equivalent for the same reason as in the proof of the previous proposition.
Moreover, (i) and (iii) are equivalent according to theorem 6.2.2 and corollary 6.2.2. Moreover,
by skew-symmetry and theorem 6.2.1, we have T|S(H×H×V) = Skew(Φ). This completes the
proof. �

We are led to the following definition.

Definition 6.2.5 We will say that a metric f -manifold (N,F, h) is reductive if (N, q, h) is re-
ductive, where q is defined by F .
We will say that a metric f -manifold (N,F, h) is reductively of type G1 if ÑF |S(H×H×V) is
skew-symmetric.
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Now, let us turn ourself on the horizontal component H3 of TN3.

Definition 6.2.6 We will say that a metric f -manifold is horizontally of type G1 or that it is
of horizontal type G1 if one the following equivalent statements holds.

(i) The horizontal Nijenhuis tensor NJ̄ is skew-symmetric.

(ii) There exists a metric f -connection ∇, such that (T|H3)0,2 is skew-symmetric.

(iii) There exists a metric connection ∇, satisfying ∇F |H3 = 0, such that (T|H3)0,2 is skew-
symmetric.

Proposition 6.2.7 Let (N,F, h) be a metric f -manifold. Then the following statements are
equivalent.

(i) (N,F, h) is horizontally of type G1.

(ii) There exists a metric f -connection ∇, such that T|H3 is skew-symmetric.

(iii) There exists a metric connection ∇, satisfying ∇F |H3 = 0, such that T|H3 is skew-symmetric.

In this case, for any such connection satisfying (i) or (ii), then T|H3 is unique (i.e. uniquely
determined by the metric f -manifold (N,F, h)). Conversely any extension T ∈ C(T ) of this
unique skew-symmetric trilinear form T|H3 defines a metric connection ∇, satisfying ∇F |H3 = 0.

Proof. (ii) and (iii) are equivalent for the same reason as above. Furthermore, according to
theorem 6.2.2, if ∇F |H3 = 0 and T|H3 is skew-symmetric, then NJ̄ = 4(T|H3)0,2 is also skew-
symmetric (according to corollary 5.3.2 applied to the Hermitian bundle (H, J̄ , hH)) and moreover
−(T|H3)∗∗ = (dcΩF |H3)∗∗, which proves the uniqueness of T|H3 .
Conversely, if (i) is satisfied, then let T ∈ C(T ) such that (T|H3)0,2 = 1

4NJ̄ , (T|H3)∗∗ =
−(dcΩF |H3)∗∗, and the other components being arbitrary. Then T|H3 is skew-symmetric, and
the corresponding metric connection ∇ satisfies ∇ΩF |H3 = 0, according to theorem 6.2.2. This
completes the proof. �

Now, let us regroup the previous results to conclude.

Definition 6.2.7 A metric f -manifold (N,F, h) with skew-symmetric extended Nijenhuis tensor
ÑF will be sayed of global type G1 or globally of type G1.

Theorem 6.2.3 A metric f -manifold (N,F, h) admits a metric f -connection ∇ with skew-
symmetric torsion if and only if it is reductive and of global type G1 . Moreover, in this case, for
any α ∈ C(Λ3V∗), there exists a unique metric connection ∇ with skew-symmetric torsion such
that T|Λ3V = α. This unique connection is given by

T = (−dcΩF +NF |H3) + Skew(Φ) + Skew(RV) + α.

Proof. The first assertion follows from propositions 6.2.7, 6.2.6, theorem 6.2.2, corollary 6.2.3
and remark 6.2.1. Then in this case, T|H3 is entirely determined, according to proposition 6.2.7.
Moreover, by skew-symmetry and theorem 6.2.1, we have T|S(H×H×V) = Skew(Φ) and T|S(V×V×H) =

Skew(RV). Now, let us determine T|H3 . Since, ∇ = D+ 1
2T , the equation ∇F = 0 can be written

DΩF +
1

2
(T (·, F ·, ·) + T (·, ·, F ·)) = 0
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so that
dΩF = −F 	·T

and thus dΩF |H3 = −J̄ 	·T|H3 = 4J̄ · (T|H3)−−− J̄ · T|H3 = J̄ ·NJ̄ − J̄ · T|H3 . This completes the
proof. �

Remark 6.2.6 In the particular case where V is a line bundle, (N,F, h) is an almost contact
metric manifold. Then in this particular case, the theorem 6.2.3 above allows us to recover the
result of [23, theorem 8.2].

Definition 6.2.8 On a metric f -manifold (N,F, h), a metric f -connection ∇ with skew-symmetric
torsion will be called characteristic connection.

Corollary 6.2.4 Let (N,F, h) be a reductive metric f -manifold of global type G1. Let us suppose
that is given some metric connection ∇c on the vertical subbundle V. There exists a metric f -
connection ∇ on N with skew symmetric torsion, which coincides with ∇c on V if and only
if

(Dv −∇c)(Xh, Y v, Zv) = −1

2
RV(Y

v, Zv, Xh) and (Dv −∇c)|V3 ∈ C(Λ3V∗).

In this case this connection ∇ is unique and will be called the characteristic connection extending
or defined by ∇c.

Remark 6.2.7 In other words, in a reductive metric f -manifold of global type G1, the set of
metric connection ∇c on the vertical subbundle V which can be extended to a characteristic
connection, is the affine space

Dv − 1

2
RV(Y

v, Zv, Xh) + C(Λ3V∗).

Proof of corollary 6.2.4. This follows immediately from the theorem 6.2.3, the proposi-
tion 6.2.3 and the theorem 6.2.2. �

Proposition 6.2.8 Let (N,F, h) be a reductive metric f -manifold of global type G1. Let ∇ be
some characteristic connection on N . Then the we have

dΩF = −F 	·T = F ·NF − F · T − F 	· (T|S(H×H×V) + T|S(V×V×H))

= F ·NF − F • T −
1

2
F 	· (T|S(H×H×V) + T|S(V×V×H)).

Proof. We have seen (in the proof of theorem 6.2.3) that dΩF = −F 	·T , and that (−F 	·T )|H3 =
F ·NF −F ·T , moreover we have (−F 	·T )|V3 = 0, by definition of the action F 	· . This completes
the proof. �

A useful expresssion of the Nijenhuis tensor in terms of the Levi-Civita connection.

By a direct computation, we prove:

Proposition 6.2.9 Let (N,F, h) be a metric f -manifold. Then we have

NF (X,Y ) = (DFXF )Y − (DFY F )X − F (DXF )Y + F (DY F )X

= (DFXF )Y − (DFY F )X + (DXF ) (FY )− (DY F ) (FX)− dDq(X,Y ).
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6.2.4 Precharacteristic and paracharacteristic connections.

Sometimes the condition of global type G1 could be too much strong and it could happen that one
needs the existence (and uniqueness up to the V3-component of the torsion) of some characteristic
connection by supposing weaker conditions on the metric f -manifold (N,F, h).

Definition 6.2.9 Let (N,F, h) be a metric f -manifold of horizontal type G1. Then any metric
f -connection ∇ with a skew-symmetric component T|H3 of its torsion, will be called a horizontal-
characteristic connection.
Moreover, if we suppose that (N,F, h) is also of type V2H, then a metric f -connection ∇ with
skew-symmetric components T|H3 , T|S(V×V×H) and T|V3 of its torsion, will be called a prechar-
acteristic connection.

Remark 6.2.8 Let us remark that in a metric f -manifold of horizontal type G1, horizontal-
charactersitic connections always exist, and the component T|H3 of the torsion is unique. More-
over, if we suppose that (N,F, h) is also of type V2H, then precharacteristic connections always
exist and the components T|H3 and T|S(V×V×H) are unique.

The following properties will hold for the horizontal curvature in all the examples of interest for
us.

Definition 6.2.10 Let (N,F ) be an f -manifold. Let A ∈ C(H∗⊗H∗⊗V), B ∈ C(H∗⊗V∗⊗H),
and C ∈ C(V∗ ⊗H∗ ⊗H). Then we will say respectively that A, B or C is pure if respectively

(i) A(J̄X, Y ) = A(X, J̄Y ), ∀X,Y ∈ H.

(ii) B(J̄X, Y ) = −J̄B(X,Y ), ∀X ∈ H, Y ∈ V.

(iii) C(X, J̄Y ) = −J̄B(X,Y ), ∀X ∈ V , Y ∈ H.

If (N,F ) is endowed with a compatible metric h, then this means that A, B or C considered as
element of C(H∗⊗H∗⊗V), satisfies respectively A1,1 = 0, B1,1 = 0, C1,1 = 0. Moreover, we will
say that A, B or C resp. (considered as trilinear forms) is skew-symmetric in H×H if resp. A
is skew-symmetric w.r.t. the 2 first variables, B w.r.t. the first and third variables, and C w.r.t.
the 2 last variables.

Let us remark that NF |V×H×H is pure by definition of NF (see proposition 6.1.1), and skew-
symmetric in H×H if (N,F, h) is of type H2V (see remark 6.2.5).

Definition 6.2.11 • (N,F, h) will be called almost of type H2V if one of the following equivalent
statements holds

(i) SymH×H

(
DΩq|H×H×V

)
is pure.

(ii) SymH×H

(
NF |V×H×H

)
= 2SymH×H

(
DΩq |H×H×V

)
(Y h, Zh, Xv).

• If moreover (N,F, h) is of type V2H, then we will say that it is almost reductive.

Remark 6.2.9 We remark that if (N,F, h) is of type H2V then it is almost of type H2V , and
therefore if it is reductive then it is, in particular, almost reductive.
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Theorem 6.2.4 A metric f -manifold (N,F, h) admits a precharacteristic connection ∇ such
that the component T|V×H×H of its torsion is pure if and only if it is almost reductive and
horizontally of type G1. Moreover, in this case, for any α ∈ C(Λ3V∗), there exists a unique
precharacteristic connection ∇ such that the component T|V×H×H of its torsion is pure, and such
that T|Λ3V = α. This unique connection is given by

T = (−dcΩF +NF |H3) + T|S(H×H×V) + Skew(RV ) + α.

where T|S(H×H×V) = Φ+
1

2
(NF (X

v, Y h, Zh)−NF (Y v, Xh, Zh)).

Moreover if we impose also the component T|V×H×H to be skew-symmetric in H ×H, then this
is possible if and only if (N,F, h) is reductive and of horizontal type G1.

Proof. Concerning the components in H3, S(V ×V×H) and V3, we can proceed as in the proof
of theorem 6.2.3. Concerning the component in S(H×H×V), use the identity T (Xv, FY h, Zh)+
T (Xv, Y h, FZh) = N(Xv, Y h, FZh) from theorem 6.2.2 and the identity T|H×H×V = Φ from
theorem 6.2.1. This completes the proof. �

Definition 6.2.12 On a metric f -manifold (N,F, h), a precharacteristic connection ∇ such that
the component T|V×H×H of the torsion is pure, will be called a paracharacteristic connection.

Proposition 6.2.10 Let (N,F, h) be a reductive metric f -manifold of global type G1. Then the
paracharacteristic connection (defined by some α ∈ C(Λ3V∗)) coincide with the characteristic
connection (defined by the same α ∈ C(Λ3V∗)) if and only if the horizontal curvature Φ is pure.

Proof. According to theorems 6.2.3 and 6.2.4, we only have to prove that the components
T|S(H×H×V) of the torsions of the two connections coincide if Φ is pure. But, since Φ is pure, the
component T|S(H×H×V) = Skew(Φ) of the characteristic connection is such that T|V×H×H is pure,
and therefore by uniqueness of the paracharacteristic connection, the two connections coincide.
Conversely, if they coincide, then Skew(Φ)|V×H×H is pure, i.e. Φ is pure. This completes the
proof. �

The Linear representations of the curvatures. Using the metric h, we have canonical
isomorphisms Λ2H∗ ∼= so(H) and Λ2V∗ ∼= so(V). Let us denote by ρ ∈ so(H)⊗V∗ and σ ∈ so(V)⊗
H∗ respectively, the elements corresponding to Φ and RV respectively under these isomorphisms:

〈ρ(V )H1, H2〉 = 〈Φ(H1, H2), V 〉, H1, H2 ∈ H, V ∈ V , (6.6)

and
〈σ(H)V1, V2〉 = 〈RV(V1, V2), H〉, V1, V2 ∈ V , H ∈ H. (6.7)

To do not weigh down the notation, we denote J̄ = J̄ . Let us introduce the horizontal curvature
operator :

R̄(X,Y )Z = ρ(Φ(X,Y ))Z.

as well as its derivation term

Ā(X,Y ) = R̄(J̄X, Y ) + R̄(X, J̄Y )− [J̄ , R̄(X,Y )].

(which vanishes if and only if J̄ is a derivation of R̄ hence its name). We denote by Φ = Φ(+)+Φ(−)

the splitting of Φ according to the eigenspace decomposition of the endomorphism of Λ2H∗ ⊗ V
defined by B 7→ B(J̄ ·, J̄ ·), i.e.

Φ(ε)(J̄ ·, J̄ ·) = εΦ(ε).
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In other words, Φ(+) is the (1, 1)-type part of Φ whereas Φ(−) is the part of Φ of type (2, 0) +
(0, 2). Under the isomorphism Λ2H∗ ∼= so(H), to this, corresponds the decomposition ρ =
ρ+ + ρ−, where J̄ρεJ̄−1 = ερε, according to the splitting so(H) = so+(H) ⊕ so−(H) of so(H)
following its J̄-commuting and J̄-anticommuting parts. Then, this being done, we can define the
corresponding curvature operator and antiderivation terms:

R̄(ε) = ρε(Φ(ε)) and Ā(ε)(X,Y ) = R̄(ε)(J̄X, Y ) + R̄(ε)(X, J̄Y )− [J̄ , R̄(ε)(X,Y )].

We remark that Ā(+) = 0 and Ā(−)(X,Y ) = 2R̄(−)(X, J̄Y )− 2J̄ ◦ R̄−(X,Y ).

Remark 6.2.10 • Let us remark that Φ is pure if and only if ρ anticommute with J̄ : ρ(V )J̄ =
−J̄ρ(V ), ∀V ∈ V .
• Furthermore, the condition that ÑF |S(H×H×V) is skew-symmetric can be expressed in terms
of the linear representations introduced above. Indeed, according to proposition 6.2.5-(iii), this
condition can be written: Φ(H1, J̄H2, V )+Φ(J̄H1, H2, V ) = NF (V,H1, J̄H2), for all H1, H2 ∈ H
and V ∈ V . This last equation is then equivalent to:

[ρ(V ), J̄ ] = −J̄NF (V ), ∀V ∈ V ,

where we have set 〈NF (V )H1, H2〉 := NF (V,H1, H2). This means that ρ−(V ) = 2NF (V ),
∀V ∈ V . We will see that this condition could happen to be very strong, for example in the
twistor bundles (see 6.4.7).

6.2.5 Reductions of f-manifolds

Definition 6.2.13 A q-manifold (N, q) is a manifold endowed with a linear projector q ∈
End(TN), i.e. with a splitting TN = V ⊕ H. We will say that q is a q-structure. More-
over, we will say that (N, q) is associated to the f -manifold (N,F ) if q is associated to F : i.e
−F 2 = Id− q, or equivalently kerF = V and ImF = H.
A metric q-manifold (N, q, h) is a q-manifold endowed with a metric h for which q is orthogonal,
or equivalently the splitting TN = V ⊕ H is orthogonal.

Definition 6.2.14 A map iv : (N
v, qv) → (N, q) from a q-manifold to another one is called a

q-immersion if it is an immersion which satisfies

(iv)
∗q = qv. (6.8)

Then (Nv, qv) is q-immersed in (N, q). If iv is injective we will say that (Nv, qv) is a q-
submanifold of the q-manifold (N, q), and that iv is a q-imbedding. Moreover we will say that
iv : (N

v, qv)→ (N, q) is a reduction of q-manifolds, or that (Nv, qv) is a reduction of (N, q), if
iv is a q-imbedding and the vector bundles Hv and H have the same rank that is to say

H|Nv = Hv. (6.9)

A map iv : (N
v, qv, hv) → (N, q, h) between two metric q-manifolds is called a q-isometry if

it is a q-immersion and an isometry. If iv is injective we will say that (Nv, qv) is a metric
q-submanifold of the metric q-manifold (N, q), and that iv is a isometric q-imbedding. If iv
is moreover a reduction of q-manifolds, we will say that iv is a reduction of metric q-manifolds.
A map iv : (N

v, F v) → (N,F ) from a f -manifold (Nv, F v) into another one (N,F ) is called a
f-immersion if it is an immersion which satisfies

(iv)
∗F = F v. (6.10)
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When iv is also injective, we will say that (Nv, F v) is a f -submanifold of (N,F ) and that iv is an
f -imbedding. Moreover we will then say that iv : (Nv, F v)→ (N,F ) is a reduction of f -manifolds
or that (Nv, F v) is a reduction of (N,F ) if the vector bundles Hv = ImF v and H = ImF have
the same rank that is to say H|Nv = Hv.
A map iv : (N

v, F v, hv) → (N,F, h) between two metric f -manifolds is called a f-isometry if
it is an f -immersion and an isometry. If iv is injective we will say that (Nv, F v) is a metric
f-submanifold of the metric f -manifold (N,F ), and that iv is a isometric f-imbedding. If iv
is moreover a reduction of f -manifolds, we will say that iv is a reduction of metric f -manifolds.

Remark 6.2.11 (6.8) means that iv sends the splitting TNv = Hv ⊕ Vv into the splitting
TN = H ⊕ V . In other words, the former is the trace on TNv of the latter. It can be written
also in the following form (which suggests the definition of holomorphicity)

div ◦ qv = q ◦ div.

(6.10) implies (6.8), so that a f -immersion is in particular a q-immersion. Moreover a reduction of
(metric) f -manifolds is a reduction of the corresponding (metric) q-manifolds. Remark also that
(6.10) means simply that iv is a f -holomorphic map from (Nv, F v) to (N,F ): div ◦F v = F ◦div.

Lemma 6.2.2 • Let iv : (Nv, qv)→ (N, q) be a q-immersion. Then we have

(iv)
∗Φ = Φv and (iv)

∗RV = RVv

where Φv is of course the curvature of the horizontal subbundle Hv.

• Let iv : (Nv, F v)→ (N,F ) be an f -immersion. Then we have

(iv)
∗NF = NF v

Definition 6.2.15 Let iv : (Nv, hv)→ (N, h) be a isometry between two Riemannian manifolds.
Let ∇ be a linear connection on N . The projection on Nv of ∇ is the connection ∇v on Nv

defined by
〈∇v

XY, Z〉 = 〈∇X Ỹ , Z〉 ∀X,Z ∈ TNv, Y ∈ C(TNv)

where Ỹ ∈ C(TN) is some extension of Y .

Let (E, h)→ N be a Riemannian vector bundle endowed with a linear connection ∇. Let Nv ⊂ N
be an immersed submanifold and Ev → Nv be a vector subbundle of E|Nv . Then we define
analogously the projection of ∇ on Ev.

Lemma 6.2.3 If ∇v is the projection of ∇ then their respective torsion 3-forms are related by

〈T∇v

(·, ·), · 〉 = (iv)
∗〈T∇(·, ·), · 〉

Lemma 6.2.4 • Let iv : (Nv, hv, qv)→ (N, h, q) be a q-isometry.
(i) Then the Levi-Civita connection Dv of (N, hv) is the projection on Nv of the Levi-Civita
connection of (N, h).
(ii) The following identity holds:

DvΩqv = (iv)
∗(DΩq)

• Let iv : (Nv, hv, F v)→ (N, h, F ) be a f -isometry. Then (iv)
∗ΩF = ΩF v .
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Theorem 6.2.5 Let iv : (Nv, hv, F v)→ (N, h, F ) be an f -isometry.
• Then if (N,F, h) is horizontally of type G1, resp. of global type G1, resp. almost reductive,
resp. reductive, then so is (Nv, F v, hv).
• Moreover, if (N,F, h) is horizontally of type G1 and almost reductive, then the projection
on Nv of its paracharacteristic connection (defined by some α ∈ C(Λ3V∗)) coincides with the
paracharacteristic connection of (Nv, F v, hv) (defined by (iv)

∗α ∈ C(Λ3(Vv)∗)). In the same
way, if (N,F, h) is reductive and of global type G1, then the projection on Nv of its character-
istic connection (defined by some α ∈ C(Λ3V∗)) coincides with the characteristic connection of
(Nv, F v, hv) (defined by (iv)

∗α).

Proof. The first assertion follows from lemmas 6.2.2 and 6.2.4. The second assertion follows
from theorems 6.2.4 and 6.2.3, and lemmas 6.2.2 and 6.2.4. This completes the proof. �

Definition 6.2.16 Let E → N be a vector bundle endowed with a linear connection ∇. Let
Nv ⊂ N be an immersed submanifold and Ev → Nv be a vector subbundle of E|Nv . We will way
that ∇ is reducible in Ev if Ev is ∇-parallel, that is to say parallel w.r.t. the induced connection
on E|Nv . Then the induced connection on Ev will be called the reduction of ∇ in Ev.

Remark 6.2.12 If E = TN and Ev = TNv then we recover the usual definition of reducibility
of linear connection.

Lemma 6.2.5 If iv : L → N is an immersion and ∇v the reduction of ∇ then their torsion
2-forms are related by

T∇v

= (iv)
∗T∇

Proposition 6.2.11 Let iv : (Nv, hv, F v)→ (N, h, F ) be a reduction of metric f -manifolds. Let
us suppose that the vertical component Dv of the Levi-Civita connection of (N, h)is reducible
in Vv. Then the Levi-Civita connection of (N, h) is reducible in Nv and its reduction is the
Levi-Civita connection Dv of (N, hv).

Definition 6.2.17 Let (N, q, h) be a metric q-manifold. We define the affine space of compatible
vertical connection by

Con(V) =
{
Dv − 1

2
RV(Y

v, Zv, Xh) + C(Λ3V∗)

}
.

If (N, q, h) is associated to a metric f -manifold (N,F, h) which is horizontally of type G1 and
almost reductive (respectively reductive and of global type G1) then this set corresponds to the set
of metric connection ∇c on the vertical subbundle V which can be extended to a paracharacteristic
connection (respectively a characteristic connection), (see remark 6.2.7).

Remark 6.2.13 If RV = 0, then Dv ∈ Con(V).

Definition 6.2.18 Let iv : (Nv, hv, F v) → (N, h, F ) be a reduction of metric f -manifolds. We
will say that iv : (Nv, hv, F v)→ (N, h, F ) is a complete reduction of metric f -manifold if there
exists ∇c ∈ Con(V) which is reducible in Vv.
More generally, we define analogously a complete reduction of metric q-submersions.

Proposition 6.2.12 Let iv : (Nv, qv, hv) → (N, q, h) be a reduction of metric q-manifolds. If
∇c ∈ Con(V) is reducible in Vv, then its reduction is also in Con(Vv).
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Proof. According to lemmas 6.2.2 and 6.2.4 and definition 6.2.17, the projection of Con(V) on
Vv is Con(Vv). This completes the proof. �

Proposition 6.2.13 Let (N, q, h) be a metric q-manifold, and f : L → N be a map from a
Riemann surface in N . Then Trg(∇cdvf) does not depend on the choice of ∇c ∈ Con(V).
Proof. The difference between two elements of Con(V) is in C(Λ3V∗).

Proposition 6.2.14 Let iv : (Nv, hv, F v) → (N,F, h) be a complete reduction of metric f -
manifolds. Let ∇c ∈ Con(V) reducible in Vv, and ∇c,v its reduction. Then if (N,F, h) is
horizontally of type G1 and almost reductive (respectively reductive and of global type G1), its
paracharacteristic connection (respectively its characteristic connection) extending ∇c is reducible
to the paracharacteristic connection (respectively the characteristic connection) in (Nv, hv, F v)
extending ∇c,v.
Proof. This follows from theorem 6.2.5, equation (6.9), and proposition 6.2.12. This completes
the proof. �

Therefore, according to proposition 6.2.13, we deduce that

Proposition 6.2.15 Let iv : (Nv, hv, F v) → (N, h, F ) be a complete reduction of metric f -
manifolds.
Let us suppose that (N,F, h) is horizontally of type G1 and almost reductive. Let f : L→ Nv be
a map.
• The tension field of f w.r.t. to one paracharactersitic connection ∇ of (N, h, F ) coincides with
the tension field of f w.r.t. to any paracharactersitic connection of (Nv, hv, F v).
• In the same way, if (N,F, h) is reductive and of global type G1, then the tension field of f w.r.t.
to one charactersitic connection ∇ of (N, h, F ) coincides with the tension field of f w.r.t. to any
charactersitic connection of (Nv, hv, F v).

6.3 f-connections on fibre bundles

Here, we consider the case where the vertical subbundle is the tangent space of the fibres of a
fibration (or more generally a submersion) π : N →M , i.e. V = kerdπ. Let us first remark that
in this case RV = 0, which leads to immediate simplifications in the preceding results (obtained
in section 6.2).
Convention In all the next of the paper, all the submersions π : N → M are supposed to be
surjective (i.e. the open set π(N) coincides with M).

6.3.1 Riemannian submersion and metric f-manifolds of global type G1.
Proposition 6.3.1 Let π : (N, h) 7→ (M, g) be a Riemannian submersion, over which we con-
sider the natural orthogonal decomposition: TN = V ⊕ H, where V = ker dπ and H = V⊥.
Denote by D and Dg respectively the Levi-Civita connections of (N, h) and (M, g), respectively.

Let D̃g be the connection on H defined by the lift of Dg: D̃g
AB = (dπ|H)−1(Dg

Aπ∗(B)) ∈ H for
all A,B ∈ C(TN).
Let us suppose that (N, q, h) is of type V2H. Then the horizontal component of the Levi-Civita
connection in N is related to D̃g by the following formula:

〈DAB,H〉 = 〈D̃g
AB,H〉+

1

2
(Φ(A,H,Bv) + Φ(B,H,Av))

forall A,B ∈ C(TN) and H ∈ C(H).
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Proof. Let us set

SM (A,B) = π∗(DAB)−Dg
A(π∗B), ∀A,B ∈ C(TN).

Then it is easy to see that SM is in fact a tensor, i.e. SM ∈ C(T ∗N ⊗ T ∗N ⊗ π∗TM). Let
A,B ∈ TN and H ∈ H, and let us extend these to vector fields, denoted by the same notations,
such that the horizontal components of these extension are projectible: there exist vector fields
Ā, B̄, H̄ on M such that

π∗A = Ā ◦ π, π∗B = B̄ ◦ π, π∗H = H̄ ◦ π.

Using the fact that h|H×H = π∗g, the characterization of Levi-Civita yields:

2〈SM (A,B), π∗H〉 = 2h(DAB,H)− 2g(Dg

Ā
(B̄), H̄) ◦ π

= A.h(BH, H) +B.h(AH, H)−H.h(A,B) + h([A,B], H) + h([H,A], B) + h([H,B], A)

−
(
Ā.g(B̄, H̄) + B̄.g(Ā, H̄)− H̄.g(Ā, B̄) + g([Ā, B̄], H) + g([H̄, Ā], B̄) + g([H̄, B̄], Ā)

)
◦ π

= −H · 〈qA, qB〉+ 〈q[H,A], qB〉 + 〈q[H,B], qA〉
= −〈Dv

H(qA), qB〉 − 〈qA,Dv
H(qB)〉+ 〈q[H,A], qB〉 + 〈q[H,B], qA〉

= 〈T v(A,H), Bv〉+ 〈T v(B,H), Av〉
= −SymV×V(T

v
|H×V×V)(H,A

v, Bv) + Φ(Ah, H,Bv) + Φ(Bh, H,Av)

where we have used in the last line T v|H×H = Φ (see proposition 6.1.5). We conclude by using
proposition 6.2.4. This completes the proof. �

Remark 6.3.1 By a direct computation using the characterization of Levi-Civita, we can prove

〈DXvY h, Zh〉 = 1

2
Φ(Y h, Zh, Xv) +

1

2
SymH×H

(
∇Ωq|H×V×H

)
(Zh, Xv, Y h) + 〈[Xv, Y h], Zh〉

Then according to the previous proposition, we obtain

〈D̃g
XvY

h, Zh〉 = 1

2
SymH×H

(
∇Ωq|H×V×H

)
(Zh, Xv, Y h) + 〈[Xv, Y h], Zh〉

Moreover, this equation still holds if we replace Dg by any metric connection ∇M on M , since

then ˜(Dg −∇M ) is a horizontal trilinear form.

Proposition 6.3.2 Let π : (N, h) 7→ (M, g) be a Riemannian submersion, with the same nota-
tions and definitions as in the previous proposition. Let us suppose that some metric connection
∇c on V is given, and denote by T c its vertical connection.
Then the vertical component of the Levi-Civita connection on N is given by

〈DAB, V 〉 = 〈∇cABv, V 〉+
1

2

(
B(Av, Bv, V )− Φ(Ah, Bh, V )− Rca(A

h, Bv, V )− Rcs(B
h, V, Av)

)

where

B(V1, V2, V3) = −T c(V1, V2, V3)−Uc(V1, V2, V3) = −T c(V1, V2, V3) + T c(V1, V3, V2) + T c(V2, V3, V1)
Rca = SkewV×V(T

c
|H×V×V) and Rcs = SymV×V(T

c
|H×V×V).
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Proof. Let us set SV(A,B) = q(DAB) −∇cA(qB) for all A,B ∈ C(TN), this defines a element
SV ∈ C(T ∗N ⊗ T ∗N ⊗ V . Then let A,B ∈ TN and V ∈ V , and let us extend these to vector
fields, denoted by the same notations, such that the horizontal components of these extension
are projectible: there exist vector fields Ā, B̄ on M such that

π∗A = Ā ◦ π, π∗B = B̄ ◦ π, π∗V = 0.

Then using the characterization of the Levi-Civita connection, we have

2〈SV(A,B), V 〉 = 2〈DAB, V 〉 − 2〈∇cABv, V 〉
= A · 〈Bv, V 〉+B · 〈Av, V 〉 − V · 〈Av, Bv〉
− 〈Av, [Bv, V ]v〉+ 〈Bv, [V,A]v〉+ 〈V, [A,B]v〉 − 2〈∇cABv, V 〉
− V · g(π∗A, π∗B)− g(π∗A, π∗[B, V ]) + g(π∗B, π∗[V,A])

= 〈∇cABv +∇cBAv − 2∇cABv + [A,B]v, V 〉+ 〈Bv,∇cAV −∇cVAv + [V,A]v〉
+〈∇cBV −∇cVBv − [B, V ]v, Av〉

= 〈T c(B,A), V 〉+ 〈T c(A, V ), Bv〉+ 〈T c(B, V ), Av〉.

Then we complete the proof by using proposition 4.1.1. �

Remark 6.3.2 The results of that is that

2(D −∇c)|H×V×V = Rca

2(D −∇c)|V×H×V = Rcs(B
h, V, Av)

so that (D−∇c)|S(V×H) = 0 if and only if the reductivity term T c|V×H vanishes, and in this case
the vertical component of the Levi-Civita connection D is given by

〈DAB, V 〉 = 〈∇cABv, V 〉+
1

2

(
B(Av, Bv, V )− Φ(Ah, Bh, V )

)

and we recover the corresponding relation in homogeneous fibre bundles of theorem 4.2.1, since
in a homogeneous fibre bundle we have T c|V×H = 0. Moreover, from these considerations and
proposition 6.2.4, we deduce the following.

Corollary 6.3.1 The symmetric component of the reductivity term, SymV×V(T
c
|H×V×V), is in-

dependent of ∇c and vanishes if and only if (N, q, h) is of type V2H. Moreover, the reductivity
term T c|V×H vanishes if and only if (N, q, h) is of type V2H and (D −∇c)|H×V×V = 0. We will
then say that (N, q) is ∇c-reductive. In particular, if we take ∇c = Dv, the restriction to V of the
vertical component of Levi-Civita, then the Dv-reductivity means that (N, q, h) is of type V2H.

Applying propositions 6.3.1, 6.3.2, we obtain:

Proposition 6.3.3 Let π : (N, h) 7→ (M, g) be a Riemannian submersion. Let us suppose that
there exists some metric connection ∇c on V for which (N, q) is ∇c-reductive. Then, w.r.t. the
decomposition TN = H⊕V, the Levi-Civita connection in N admits the following decomposition:

DA =

(∇cA 0

0 D̃g
A

)
+

1

2

(
B(Av, ·) −Φ(Ah, ·)
ρ(·)Ah ρ(Av)

)
.

where, let us recall it, ρ is defined by (6.6). In particular, this decomposition holds for homoge-
neous fibre bundles.
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Remark 6.3.3 We see that according to this decomposition of Levi-Civita, we haveDq|H×H×V =
1
2Φ, so that the ∇c-reductivity implies that (N, q, h) is of type H2V . In particular let us take
∇c = Dv restricted to V , then the Dv-reductivity means that (N, q, h) is of type V2H, and thus
we see that the type V2H implies the type H2V .

Corollary 6.3.2 Let π : (N, h) 7→ (M, g) be a Riemannian submersion, endowed with its canon-
ical orthogonal splitting TN = V⊕H. Then if (N, q, h) is of type V2H then it is also of type H2V
and thus it is reductive. In particular, if V can be endowed with a metric connection ∇c with a
vanishing reductivity term T c|V×H, then (N, q, h) is reductive. In particular, a homogeneous fibre
bundle is reductive.

Corollary 6.3.3 Let π : (N, h) 7→ (M, g) be a Riemannian submersion, endowed with its canon-
ical orthogonal splitting TN = V ⊕ H. Let us suppose that H is endowed with an orthogonal
complex structure, that is to say N is endowed with a metric f -structure compatible65 with the
previous splitting.
Let us suppose that there exists some metric connection ∇c on V for which (N, q) is ∇c-reductive,
and that T c|V3 is skew-symmetric. Then the following statements are equivalent

(i) There exists a characteristic connection on (N,F, h).

(ii) (N,F, h) is of global type G1.

(iii) The canonical connection ∇c can be extended to a characteristic connection.

(iv) There exists a Hermitian connection ∇H on H such that ∇ := ∇c ⊕ ∇H has a skew-
symmetric torsion.

In particular, these equivalences hold when π : (N, h) 7→ (M, g) is a homogeneous fibre bundle
with a naturally reductive fibre H/K.

Remark 6.3.4 In other words, if (N, q, h) is of type V2H, then the existence of a characteristic
connection is equivalent to the global type G1, and in this case, the set of metric connections ∇c
on the vertical subbundle V which can be extended to a characteristic connection, is the affine
space

Dv + C(Λ3V∗).

Proof of corollary 6.3.3. Since, according to corollary 6.3.2 , the ∇c-reductivity implies the
reductivity, then (i) ⇔ (ii) according to theorem 6.2.3. Moreover the equivalence (ii) ⇔ (iii)
follows from corollary 6.2.4 and remark 6.3.2. Finally, the equivalence (iii) ⇔ (iv) is obvious.
This completes the proof. �

We can rewrite the proposition 6.3.3 for paracharacteristic connections.

Corollary 6.3.4 Let π : (N, h) 7→ (M, g) be a Riemannian submersion, endowed with its canon-
ical orthogonal splitting TN = V ⊕ H. Let us suppose that H is endowed with an orthogonal
complex structure, that is to say N is endowed with a metric f -structure compatible66 with the
previous splitting.
Let us suppose that there exists some metric connection ∇c on V for which (N, q) is ∇c-reductive,
and that T c|V3 is skew-symmetric. Then the following statements are equivalent

65i.e. kerF = V and ImF = H.
66i.e. kerF = V and ImF = H.

152



(i) There exists a paracharacteristic connection on (N,F, h).

(ii) (N,F, h) is of horizontal type G1.

(iii) The canonical connection ∇c can be extended to a paracharacteristic connection.

In particular, these equivalences hold when π : (N, h) 7→ (M, g) is a homogeneous fibre bundle
with a naturally reductive fibre H/K.

6.3.2 Reductions of f-submersions

Definition 6.3.1 We will say that π : (N, q, h)→ (M, g) is a metric q-submersion if π : (N, h)→
(M, g) is a Riemannian submersion and if (N, q, h) is the metric q-manifold defined by the or-
thogonal spitting TN = H⊕ V, with V = ker dπ and H = V⊥.

Definition 6.3.2 • A map π : (N,F ) → M from an f -manifold (N,F ) to a manifold M is
called a f-submersion if it is a submersion and kerF = ker dπ.
• A map π : (N,F, h)→ (M, g) from a metric f -manifold to a Riemannian manifold is called a
metric f-submersion if π : (N, h) → (M, g) is a Riemannian submersion and if π : (N,F ) →
M is an f -submersion.

Remark 6.3.5 Since F is compatible with h, a metric f -submersion is also a metric q-submersion:
the splitting defined by F coincides with the orthogonal splitting defined by the Riemannian sub-
mersion.

Remark 6.3.6 A metric f -submersion π : (N,F, h)→ (M, g) is a metric q-submersion π : (N, h)→
(M, g) with an orthogonal complex structure J̄ ∈ C(Σ(π∗TM)) ≃ C(Σ(H)).

Definition 6.3.3 Let π1 : (N1, F1) → M1 and π2 : (N2, F2) → M2 be two f -submersions. Then
a map Ψ: (N1, F1) → (N2, F2) is a morphism of f -submersions if it satisfies the following con-
ditions

(i) Ψ is f -holomorphic: dΨ ◦ F1 = F2 ◦ dΨ

(ii) Ψ is a morphism of submersion: there exists a map ψ : M1 →M2 such that π2 ◦Ψ = ψ ◦π1.

If M1 =M2 and ψ = Id, we will say that Ψ is a morphism of f -submersion over M .

Definition 6.3.4 • A morphism of metric f -submersion is a morphism of f -submersion which
is also an isometry.

• A reduction of f -submersion is a morphism of f -submersion which is also an injective immer-
sion.

• A reduction of metric f -submersion is a morphism of metric f -submersion which is injective.
We will then say that it is a complete reduction of metric f -submersion it is a complete reduction
of metric f -manifolds.

Definition 6.3.5 • We will say that π : (N,F ) → M is an f -fibration if it is an f -submersion
and a fibration.

• We will say that π : (N,F, h) → (M, g) is a homogeneous fibre f -bundle if π : (N, h)→ (M, g)
is a homogeneous fibre bundle and π : (N,F, h)→ (M, g) is a metric f -submersion.
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Proposition 6.3.4 Let π : N → M be a homogeneous fibre bundle. Then a homogeneous fibre
subbundle π : Nv → M , of π : N → M defines a reduction of homogeneous fibre bundle67 if and
only if the inclusion iv : N

v → N is a reduction of q-manifolds. Moreover, a metric reduction of
homogenous fibre bundle is always a complete reduction.

Proof. We have seen in subsection 4.2.3 that π : Nv → M is a reduction of homogeneous fibre
bundle if and only if the equation (6.9) holds. This proves the first assertion. The second one
follows from (4.18), lemma 4.2.1, and the fact that according to subsection 4.2.3, the connection
∇c leaves invariant the subbundle Vv, so that Dv is reducible in Vv. This completes the proof.
�

Therefore, we obtain, more particularly,

Proposition 6.3.5 In the same situation as in proposition 6.3.4, let us suppose that the ho-
mogeneous fibre bundle π : N → M admits an orthogonal complex structure J̄ ∈ C(Σ(π∗TM))
defining then a metric f -structure and therefore a structure of homogeneous fibre f -bundle. Then
the homogeneous fibre subbundle πv : Nv →M inherits also a structure of homogeneous fibre f -
subbundle defined by J̄v = (iv)

∗J̄ ∈ C(Σ ((πv)∗TM)). If this subbundle defines a metric reduction
of homogeneous fibre bundle, then it defines also a complete reduction of homogeneous fibre f -
subbundle.

Definition 6.3.6 Let π : (N,F, h) 7→ (M, g) be a homogeneous fibre f -bundle with a naturally
reductive fibre H/K. Suppose that68 (N,F, h) is horizontally of type G1 (respectively of global
type G1). Then we call the canonical paracharacteristic (respectively characteristic) connection
of the homogeneous fibre f -bundle (N,F, h) its paracharacteristic (respectively characteristic)
connection extending its vertical canonical connection69 ∇c.

Proposition 6.2.14 yields the following.

Proposition 6.3.6 Let π : (N, h) → (M, g) be a homogeneous fibre bundle with a naturally re-
ductive fibre H/K, and πv : Nv → M a homogeneous fibre subbundle such that the inclusion
iv : N

v → N is a metric reduction of homogeneous fibre bundle70. Suppose also that is given
an orthogonal complex structure J̄ ∈ C(Σ(π∗TM)) defining then structures of homogeneous fi-
bre f -bundles: π : (N,F, h) → (M, g) and πv : (Nv, F v, hv)→ (M, g). Suppose that (N,F, h) is
horizontally of type G1 (of global type G1) then the canonical paracharacteristic (respectively char-
acteristic) connection of (N,F, h) is reducible in (Nv, F v, hv) to the canonical paracharacteristic
(respectively characteristic) connection of (Nv, F v, hv).

6.3.3 Horizontally Kähler f-manifolds and horizontally projectible f-submersions.

Definition 6.3.7 Let (N,F, h) be a metric f -manifold. We will say that (N,F, h) is

• horizontally Hermitian if NJ̄ = 0.

• horizontally Kähler if DF|H3 = 0.

67See definition 4.2.4
68Keep in mind that a homogeneous fibre bundle is always reductive, according to corollary 6.3.2.
69See section 4.2.1.
70in the sens of definition 4.2.4
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Lemma 6.3.1 Let π : (N,F, h)→ (M, g) be a metric f -submersion. Let us suppose that (N,F, h)
is reductive. Then it is horizontally Kähler if and only if

Dg
H J̄ = 0, ∀H ∈ H.

where, as usual Dg denotes the Levi-Civita connections of g.

Proof. This follows from proposition 6.3.1. �

Theorem 6.3.1 Let π : (N,F, h)→ (M, g) be a metric f -submersion. We suppose that (N,F, h)
is reductive. • Then we have

N(Xv, Y h, Zh) = 〈(Dg
Xv J̄)J̄Y

h, Zh〉

where X,Y, Z ∈ TN .
• Let us suppose moreover that (N,F, h) is horizontally Kähler. Then (N,F, h) is horizontally
Hermitian: NJ̄ = 0. In particular, (N,F, h) is horizontally of type G1. Therefore (N,F, h)
admits a paracharacteristic connection (unique up to C(Λ3V∗)).
Furthermore, let T̄ ∈ C(Λ3H∗) be the unique horizontal 3-form, such that the torsion T of
any metric f -connection ∇ in N with a skew-symmetric component TH3 , satisfies TH3 = T̄
(see proposition 6.2.7). Then we have T̄ = 0, so that for any such connection ∇, we have
〈∇XhY h, Zh〉 = 〈D̃g

XhY h, Zh〉, ∀Xh, Y h, Zh ∈ C(H).

Proof. Concerning the first assertion, it can be proved by applying propositions 6.2.9 and 6.3.3.
Or more simply by using directly remark 6.3.1.
Further, according to proposition 6.2.9 , DF|H3 = 0 implies NF |H3 = 0. Moreover, DF|H3 = 0
implies also dΩF |H3 = 0 which implies T̄ = 0 since dΩF |H3 = J̄	· T̄ . This completes the proof. �

Definition 6.3.8 Let π : (N,F, h) → (M, g) be a metric f -submersion. Let us suppose that
(N,F, h) is a reductive and horizontally G1. A metric connection ∇ will be sayed to be the
canonical connection on M (w.r.t. the f -submersion) if its torsion T satisfies the equation

T̃ = T|H3 where T is the torsion of any paracharacteristic connection (see proposition 6.2.7) and

T̃ is the lift in H of T . If such a connection exists, we will say that the metric f -submersion is
horizontally projectible.

Remark 6.3.7 The canonical connection is unique when it exists (since it is metric and its
torsion is given). Moreover it has a skew-symmetric torsion. The metric f -submersion is hor-
izontally projectible if and only if the horizontal 3-form T|H3 is projectible to a 3-form on
M .

Proposition 6.3.7 Let π : (N,F, h) → (M, g) be a metric f -submersion. Let us suppose that
there exists a metric connection ∇ geodesically equivalent to the Levi-Civita connection, i.e. with
a skew-symmetric torsion, such that

∇H J̄ = 0, ∀H ∈ H.

Then (N,F, h) is horizontally of type G1, and horizontally projectible, ∇ being then the canonical
connection of M .
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Proof. Any metric connection ∇ on N which satisfies

〈∇H1H2, H3〉 = 〈∇̃H1H2, H3〉,

satisfies ∇F|H3 = 0 and T|H3 = T̃ . Then proposition 6.2.7 allows us to conclude. This completes
the proof. �

In particular, we have

Corollary 6.3.5 Let π : (N,F, h) → (M, g) be a metric f -submersion. Let us suppose that
(N,F, h) is reductive and horizontally kähler. Then it is horizontally projectible and the canonical
connection on M is its Levi-Civita connection Dg.

Proof. This follows immediately from lemma 6.3.1 and proposition 6.3.7. More directly, accord-
ing to theorem 6.3.1, we have T|H3 = 0 and therefore this 3-form is projectible. This completes
the proof. �

6.3.4 The example of a naturally reductive homogeneous space

Proposition 6.3.8 Let N = G/K be a Riemannian homogeneous space and g = k⊕n a reductive
decomposition of g. Let us suppose that n admits an AdK-invariant decomposition n = m ⊕ p,
defining then a splitting TN = H ⊕ V, where H = [m] and V = [p]. Let us suppose that there
exists on m an AdK-invariant complex structure J̄0, defining then an f -structure F on N . Then
for any G-invariant metric h for which J̄0 and the decomposition n = m⊕ p are orthogonal (such
a metric always exists), (N,F, h) is a metric f -manifold.
Furthermore, let us suppose that N = G/K is naturally reductive, and that one can choose a
naturally reductive metric h as above71, then (N,F, h) is reductive and of global type G1. More-
over, the canonical connection ∇0 is a characteristic connection. Therefore, in this case this
characteristic connection ∇0 has a parallel torsion ∇0T = 0.

Proof. The naturally reductivity means exactly that the torsion of the canonical connection is
skew-symmetric. This completes the proof. �

Proposition 6.3.9 Let us consider the situation described by (the 2 first sentences of) propo-
sition 6.3.8. Then the horizontal curvature and its linear representation, and the horizontal
curvature operator are given (in terms of their lifts in G) by

˜Φ(X,Y ) = − [Xm, Ym]p

ρ̃(V ) = −admVp
˜R̄(X,Y )Z = adm [Xm, Ym]p

In the second equality, we have supposed that G/K is endowed with a naturally reductive metric.

Definition 6.3.9 Let N = G/K be a Riemannian homogeneous space and H ⊃ K a subgroup
of G such that M = G/H is Riemannian. Then we will say that a G-invariant metric h on N
induces a G-invariant metric g on M if π : (G/K, h) → (G/H, g) is a Riemannian submersion
and therefore a homogeneous fibre bundle. We will then say that h is projectible on M and that
g is induced by h.

71which means that denoting by G(n), the compact subgroup in GL(n) generated by Λn(n) := {[adn(X)]n, X ∈
n} ⊂ gl(n), and by 〈G(n), I0〉 the closed subgroup generated by G(n) and I0 := J̄0 ⊕ −Idp, then 〈G(n), I0〉/G(n)
is compact.

156



Remark 6.3.8 If π : (G/K, h) → (G/H, g) is a Riemannian submersion, then we are in the
situation described by 4.3.1. Indeed if m is an AdH-invariant complement of h in g and p is
an AdH-invariant complement of k in h, then n = p ⊕ m is an AdK-invariant complement of k
in g. Moreover, the AdK-invariant inner product 〈·, ·〉n := hy0 , where y0 = 1.K, defining the
G-invariant metric h, satisfies the equation (4.20) i.e. its restriction 〈·, ·〉m to m is AdH-invariant.
Conversely, if there exists such p and m such that 〈·, ·〉m := hy0|m×m is AdH-invariant then h is
projectible on M .

Proposition 6.3.10 Let us suppose that N = G/K is a (locally) 2k-symmetric space endowed
with its canonical f -structure F and its canonical connection ∇0. Let us suppose that N = G/K
is naturally reductive.
• Then there exists a G-invariant naturally reductive metric h on N such that τ|n is orthogonal
and thus which is compatible with F . Then (N,F, h) is a reductive metric f -manifold of global
type G1, and its horizontal curvature Φ is pure.
• Furthermore, any naturally reductive metric h chosen as above, induces a G-invariant Rie-
mannian metric g on the k-symmetric space M = G/H, and π : (G/K, h) → (G/H, g) is a
homogeneous fibre f -bundle.

Proof. The existence of h follows from lemma 8.2.4, in the Appendix. The fact that (N,F, h)
is a reductive metric f -manifold of global type G1 follows from proposition 6.3.8. Moreover, Φ is
pure because of proposition 6.3.9 and since

[Xm, Ym]p = [Xm, Ym]gk
=

∑

1≤|j|≤k−1

[Xj, Y−j+k], ∀Xm, Ym ∈ m,

and by definition of J.
The second point of the proposition follows from proposition 8.2.1, in the Appendix, defini-
tion 6.3.9 and definition 6.3.5. This completes the proof. �

6.3.5 The example of the twistor space Zα2k(M).

Let (M, g) be a (even dimensional) Riemannian manifold endowed with a metric connection
∇. Then we consider the homogeneous fibre bundle π : (Zα2k(M), h) → (M, g) defined by the
Riemannian vector bundle (TM, g,∇). (See sections 4.1.2 (example 4.1.3) and 4.3.3.) Let us
consider also its canonical 2k-structure J ∈ C(Zα2k(π∗TM)), to which corresponds the orthogonal
complex structure J ∈ C (Σ(π∗TM)) ∼= C (Σ(H)). This complex structure defines then a metric
f -structure F on Zα2k(M). Then the twistor bundle (Zα2k(M),F , h) is a reductive metric f -
manifold, more precisely a homogeneous fibre f -bundle.

Proposition 6.3.11 Let (M, g) be a Riemannian manifold endowed with a metric connection
∇. Then we have

∇HJ = 0, ∀H ∈ H.
Proof. We have the following sequence of morphisms of bundle over M which are SO(2n)-
invariant projections on the fibres:

Q = SO(TM)
πZ−−−−→ Q/U0(J

α
0 ) = Zα2k(M)

P−−−−→ Σ(M) = Q/U(Jα0 )

In particular, the structure of homogeneous fibre bundle of NΣ = Σ(M) (defined by ∇) is the
image by the projection P of the structure of homogeneous fibre bundle of NZ = Zα2k(M) (defined
by ∇):

TQ = HQ ⊕ VQ (πZ )∗−−−−→ TNZ = HZ ⊕ VZ (P)∗−−−−→ TNΣ = HΣ ⊕ VΣ.
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In particular we have ∇J = P∗(∇J ) and therefore

∇HJ = 0, ∀H ∈ H,

according to theorem 4.3.6 (i). This completes the proof. �

Theorem 6.3.2 Let (M, g) be a Riemannian manifold endowed with a metric connection ∇.
Let us suppose that ∇ is geodesically equivalent to the Levi-Civita connection, i.e. it admits a
skew-symmetric torsion. Then the twistor bundle (Zα2k(M),F , h) is horizontally of type G1, and
horizontally projectible, ∇ being the canonical connection of M .

Proof. This follows immediately from proposition 6.3.11 and proposition 6.3.7. �

Corollary 6.3.6 Let (M, g) be a Riemannian manifold endowed with a metric connection ∇. If
∇ = Dg is the Levi-Civita connection, then (Zα2k(M),F , h) is horizontally Kähler.

Proof. This follows immediately from proposition 6.3.11 and lemma 6.3.1. �

6.3.6 The example of the twistor space Zα2k,j(M,Jj).

Let (M, g) be a Riemannian manifold endowed with a metric connection ∇ and Jj a section of
(Zα2k(M))j . Then we consider the the homogeneous fibre bundle π : (Zα2k,j(M,Jj), h) → (M, g)

defined by the Riemannian vector bundle (TM, g,∇[j]
). We denote by Fj the canonical f -

structure defined as above in 6.3.5. Then the twistor bundle (Zα2k,j(M,Jj),Fj , h) is a reductive
metric f -manifold, more precisely a homogeneous fibre f -bundle.

Theorem 6.3.3 Let (M, g) be a Riemannian manifold endowed with a metric connection ∇ and

Jj a section of (Zα2k(M))
j. Let us suppose that ∇[j]

is geodesically equivalent to the Levi-Civita
connection, i.e. it admits a skew-symmetric torsion.
• Then the twistor bundle (Zα2k,j(M,Jj),Fj , h) is horizontally of type G1, and horizontally pro-

jectible, ∇[j]
being the canonical connection of M .

• Furthermore, if ∇Jj = 0 so that (Zα2k,j(M,Jj),Fj, h)→ (M, g) is a reduction of (Z2k(M),F , h)→
(M, g), the paracharacteristic connection of (Z2k(M),F , h) is reducible in (Zα2k,j(M,Jj),Fj , h)
and its reduction is the paracharacteristic connection of (Zα2k,j(M,Jj),Fj , h).

Proof. For the first point, proceed as in 6.3.5. For the second point, apply proposition 6.3.6. �

Corollary 6.3.7 Let (M, g) be a Riemannian manifold endowed with a metric connection ∇
and Jj a section of (Zα2k(M))

j. If in particular ∇ = Dg is the Levi-Civita connection, then
(Zα2k,j(M,Jj),Fj , h) horizontally Kähler.

Proof. Proceed as in 6.3.5. �

6.3.7 The reduction of homogeneous fibre bundle IJ0 : G/G0 →֒ Zα0

2k,2(G/H, J2).

We consider the situation described by 4.4.1 and use the same notations.
We have seen in 4.4.1 that IJ0 : G/G0 −→ Zα0

2k,2(G/H, J2) is a reduction of homogeneous fibre
bundles (theorem 4.4.3). Moreover by definition of IJ0 and J , this is also an f -immersion.

158



Therefore, since (G/G0, F, h) and72 (Zα0

2k,2(G/H, J2),F2, h2) are both metric f -manifolds, it fol-
lows that IJ0 is a reduction of homogeneous fibre f -bundle. Moreover, we suppose that the
G-invariant metric g on G/H , induced73 by the metric h on G/G0, is naturally reductive. This
is the case in particular if h is naturally reductive (see proposition 6.3.10).
Therefore according to proposition 6.3.6, we have

Proposition 6.3.12 The canonical paracharacteristic connection of Zα0

2k,2(G/H, J2) is reducible
in G/G0 and its reduction is the canonical connection of G/G0.

Remark 6.3.9 To apply proposition 6.3.6, we need a priori a metric reduction of homogeneous
fibre bundle, i.e. the inner product 〈·, ·〉p on the fibre H/G0 of the fibration G/G0 → G/H ,
must be in the form described by remark 4.3.1. That is to say the inner product on n defining
h on G/G0 is on the form 〈·, ·〉m + 〈·, ·〉p with 〈·, ·〉m AdH-invariant and naturally reductive (and
invariant by τm), and 〈·, ·〉p given by remark 4.3.1. But in fact, proposition 6.3.12 still holds for
any G-invariant metric h which induces a naturally reductive metric g on M : in other words
〈·, ·〉p can be any AdK-invariant inner product on p. Indeed, it suffices to remark that ∇0 is
always the paracharacteristic connection of (G/G0, F, h) for any h inducing a naturally reductive
metric g on G/H . Indeed, we have (admV )J0 = −J0(admV ), ∀V ∈ p = gk, by definition of J0.
Therefore, the component T|V×H×H of ∇0 is pure so that ∇0 is always the paracharacteristic
connection of (G/G0, F, h) and proposition 6.3.12 holds in general for all possible choice of 〈·, ·〉p.

6.4 Stringy Harmonic maps in f-manifolds.

6.4.1 Definitions

We have defined the notion of stringy harmonic maps in the context of almost complex manifolds
(endowed with a linear connection) and we have seen that it corresponds to a generalisation of
harmonic maps. Now, we will extend this notion of stringy harmonicity to f -manifolds endowed
with a linear connection. Indeed, the preliminary study of the maximal determined system done
in section 2.4, leads us to introduce the following generalisation of (stringy) harmonic maps.

Definition 6.4.1 Let (N,F ) be an f -manifold with ∇ a linear connection. Then we will say
that a map f : L → N from a Riemann surface into N is stringy harmonic if it is solution of
the stringy harmonic maps equation:

−τg(f) + (F • T )g(f) = 0

Definition 6.4.2 Let (N,F ) be an f -manifold with ∇ a linear connection. Then we will say
that a map f : L→ N from a Riemann surface into N is ⋆-stringy harmonic if it is solution of
the modified stringy harmonic maps equation:

−τg(f) + (F ⋆ T )g(f) = 0.

Proposition 6.4.1 Let (N,F ) be an f -manifold with ∇ a linear f -connection. Let us suppose
that RV = 0. Then, setting T̄ = TH

H2 , the equation of stringy harmonicity, w.r.t. ∇, for maps

72We denote the metric in Zα0
2k,2(G/H, J2) by h2 to differentiate it from the metric in G/G0. See the convention

of notations in 4.4.1.
73In the sens of definition 6.3.9, see remark 6.3.8, and also 4.3.1.
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f : L→ N is written



− ∗ τv(f) + 1

2
Φ(df ∧ J̄df) = 0

− ∗ τh(f) + 1

2
(J̄ · T̄ )(df ∧ df) + 1

2
NF (d

vf ∧ J̄dhf) = 0

whereas the equation of ⋆-stringy harmonicity is written:



− ∗ τv(f) + 1

2
Φ(df ∧ J̄df) = 0

− ∗ τh(f) + 1

2
(J̄ ⋆ T̄ )(df ∧ df) + 1

2
NF (d

vf ∧ J̄dhf) = 0

where τv(f), τh(f) are respectively the vertical and horizontal component of the tension field
w.r.t. ∇ (which coincide also with the vertical and horizontal tension fields respectively, since
∇ preserves the splitting TN = V ⊕ H). Moreover, as usual, ∗ is the Hodge operator for some
Hermitian metric on L.

Proof. Use theorem 6.2.2. �

Remark 6.4.1 We see that stringy harmonicity in (N,F ) can be viewed as a kind of coupling
between some equation of J̄-stringy harmonicity and the equation of vertical harmonicity. We
will come back to this in details elsewhere [45, 46].

Proposition 6.4.2 Let iv : (Nv, hv, F v)→ (N,F, h) be a complete reduction of metric f -manifolds.
Let ∇c ∈ Con(V) reducible in Vv, and ∇c,v its reduction. Let us suppose that (N,F, h) is hori-
zontally of type G1 and almost reductive. Let f : L→ Nv be a map.
• The (⋆ -)stringy harmonicity of f w.r.t. to the paracharactersitic connection ∇ of (N, h, F )
extending ∇c, is equivalent to the (⋆ -)stringy harmonicity of f w.r.t. to the paracharactersitic
connection of (Nv, hv, F v) extending ∇c,v.
• In the same way, if (N,F, h) is reductive and of global type G1, then the (⋆ -)stringy harmonicity
of f w.r.t. to the charactersitic connection ∇ of (N, h, F ) extending ∇c, is equivalent to the (⋆ -
)stringy harmonicity of f w.r.t. to the charactersitic connection of (Nv, hv, F v) extending ∇c,v.
In particular, these properties hold when iv : (N

v, hv, F v)→ (N,F, h) is a reduction of homoge-
neous fibre bundle as described in proposition 6.3.6.

Proof. This results immediately from proposition 6.2.14 and lemma 6.2.5. This completes the
proof. �

Proposition 6.4.3 Let iv : (Nv, hv, F v)→ (N, h, F ) be a complete reduction of metric f -manifolds.
Let us suppose that (N,F, h) is horizontally of type G1 and almost reductive. Let f : L→ Nv be
a map.
• The (⋆ -)stringy harmonicity of f w.r.t. to one paracharactersitic connection ∇ of (N, h, F )
is equivalent to the (⋆ -)stringy harmonicity of f w.r.t. to any paracharactersitic connection of
(Nv, hv, F v).
• In the same way, if (N,F, h) is reductive and of global type G1, then the (⋆ -)stringy harmonic-
ity of f w.r.t. to one charactersitic connection ∇ of (N, h, F ) is equivalent to the (⋆ -)stringy
harmonicity of f w.r.t. to any charactersitic connection of (Nv, hv, F v).

Proof. We deduce from proposition 6.2.15, theorem 6.2.5 and equation (6.9), that the terms
in ∇∗df + (F • T )g(f) which could be no reducible in Nv are only those corresponding to the
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vertical terms (F •T )H×V×V and (F •T )V×H×V equal to RV(Y
v, Zv, J̄Xh) and RV(Z

v, Xv, J̄Y h)
respectively. These terms do not depend on the choice of ∇ (and ∇v for the corresponding terms
in Nv) and from proposition 6.4.2, we know that for a convenient choice of∇ and∇v, these terms
are reductible, i.e. if B (resp. Bv) is one of these terms then Bv

g (f) = Bg(f). This completes
the proof. �

6.4.2 The closeness of the 3-forms F • T and F ⋆ T .

Let us see under which conditions on a reductive metric f -manifold of global type G1, the 3-forms
F • T and F ⋆ T defined by one characteristic connection are closed.

Proposition 6.4.4 Let (N,F, h) be a reductive metric f -manifold of global type G1. Let ∇ be
some characteristic connection on N . Let us consider the following statements:

(i) The 3-forms H = F • T is closed.

(ii) The 3-forms H⋆ = F ⋆ T is closed.

(iii) The horizontal 3-form F ·NF is closed.

(iv) The 3-form F ·NF −
1

2
F 	· (Skew(Φ) + Skew(RV )) is closed.

(v) The 3-form
1

2
(F ·NF − F 	· (Skew(Φ) + Skew(RV))) is closed.

(vi) The 3-form F 	· (Skew(Φ) + Skew(RV)) is closed.

Then we have the following equivalences: (i)⇔ (iv) and (ii)⇔ (v). Moreover any couple of state-
ments in {(i), (ii), (iii)} imply the third one. Any couple of statements in {(iii), (iv), (v), (vi)}
imply the two others. In other words identifying (i) with (iv) and (ii) with (v) (since they are
respectively equivalent) in the set of six elements {(i), . . . , (vi)}, then in the obtained set of four
elements, any couple of two statements is equivalent to the couple of the two others.

Proof. This follows from the following identities:

1

2
F ·NF = F • T − F ⋆ T

F • T = F ·NF −
1

2
F 	· (Skew(Φ) + Skew(RV ))− dΩF (proposition 6.2.8)

F ⋆ T = F • T − 1

2
F ·NF =

1

2
F ·NF −

1

2
F 	· (Skew(Φ) + Skew(RV))− dΩF .

�

Definition 6.4.3 Let (N,F, h) be a reductive metric f -manifold of global type G1. We will say
that (N,F, h) has a closed stringy structure if the 3-forms F ·NF and F	· (Skew(Φ) + Skew(RV))
are closed. This is equivalent to say that the two 3-forms H and H⋆ are closed.
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Characteristic connections with parallel torsion. In this paragraph, (N,F, h) is a reduc-
tive metric f -manifold of global type G1. Let us suppose that one of its characteristic connections,
∇, has a parallel torsion ∇T = 0.
Now, let us compute all the components in each space (ΛpH∗)∧ (ΛqV∗), p+q = 4, of the exterior
differential dα of the different 3-forms α we have considered in proposition 6.4.4.

Lemma 6.4.1 Let α be a ∇-parallel 3-form. Then

dα(X,Y, V, Z) = S
X,Y,Z

α(T (V, Z), X, Y ) + α(T (X,Y ), V, Z)

In particular, if α is horizontal then

dα|Λ4V = 0

dα|(Λ3V)∧H = 0

dα|(Λ2V)∧H2(V0, V1, H2, H3) = α(RV(V0, V1), H2, H3)

dα|V∧(Λ3H)(V0, H1, H2, H3) = S
i,j,k

α(TH(V0, Hi), Hj , Hk)

Notation We set S(H,V) = S(H × H × V) ⊕ S(H × V × V). Then for any B ∈ T , we set
B̊ = B|S(H,V). Let us remark that we have

−F 	· T̊ = dΩF |S(H,V) and − J̄ 	· T̄ = dΩF |H3 .

Lemma 6.4.2 We have the following identity:

−d(J̄ 	· T̄ ) = d(F 	· T̊ )

Proof. We have
0 = −d(dΩF ) = d(J̄ 	· T̄ ) + d(F 	· T̊ ).

This completes the proof. �

Proposition 6.4.5 The following identity holds:

d(F ·NF )|H4 = d (F 	· (Skew(Φ) + Skew(RV)) )|H4

Therefore the following statements are equivalent

(i) dH|H4 = 0 (iv) SX,Y,Z Ā(X,Y )Z = 0
(ii) dH⋆

|H4 = 0 (v) SX,Y,Z Ā(−)(X,Y )Z = 0.

(iii) d(F ·NF )|H4 = 0

We will say that J̄ is a cyclic derivation of the horizontal curvature when (iv) holds. �

Proof. We consider 4-forms on H and denote by (X,Y, V, Z) the variable in H4. Proceeding as
in the proof of proposition 5.3.4, we obtain according to lemma 6.4.1

d(J̄ 	· T̄ ) = S
X,Y,Z

(J̄ 	· T̄ )
(
X,Y, T̄ (V, Z)

)
+ (J̄ 	· T̄ )

(
V, Z, T̄ (X,Y )

)

= S
X,Y,Z

∑

(X,Y )⇄(V,Z)

〈(J̄ 	· T̄ )(X,Y ), T̄ (V, Z)〉

= S
X,Y,Z

∑

(X,Y )⇄(V,Z)

4〈T̄−−(X,Y ), J̄ T̄++(V, Z)〉+2〈T̄−−(X,Y ), J̄ T̄ 1,1(V, Z)〉−2〈T̄++(X,Y ), J̄ T̄ 1,1(V, Z)〉.
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Moreover, using the same arguments as in the end of the proof of proposition 5.3.4, we can
conclude that the two last terms inside the sum vanish. More precisely, using the fact that
J̄ T̄−− is a 3-form, we can write the second term inside the sum in two different forms which
have different types in ⊗4H∗, therefore, this terms vanishes. Idem for the third term, by using
the corollary 5.3.2 applied to T̄++. Therefore

d(J̄ 	· T̄ ) = S
X,Y,Z

∑

(X,Y )⇄(V,Z)

4〈T̄−−(X,Y ), J̄ T̄++(V, Z)〉. (6.11)

Furthermore, we also have according to lemma 6.4.1

d(F ·NF ) = S
X,Y,Z

(F ·NF )
(
X,Y, T̄ (V, Z)

)
+ (F ·NF )

(
V, Z, T̄ (X,Y )

)

= S
X,Y,Z

∑

(X,Y )⇄(V,Z)

4〈J̄T−−(X,Y ), T̄ (V, Z)〉

= S
X,Y,Z

∑

(X,Y )⇄(V,Z)

4〈J̄T−−(X,Y ), T̄ ∗∗(V, Z)〉

= S
X,Y,Z

∑

(X,Y )⇄(V,Z)

4〈J̄T−−(X,Y ), T̄++(V, Z)〉

Hence, we obtain
d(F ·NF ) = −d(J̄ 	· T̄ ).

This proves the first assertion according to lemma 6.4.2. Moreover, using lemma 6.4.1, we
compute that

d(F 	· T̊ )|H4 = S
X,Y,Z

〈(J̄ 	· Φ)(X,Y ),Φ(W,Z)〉+ 〈(J̄ 	· Φ)(W,Z),Φ(X,Y )〉. (6.12)

Furthermore, introducing the linear representation ρ : V → so(H), we have

〈(J̄ 	· Φ)(X,Y ),Φ(W,Z)〉+ 〈(J̄ 	· Φ)(W,Z),Φ(X,Y )〉 = 〈ρ
(
J̄ 	· Φ(X,Y )

)
W,Z〉 − 〈[J, ρ(Φ(X,Y ))]W,Z〉

= 〈Ā(X,Y )W,Z〉 = −〈Ā(X,Y )Z,W 〉 (6.13)

Finally, according to (6.11), we see that the 4-form d(J̄ 	· T̄ ) is of type (4, 0) + (0, 4), and thus

S
X,Y,Z

〈Ā(X,Y )Z,W 〉 = S
X,Y,Z

〈Ā(−)(X,Y )Z,W 〉.

This completes the proof. �

Notation Given B ∈ C(Λ2T ∗N ⊗H), we denote simply ImB = {B(X,Y ) ∈ H, X, Y ∈ TN} ⊂
H. In particular, we have ImNJ̄ = NJ̄(H,H) ⊂ H and ImRV = RV(V ,V) ⊂ H.
Moreover, we will also use the notations kerC = {X ∈ H|C(X, ·) = 0} and Supp(C) = (kerC)⊥,
for any C ∈ C(Λ2H∗ ⊗ TN).

Proposition 6.4.6 Let us supppose that RV = 0. Then the following identities hold:

(i) dH|H2×V2 = 0 (iii) d(F ·NF )|H2×V2 = 0
(ii) dH⋆

|H2×V2 = 0 (iv) d (F 	· (Skew(Φ) + Skew(RV )) )|H2×V2 = 0.

Proof.It results from lemma 6.4.1 applied to the horizontal 3-forms F ·NF and J̄	· T̄ , and then
from lemma 6.4.2.
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Proposition 6.4.7 Let us supppose that RV = 0 and that the horizontal curvature Φ is pure.
Then the following statements are equivalent

(i) dH|H3×V = 0 (iii) d(F ·NF )|H3×V = 0
(ii) dH⋆

|H3×V = 0 (iv) SX,Y,Z J̄NJ̄(ρ(V )X,Y, Z) = 0.

Moreover these later are also equivalent to the following equivalent statements

(iv) NJ̄(X,Y, ρ(V )Z) = 0.

(v) NJ̄(H,H) ⊥ ρ(V)(H), or equivalently kerNJ̄ ⊥ kerΦ, i.e. Supp(NJ̄) ⊥ Supp(Φ).

We will say that the 2-forms NJ̄ and Φ have orthogonal supports, when (v) is satisfied.

Proof. According to lemma 6.4.1, we have

d(J̄ 	· T̄ )(V0, H1, H2, H3) = S
i,j,k

(J̄ 	· T̄ )(ρ(V0)Hi, Hj , Hk)

= S
i,j,k
〈J̄
(
−3T̄−− + T̄++ − T̄ 1,1

)
(Hi, Hj), ρ(V0)Hk〉

= S
i,j,k
〈J̄
(
−3T̄−− + T̄++ − T̄ 1,1

)
(Hi, Hj), ρ

(−)(V0)Hk〉 (6.14)

In the same way, we have

d(F ·NF )(V0, H1, H2, H3) = S
i,j,k
〈(4J̄ T̄−−)(Hi, Hj), ρ

(−)(V0)Hk〉.

Moreover, for any ∇-parallel 3-form α ∈ C
(
(Λ2H∗) ∧ V∗

)
, we have

dα((V0, H1, H2, H3) = S
i,j,k

α(T (V0, Hi), Hj , Hk) + α(T (Hi, Hj), V0, Hk)

= S
i,j,k

α(TV(V0, Hi), Hj , Hk) + α(T̄ (Hi, Hj), V0, Hk)

= S
i,j,k

α(T̄ (Hi, Hj), V0, Hk)

since RV = 0 and hence TV(V0, Hi) = 0. Therefore let us apply this:

d(F 	· T̊ )(V0, H1, H2, H3) = d(F 	· Skew(Φ))(V0, H1, H2, H3) = S
i,j,k

(F 	· Skew(Φ))(Hk, T̄ (Hi, Hj), V0)

= S
i,j,k

(J̄ 	· Φ)(Hk, T̄ (Hi, Hj), V0) = S
i,j,k
〈
[
ρ(V0), J̄

]
Hk, T̄ (Hi, Hj)〉

= 2 S
i,j,k
〈ρ(−)(V0)Hk, J̄ T̄ (Hi, Hj)〉 (6.15)

Then applying lemma 6.4.2 to (6.14) and (6.15) , we obtain

S
i,j,k
〈J̄
(
−T̄−− + T̄ 1,1 + 3T̄++

)
(Hi, Hj), ρ

(−)(V0)Hk〉 = 0

and then taking respectively the (3, 0)+ (0, 3)-type and the (2, 1) + (1, 2)-type part w.r.t. to the
horizontal variables (H1, H2, H3) ∈ H3, of this equation we obtain

〈J̄ T̄++(Hi, Hj), ρ
(−)(V0)Hk〉 = 0 (6.16)

〈J̄
(
−T̄−− + T̄ 1,1

)
(Hi, Hj), ρ

(−)(V0)Hk〉 = 0 (6.17)
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This proves the equivalence between the four first statements.

The equivalence (v) ⇔ (vi) is obvious. It remains to prove the equivalence (iv) ⇔ (v). But this
results immediately from the fact that NJ̄ = 4T̄−− is a 3-form of type (3, 0)+(0, 3) and ρ = ρ(−).
This completes the proof. �

Finally,

Lemma 6.4.3 The components in Λ4V∗ and (Λ3V∗) ∧H∗ of the following exterior derivatives:
dH, dH⋆, d(F ·NF ) and d (F	· (Skew(Φ) + Skew(RV)) ), vanishes.

Proof. Apply lemma 6.4.1 to the horizontal 3-forms J̄ 	· T̄ and F ·NF . Then use lemma 6.4.2.
This completes the proof. �

Let us summarize:

Theorem 6.4.1 Let (N,F, h) be a reductive metric f -manifold of global type G1. Let us suppose
that one of its characteristic connections, ∇, has a parallel torsion ∇T = 0. Let us supppose
that RV = 0 and that the horizontal curvature Φ is pure.

• Then (N,F, h) has a closed stringy structure if and only if the horizontal 3-form F · NF is
closed.

• Moreover, this happens if and only if the horizontal complex structure J̄ is a cyclic permutation
of the horizontal curvature, and the 2-forms NJ̄ and Φ have orthogonal supports.

The particular case of Horizontally Hermitian f-manifolds. In horizontally Hermitian
f -manifolds, we have F ·NF = 0 and therefore F ·NF = 0 is a closed 3-form. Therefore we can
apply theorem 6.4.1.

Corollary 6.4.1 Let π : (N,F, h) → (M, g) be a Riemannian submersion from a metric f -
manifold into a Riemannian manifold. Let us suppose that (N,F, h) is reductive and horizontally
Hermitian, so that it is in particular horizontally of type G1. Let us suppose also that one of its
characteristic connections, ∇, has a parallel torsion ∇T = 0 and that the horizontal curvature
Φ is pure. Then (N,F, h) has a closed stringy structure.

6.4.3 The sigma model with a Wess-Zumino term in reductive metric f-manifold
of global type G1.

Now, we can conclude with the following variational interpretation of the stringy harmonicity.

Theorem 6.4.2 Let (N,F, h) be a reductive metric f -manifold of global type G1. Let us suppose
that (N,F, h) is stringy closed. Let ∇ be one characteristic connection.
• Then the equation for stringy harmonic maps (w.r.t. ∇) f : L → N is exactly the Euler-
Lagrange equation for the sigma model in N with a Wess-Zumino term defined by the closed
3-form

H = −dΩF + F ·NF −
1

2
F 	· (Skew(Φ)) .

• Moreover the equation for ⋆-stringy harmonic maps f : L → N is exactly the Euler-Lagrange
equation for the sigma model in N with a Wess-Zumino term defined by the closed 3-form

H⋆ = −dΩF +
1

2
F ·NF −

1

2
F 	· (Skew(Φ)) .
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6.4.4 The example of a naturally reductive homogeneous space

By definition of (⋆-)stringy harmonicity and the expression of the torsion of ∇0 in terms of the
Lie bracket, we have the following.

Proposition 6.4.8 Let N = G/K be a Riemannian homogeneous manifold endowed with a G-
invariant complex structure F . Let g = k ⊕ n be a reductive decomposition of g, and n = m ⊕ p

the AdK-invariant decomposition defined by F . Let f : L → N be a smooth map, U : L→ G be
a (local) lift of f and α = U−1.dU the corresponding Maurer-Cartan form. Then in terms of α,
the equation of stringy harmonicity (w.r.t. ∇0) is written





d ∗ αp + [αk ∧ ∗αp] +
1

2
[J̄0αm ∧ αm]p = 0

d ∗ αm + [αk ∧ ∗αm]−
1

2
J̄0
[
J̄0αm ∧ J̄0αm

]
m
+

1

2

(
[αp ∧ J̄0αm]− J̄0[αp ∧ αm]

)
= 0

whereas the equation of ⋆-stringy harmonicity is written:




d ∗ αp + [αk ∧ ∗αp] +
1

2
[J̄0αm ∧ αm]p = 0

d ∗ αm + [αk ∧ ∗αm] +
1

2
[J̄0αm ∧ αm]m +

1

4
J0
([
J̄0αm ∧ J̄0αm

]
m
+ [αm ∧ αm]m

)

+
1

2

(
[αp ∧ J̄0αm]− J̄0[αp ∧ αm]

)
= 0.

where J̄0 is the complex structure on m corresponding to F .

6.4.5 Geometric interpretation of the maximal determined even case.

In this subsection, we suppose that N = G/K is a (locally) 2k-symmetric space, and we use the
notations and the conventions of 2.1.

Theorem 6.4.3 Let us suppose that N = G/K is a (locally) 2k-symmetric space endowed with
its canonical f -structure74 F and its canonical connection ∇0. Then the associated maximal de-
termined system, Syst(2k − 1, τ) is the equation of ⋆-stringy harmonicity for the geometric map
f : L→ N : (∇0)

∗
df + (F ⋆ T )(f) = 0.75

Moreover, if we consider now that N = G/K is endowed with the f -structure F ⋆ := ⊕k−1
j=1 (−1)jF[mj ]⊕

0[gk], then this system is the equation of stringy harmonicity for the geometric map f : L → N :
(∇0)

∗
df + (F ⋆ · T )(f) = 0.

Proof. The first point follows from theorem 2.4.2, proposition 6.4.8 and the fact that the compo-
nent T̄ = TH

|H2 of the torsion T of ∇0 satisfies the same kind of identities as in proposition 5.3.7.
The second point follows from proposition 5.3.2 and remark 5.3.3 applied to the complex vector
bundle (H, J̄), the 2-form T̄ ∈ T (H) and the J̄-invariant decomposition TN = E+⊕E−, defined
by E+ = ⊕k−1

j=1
j even

[mj], and E− = ⊕k−1
j=1
j odd

[mj ]. This completes the proof. �

Theorem 6.4.4 Let us suppose that N = G/K is a (locally) 2k-symmetric space endowed with
its canonical f -structure F and its canonical connection ∇0. Let us suppose that N = G/K is

74defined by (2.18)
75Where we have removed the index "g" which specifies that the previous terms are computed with respect to

some Hermitian metric g on L.
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naturally reductive and we choose a naturally reductive G-invariant metric h for which τ|n is or-
thogonal76 and thus which is compatible with F . Then (N,F, h) is a reductive metric f -manifold
of global type G1, and its horizontal curvature Φ is pure. Moreover, (N,F, h) has a closed stringy
structure.
Therefore, the associated maximal determined system, Syst(2k − 1, τ), is exactly the Euler-
Lagrange equation for the sigma model in N with a Wess-Zumino term defined by the closed
3-form

H⋆ = −dΩF +
1

2
F ·NF −

1

2
F 	· (Skew(Φ)) .

Moreover, if we consider now that N = G/K is endowed with the f -structure F ⋆, then the
previous system is exactly the Euler-Lagrange equation for the sigma model in N with a Wess-
Zumino term defined by the closed 3-form

H = −dΩF⋆ + F ⋆ ·NF⋆ − 1

2
F 	· (Skew(Φ)) .

The theorem will follow from the two following lemmas.

Lemma 6.4.4 In the metric f -manifold (N,F, h) of theorem 6.4.4, J̄ is a cyclic derivation of
the horizontal curvature.

Proof. According to subsection 6.3.4, we have

˜Ā(X,Y )Z =
[
[J̄0Xm, Ym]p, Zm

]
+
[
[Xm, J̄0Ym]p, Zm

]
− J̄0 [ [Xm, Ym]p, Zm] +

[
[Xm, Ym]p, J̄0Zm

]

= 2
([

[J̄0Xm, Ym]p, Zm

]
+
[
[Xm, Ym]p, J̄0Zm

])
(6.18)

In this equation, X,Y, Z ∈ C(H) with lifts Xm, Ym, Zm ∈ C∞(G,m), and ˜Ā(X,Y )Z ∈ C∞(G,m)
denotes the lift of Ā(X,Y )Z ∈ C(H). An other possibility is to consider that X,Y, Z ∈ H are
horizontal vectors at some point y ∈ N and that we have chosen g ∈ G such that g.G0 = y and
that we have set X = Adg(Xm), and idem for Y and Z. Then the equation (6.18), when written
in the form Ã = Bm, means in fact that we have A = Adg(Bm).
In the following, we will use this kind of notation without recalling these precisions.
Moreover, since Φ is pure (proposition 6.3.10), we have [J̄0Xm, Ym]p = [Xm, J̄0Ym]p and (admgk) J̄0 =
−J̄0 (admgk), then we obtain

S
X,Y,Z

˜Ā(X,Y )Z = 2i S
X,Y,Z


 ∑

1≤|j|,|l|≤k−1

s(−j) [[Xj , Y−j+k], Zl] +
∑

1≤|j|,|l|≤k−1

s(−l) [[Xj, Y−j+k], Zl]




= 2i S
X,Y,Z

∑

1≤|l|≤k−1

s(−l)
∑

1≤|j|≤k−1
jl >0

[[Xj , Y−j+k], Zl]

where s(n) is the sign of n ∈ Z. Furthermore, α := S
X,Y,Z

˜Ā(X,Y )Z defines a element of Λ3g∗⊗g,

which in fact corresponds to a 4-form of type (4, 0) + (0, 4) according to the proof of propo-
sition 6.4.5 (see in particular, equations (6.12) and (6.13)). Let us consider the component in(
g∗j ∧ g∗−j+k ∧ g∗l

)
⊗ g of this the element of this element of Λ3g∗ ⊗ g. We remark first that this

76See proposition 6.3.10.
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component is in fact in
(
g∗j ∧ g∗−j+k ∧ g∗l

)
⊗ gk+l. Let us set

I+ = { {j,−j + k, l}, 1 ≤ j, l ≤ k − 1}
I− = { {j,−j + k, l}, −(k − 1) ≤ j, l ≤ −1} = −I+
I = I+ ⊔ I−.

Then, denoting by k + l the representant modulo 2k of k+ l in {−(k−1), . . . ,−1}∪{1, . . . , k−1},
we have {j, k + l, l} /∈ I because k + l has a opposite sign to j and l. Therefore, the component
in
(
g∗j ∧ g∗k+l ∧ g∗l

)
⊗ g−j+k of our element α vanishes, which since α is a 4-form implies that

α = 0. This completes the proof. �

Lemma 6.4.5 In the metric f -manifold (N,F, h) of theorem 6.4.4, the 2-forms NJ̄ and Φ have
orthogonal supports.

Proof. Denoting by T the torsion of the canonical connection ∇0, we have

˜T−−(X,Y ) = −
∑

k+1≤i+j≤2(k−1)
1≤i≤j≤k−1

(
1− δij

2

)(
[Xmi , Ymj ]mi+j + [Xmj , Ymi ]mi+j

)
.

Therefore

〈T−−(X,Y ), ρ(V )Z〉 = −
∑

k+1≤i+j≤2(k−1)
1≤i≤j≤k−1

(
1− δij

2

)
〈[Xmi , Ymj ]mi+j , [Zmi+j−k

, Vk]〉

but we have

〈[Xmi , Ymj ]mi+j , [Zmi+j−k
, Vk]〉 = 〈[Xmi , Ymj ]i+j , [Zi+j−k, Vk]〉+ 〈[Xmi , Ymj ]−(i+j), [Z−(i+j)−k, Vk]〉

= 〈
[
[Xmi , Ymj ]i+j , Zi+j−k

]
, Vk〉+ 〈

[
[Xmi , Ymj ]−(i+j), Z−(i+j)−k

]
, Vk〉

and these two scalar products vanishes, because 2(i+ j)− k 6= k mod 2k and −2(i+ j) + k 6= k
mod 2k. Indeed 2(i+ j) 6= 0 mod 2k, since k+1 ≤ i+ j ≤ 2(k− 1). This completes the proof.�

Proof of theorem 6.4.4 It follows from proposition 6.3.10, lemmas 6.4.4 and 6.4.5, theo-
rems 6.4.1 and 6.4.2. This completes the proof. �

Remark 6.4.2 Let us remark that a 4-symmetric space, endowed with its canonical f -structure
F and a naturally reductive metric is horizontally Kähler.

6.4.6 Twistorial Geometric interpretation of the maximal determined even case.

We come back to the situation of 6.3.7. We use also the notation of definition 3.6.4. Then
according to proposition 6.3.12 77 and theorem 6.4.3, we obtain

Theorem 6.4.5 Let (L, j) be a Riemann surface, f : L→ N = G/G0 be a map and J = f∗IJ0

the corresponding map into Zα0

2k,2(M,J2). Then f is a geometric solution of the even maximal
determined system (Syst(2k − 1, τ)) if and only if J : L → Zα0

2k,2(M,J2) is ⋆-stringy harmonic
w.r.t. the canonical paracharacteristic connection in the twistor space Zα0

2k,2(M,J2).

77Or we can use proposition 6.4.2 as well
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Moreover, let us consider now that N = G/G0 is endowed with the f -structure F ⋆ := ⊕k−1
j=1 (−1)jF[mj ]⊕

0[gk], and that Zα0

2k,2(M,J2) is endowed with the f -structure F⋆ := ⊕k−1
j=1 (−1)jJmj(J ) ⊕ 0VZ,2 ,

where mj(J ) is defined as in definition 3.6.4, and VZ,2 is the vertical space of Zα0

2k,2(M,J2).
Then f is a geometric solution of this system if and only if J : L → Zα0

2k,2(M,J2) is stringy
harmonic w.r.t. the canonical paracharacteristic connection in the twistor space Zα0

2k,2(M,J2).

6.4.7 About the variational interpretation in the Twistor spaces.

We have seen that the twistor spaces (Zα2k(M),F , h), and in particular (Σ(M),F , h), endowed
with their structure of homogeneous fibre f -bundle defined in 6.3.5, are reductive and horizontally
of type G1. Are they in general of global type G1? More generally, which are their subbundles
which are of global type G1? We give below the answer to these questions which are studied in
[47] where the following results are proved.
Let us remark that since the twistor spaces and their subbundles are horizontally of type G1,
the question is in fact to know if these spaces satisfy the condition that ÑF |S(H×H×V) is skew-
symmetric, or equivalently according to remark 6.2.10, the condition

[ρ(V ), J̄ ] = −J̄NF (V ), ∀V ∈ V .
This condition implies strong conditions on the curvature of the metric connection ∇ on M , as
we can see from the expression of Φ in terms of the curvature of ∇ (theorem 4.3.6-(ii)). Now,
let us present the results obtained after some investigations (see [47] for more details).

Lemma 6.4.6 [47] Let ∇ be a metric connection on the Riemannian manifold (M, g). Suppose
that the sectional curvature k(P ) of ∇ depends only on the point x ∈ M and not on the plan
P ∈ Λ2TxM , and that k does not vanish. Then we have

{
R(X,Y )Z = k (〈Z, Y 〉X − 〈Z,X〉Y )

T (X,Y ) =
1

2k
((Y · k)X − (X · k)Y ) .

In particular, ∇ is geodesically equivalent to Levi-Civita if and only if it coincides with Levi-
Civita. Moreover, k is constant if and only if ∇ coincides with Levi-Civita.

Theorem 6.4.6 [47] Let (M, g) be a Riemannian manifold endowed with a metric connection ∇.
Let us consider the homogeneous fibre f -bundle (Σ(M), h,F) defined in 6.3.5. Then (Σ(M), h,F)
is globally of type G1 if and only if ∇ = ∇g and (M, g) has a constant sectional curvature.
Therefore M is a locally symmetric space and Σ(M) is locally 4-symmetric.

Theorem 6.4.7 [47] Let (M, g) be a Riemannian manifold endowed with a metric connection
∇. Let us consider the homogeneous fibre f -bundle (Zα2k(M),F , h) defined in 6.3.5. Then it is
globally of type G1 if and only if ∇ = ∇g and (M, g) has a constant sectional curvature. Therefore
M is a locally symmetric space and Σ(M) is locally 2k-symmetric.

Theorem 6.4.8 [47] Let (M, g) be a Riemannian manifold endowed with a metric connection
∇ with parallel torsion ∇T = 0. Let (N,F, h) be a subbundle of (Zα2k(M),F , h). Then N is
globally of type G1 if and only if M is a locally homogeneous space, i.e. its universal covering

can be written M̃ = G/H, and ∇ coincides with
M

∇0 the canonical connection of M . Moreover
N is a locally homogeneous space, i.e. Ñ = G/K, and the characteristic connection coincides
with the canonical connection of N .
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6.5 Bibliographical remarks and summary of the results.

All together, in this section, we have investigated an unexplored domain (at least for us and from
the specific geometric point of view under consideration), by passing from the study of almost
Hermitian structure to the one of metric f -manifolds . Indeed, firstly we had to find the good
notions to consider: e.g. which action of F on T one should choose (to define for example the new
notion of stringy harmonicity). Secondly, we had to find the good geometric datas to express all
the geometric objects that we use. Indeed, in the almost Hermitian case: ΩJ and NJ was enough,
but in the case of metric f -manifolds: in addition to ΩF and NF , we need also the curvatures
Φ := RH and RV , but sometimes also the Levi-Civita derivative of the projection q. Concretely,
the previous familiar study done in the case of almost Hermitian manifolds corresponds to what
happens here for the horizontal part H of the tangent space. This horizontal part uses only
horizontal components H3 (of the several geometric objects in presence which are most of the
time TN -valued 2-forms on N). To this horizontal component H3, we have to add the vertical
one V3 which in fact plays a negligible role, but also and mostly the coupling terms S(H×H×V)
and S(H×V ×V). Frequently, we have to innovate in order to invent the pertinent new notions
which will allow the global study of (N,F, h) taking account of all these coupling components.

Since 1960’s, of great concern are f -structures introduced by K. Yano, generalizing almost com-
plex and almost contact structures. In turn, metric f -structures are important objects of study
in generalized Hermitian geometry, an area of modern differential geometry developped since the
middle of 1980’s in particular by the Russian school (see Kirichenko [49, 50, 51]). In particular the
notions of Kähler f -structure, Hermitian f -structure, G1f -structure, nearly Kähler f -structure
etc.. However no one of these notions (generalizing the corresponding notions on almost Hermi-
tian manifolds) corresponds to our new notions of reductive, of global type G1, horizontaly Kähler
manifolds and so on, defined in the present section. It seems therefore that there are different
ways to generalize familiar geometric notions in almost Hermitian geometry to notions in metric
f -geometry, and that our own way is totally new. Remark that each of these generalizations
contains the particular case of 2k-symmetric spaces (see [5, 6, 7]).

We would like to mention some related works. Harmonic maps into metric f -manifolds have been
studied by many mathematicians (in several contexts and for several kind of harmonic maps):
Rawnsley [62], Black [9], Urakawa [68], Bryant, Gherghe, Ianus and Pastore [14, 25, 38].

Now, let us summarize the main novelties of the present section.

In subsection 6.2, we provided a general studies of metric f -connections on metric f -manifolds.
We first characterized metric connections preserving the splitting TN = H ⊕ V , and then we
characterize the Riemannian manifolds endowed with an orthogonal splitting, which admit such
a connection with skew-symmetric torsion. We called them reductive f -manifolds. Secondly, we
characterized metric f -connnections in terms of their torsions (theorem 6.2.2) which generalizes
to metric f -structures the theorem of Gauduchon [24, Proposition 2] (see theorem 5.3.3) about
almost Hermitian structures. Then we characterize metric f -manifolds which admit metric f -
connections with skew-symmetric torsion (in several steps: one step for each component: H3,
S(H ×H× V) and S(H × V × V)) which are our so-called reductive manifold of global type G1.
This is the content of theorem 6.2.3 which is in our opinium an important theorem (and of course
completely new). In the particular case where V is a line bundle, (N,F, h) is an almost contact
metric manifold and this theorem contains the result of [23, theorem 8.2].

In subsection 6.3, we specialize our study to the case of fibre bundles. We give several geo-
metric conditions which characterize on fibre bundles the geometric notions defined in subsec-
tion 6.2 (reductivity, global type G1, horizontal global type G1, Horizontally Kähler, etc..). Then
we apply these results to the examples of the twistor spaces Zα2k(M) and Zα2k,j(M,Jj) (and
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more easily to the example of 2k-symmetric spaces). In particular, these twistor spaces pro-
vide classes of examples of manifolds which satisfy the previous geometric properties. Finally,
we prove that the previous geometric structures are preserved under the canonical embedding
IJ0 : G/G0 →֒ Zα0

2k,2(G/H, J2).

In subsection 6.4, we define the new notion of stringy harmonic maps w.r.t. an f -structure.
Then we give some sufficient conditions so that this stringy harmonicity admits a variational
interpretation in terms of a sigma model with a Wess-Zumino term. There are several ways to
interpret this result, which leads to several novelties. Indeed, from the point of view of geometric
analysis, this result provides a new class of geometric variational problems taking place in some
class of metric f -manifolds. From the point of view of mathematical physic this provides a new
class of geometric structures in which it is possible to define a non linear sigma models with a
Wess-Zumino term.

We conclude this subsection by the interpretation of the maximal determined even elliptic inte-
grable systems in terms of stringy harmonic maps. We give this interpretation in two different
settings: in the homogeneous 2k-symmetric space and in the twistor space by using the canonical
embedding.

A consequence of this interpretation is a new contribution to the field of (integrable) non linear
sigma models. Indeed we give new examples of integrable two-dimensional non linear sigma mod-
els. These new examples take place in some homogeneous spaces, namely 2k-symmetric spaces,
which are not symmetric spaces. Again, at our knowledge, all the already known integrable
two-dimensional non linear sigma models take place in symmetric spaces or (equivalently) in Lie
groups.
Several other consequences using this interpretation in the setting of the twistor spaces will be
given in forthcoming papers [47, 45, 46].
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7 Generalized harmonic maps into reductive homogeneous

spaces

This section has 3 objectives.

1. We want to specify clearly and concretely the geometric meaning of each component of the
zero curvature equation on a 1-form αλ taking values in a finite dimensional vector subspace
of a loop Lie algebra. Indeed, we would like to interpret each component of this equation with
a geometric property, as we have already done, for example for the even miminal determined
system, in section 4.3.1. But here, we would like to keep our study in the Lie algebra setting
and in the corresponding homogeneous space for the geometric interpretation. Moreover, we
would like to see how one can obtain naively some of the results obtained in sections 4, 5, and
6. In other words, we would like to continue and complete, in the light of the studies done in
sections 4, 5, and 6, the preliminary and naive study begun in section 2, keeping the same naive
spirit. Then, over and above recovering by a different way, precising, or completing results of
the previous sections, as well as outlining results already implicitly contained in the previous
more general studies but which can be specified in more particular contexts, we also prove some
new results. For example, we prove that the strongly harmonicity in a reductive homogeneous
space has a formulation in terms of a zero curvature equation (that we call elliptic integrable
system associated to a reductive homogeneous space). Moreover, we complete the study of the
odd minimal determined system begun in section 2.3.2.

2. Furthermore, we study the notions of vertical harmonicity, strongly vertical harmonicity,
torsion freedom in the general context of homogeneous spaces fibrations G/K → G/H . We
obtain new results concerning how these notions can be related together and to harmonicity.
We also give some conditions under which these notions have a formulation in terms of a zero
curvature equation.
In the context of homogeneous spaces endowed with an invariant Pfaffian system, we study the
notions of strongly vertically harmonic maps, vertically holomorphically harmonic maps and
such. We also prove some relations between these notions. Again, we give some conditions under
which these notions have a formulation in terms of a zero curvature equation.

3. Moreover, we want to specify the geometric interpretation of the intermediate determined
systems (mk′ < m < k′ − 1). We already know that these are the equations of stringy harmonic
maps which satisfies some additonnal holomorphicity conditions. We would like to make this
more precise.

3. Finally, we conclude with some remarks about the twistorial interpretation.

7.1 Affine harmonic maps into reductive homogeneous spaces.

Let N = G/K be a reductive homogeneous space and g = k⊕m a reductive decomposition of the
Lie algebra g. We use the notations of section 1 (applied to N = G/K instead of M = G/H).

Theorem 7.1.1 Let (L, j) be a Riemann surface and f : (L, j) → N be a smooth map, let
F : L→ G be a (local) lift of u and α = F−1.dF . Then the following statements are equivalent:

(i) f is ∇t-harmonic for one t ∈ [0, 1].

(ii) f is ∇t-harmonic for every t ∈ [0, 1].

(iii) d ∗ αm + [αk ∧ ∗αm] = 0.
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(iv) Im
(
∂̄α′

m + [α′′
k ∧ α′

m] + t[α′′
m ∧ α′

m]m
)
= 0, ∀t ∈ [0, 1].

In fact, the tension field τ t(f) of f with respect to ∇t is independent of t ∈ [0, 1].

Theorem 7.1.2 In the same situation as above, the following statements are equivalent:

(i) f is strongly ∇t-harmonic for one t ∈ [0, 1] \ { 12}.

(ii) f is strongly ∇t-harmonic for every t ∈ [0, 1] \ { 12}.

(iii) ∂̄α′
m + [α′′

k ∧ α′′
m] + t[α′′

m ∧ α′
m]m = 0, ∀t ∈ [0, 1] \

{
1
2

}
.

(iv) f is ∇t-harmonic for one t ∈ [0, 1] and [αm ∧ αm]m = 0.

(iv) dαλ +
1

2
[αλ ∧ αλ] = 0, ∀λ ∈ S1, with αλ = λ−1α′

m + αk + λα′′
m.

Furthermore f is strongly ∇ 1
2 -harmonic if and only if it is ∇ 1

2 -harmonic: indeed ∇ 1
2 is torsion

free.

Proof of theorem 7.1.1 The tension field τ t(f) of f with respect to ∇t is given by

τ t(f) = ∗d∇t ∗ df = ∗AdF (d ∗ αm + [αk ∧ ∗αm] + t[αm ∧ ∗αm]m)

= ∗AdF (d ∗ αm + [αk ∧ ∗αm])

(see section 1.4 (especially equation (1.4)) and section 1.6). This proves the equivalence between
(i), (ii) and (iii). Then we conclude by remarking that 2 Im

(
∂̄α′

m + [α′′
k ∧ α′

m]
)
= d∗αm+[αk∧∗αm]

and that [α′
m ∧ α′′

m]m =
1

2
[αm ∧ αm]m is real. This completes the proof. �

Proof of theorem 7.1.2 We have for all t ∈ [0, 1]

∂̄∇
t

∂f = AdF
(
∂̄α′

m + [α′′
k ∧ α′′

m] + t[α′′
m ∧ α′

m]m
)

(7.1)

so that the ∇t-strongly harmonicity of f is written:

∂̄α′
m + [α′′

k ∧ α′′
m] + t[α′′

m ∧ α′
m]m = 0. (Stm)

Then the imaginary part of ∂̄∇
t

∂f = 0 gives us the ∇t-harmonicity whereas the real part gives
us

dαm + [αk ∧ αm] + t[αm ∧ αm]m = 0 (Re(t))

which is nothing but the lift of the torsion free equation: f∗T t = 0, where T t = T∇t

. Moreover
the projection on m of the Maurer-Cartan equation (on α) gives us the structure equation

dαm + [αk ∧ αm] +
1

2
[αm ∧ αm]m = 0 [MC]m

which is nothing but (Re(12 )) (so that we recover that T
1
2 = 0) but (since it can be written

((Re(0)) + 1
2 [αm ∧ αm]m = 0) it is also the lift of (the f -pullback of) the equation expressing the

canonical torsion T 0 in terms of the Lie bracket (see theorem 1.5.4 or equation (1.9)) :

T 0 + [ , ][m] = 0. (7.2)

which combining with the fact that the left hand side of (Re(t)) is the lift of f∗T t, gives us back
T t = (2t− 1)[ , ][m] (see (1.9)).
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Hence according to (7.1) and [MC]m the strongly harmonicity for one t 6= 1

2
is equivalent to the

harmonicity (imaginary part) and [αm ∧ αm]m = 0 (real part (Re(t)) combining with [MC]m).
We can also simply say that f is strongly harmonic if and only if f is harmonic and torsion free
i.e. [αm ∧ αm]m = 0 according to (1.9). This proves the equivalence between (i), (ii), and (iii).
Now, let us decompose the curvature of αλ, with respect to powers of λ:

dαλ +
1

2
[αλ ∧ αλ] = λ−1 (dα′

m + [αk ∧ α′
m])

+ (dαk +
1

2
[αk ∧ αk] +

1

2
[αm ∧ αm]k) +

1

2
[αm ∧ αm]m

λ (dα′′
m + [αk ∧ α′′

m])

hence using the fact that αλ is real (i.e. g-valued)

dαλ +
1

2
[αλ ∧ αλ] = 0⇔





dα′
m + [αk ∧ α′

m] = 0 (S0
m)

[MC]k
[αm ∧ αm]m = 0

⇔
{

(S0
m)

[MC]
,

In the last equivalence, we use the fact that (S0
m) + (S0

m) is the equation dαm + [αk ∧ αm] = 0
which combined with [MC]m (above) gives us [αm ∧αm]m = 0. Thus the zero curvature equation
on αλ is equivalent to the strongly ∇0-harmonicity, i.e. the strongly ∇t-harmonicity for all
t ∈ [0, 1] \ { 12}. Finally the last assertion is obvious. This completes the proof. �

We are led naturally to the following definitions.

Definition 7.1.1 We will say that f : L → G/K is torsion free if f∗T t = 0 for t ∈ [0, 1] \
{
1
2

}

(this equation does not depend on t).

Definition 7.1.2 In the situation described by theorem 7.1.2-(iv), we will say that the g-valued
1-form on L, α, is solution of the the first elliptic system associated to the reductive homogeneous
space G/K, and that the corresponding geometric map f is a geometric solution of this system.

Remark 7.1.1 The independence of the ∇t-tension field w.r.t. to t (and therefore the equiv-
alence between the statements (i) and (ii) in theorem 7.1.1), are in fact a consequence of the
geodesic equivalence of the connections ∇t (see propositions 5.2.1 and 5.2.2). Moreover, the
equivalence of the ∇t-strongly harmonicities, for t 6= 1

2 , in theorem 7.1.2 -(i, ii), is a particular
case of remark 5.2.1.

Remark 7.1.2 Our so-called "strongly harmonic" maps in homogeneous space already appeared
in the literature . It seems that they appeared for the first time in [17] (see laos [36]). Moreover,
in [21], a concrete example of these maps is given: Gauss maps of CMC surfaces in H3.
However, it seems to us very strange that nobody has remarked before that the torsion free

condition [αm∧αm]m = 0 is already contained in the zero curvature equation dαλ+
1

2
[αλ∧αλ] = 0,

∀λ ∈ S1. Indeed everybody in the literature (in particular [17]) adds the torsion free condition
to the zero curvature equation to characterise the torsion free harmonic maps - i.e. strongly
harmonic maps -, whereas the strongly harmonicity is exactly and simply equivalent to the zero
curvature equation.
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Affine harmonic maps into symmetric spaces

Now, if we suppose in particular that N is (locally) symmetric, i.e. [m,m] ⊂ k, then all the
connections ∇t, 0 ≤ t ≤ 1, coincide. Moreover, if N is also Riemannian then these are equal to
the Levi-Civita connection. Therefore we obtain:

Corollary 7.1.1 The first elliptic integrable system associated to a (locally) symmetric space
N = G/K is the equation for ∇0-harmonic maps f : L → N . If N is Riemannian this means
that it is the equation for harmonic maps f : L→ N (with respect to Levi-Civita in N).

7.2 Affine/holomorphically harmonic maps into 3-symmetric spaces

Let us suppose now that N = G/G0 is a (locally) 3-symmetric space. We use the notations of
section 2. N is endowed with its canonical almost complex structure J defined by (2.7). We
continue here the study begun in 2.3.2 concerning the lowest order determined odd system.

Theorem 7.2.1 Let (L, j) be a Riemann surface and f : L→ N a smooth map. Let F : L→ G
be a (local) lift of f and α = F−1.dF . Then the following statement are equivalent

(i) ∂̄α′
−1 + [α′′

0 ∧ α′
−1] + [α′′

1 ∧ α′
1] = 0 (S1)

(ii) ∂̄α′
1 + [α′′

0 ∧ α′
1] = 0 (S2)

(iii) f is holomorphically ∇1-harmonic:
[
∂̄∇

1

∂f
]1,0

= 0.

(iv) f is anti-holomorphically ∇0-harmonic:
[
∂̄∇

0

∂f
]0,1

= 0.

(v) f is a geometric solution of the second elliptic integrable system associated to the (locally)
3-symmetric space G/G0:

dαλ +
1

2
[αλ ∧ αλ] = 0, ∀λ ∈ S1,

where αλ = λ−2α′
1 + λ−1α′

−1 + α0 + λα′′
1 + λ2α′′

−1.

Proof. The equivalences (i) ⇔ (ii) ⇔ (v) have been proved in 2.3.2. To prove (i) ⇔ (iii): just
take the (1, 0)-component in TNC of (7.1) for t = 1. Idem for (ii) ⇔ (iv). This completes the
proof. �

Remark 7.2.1 In fact, the equivalences (iv)⇔ (v) and (iii)⇔ (iv) has also been already derived
in 2.3.2 (theorem 2.3.4), so that this theorem has already been completely proved there.

Now, additionning theorems 7.2.1, 7.1.2, 5.1.1 and proposition 5.1.1, we obtain

Corollary 7.2.1 The following statements are equivalent

(i) f is strongly ∇t-harmonic for one t ∈ [0, 1] \
{

1
2

}
.

(ii) f is ∇t-harmonic for one t ∈ [0, 1] and torsion free.

(iii) f is holomorphically ∇t-harmonic for one t ∈ [0, 1] and torsion free.
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(iv) f is a geometric solution of the first elliptic system associated to the reductive homogeneous
space G/G0.

(v) f is a geometric solution of the second elliptic system associated to the 3-symmetric space
G/G0, and moreover [α1 ∧ α1] = 0.

(vi) f is in the same time a geometric solution of the determined odd elliptic systems (Syst(2, τ))
and (Syst(2, τ−1)).

Now, let us apply theorem 5.2.4 to the equivalence (iv) ⇔ (v) of theorem 7.2.1.

Theorem 7.2.2 The second elliptic integrable system associated to a naturally reductive 3-
symmetric space N = G/G0 is the Euler-Lagrange equation for the sigma model in N with the

Wess-Zumino term defined by the closed 3-form H = −1

3
dΩJ, where J is the canonical almost

complex structure.

7.3 (Affine) vertically (holomorphically) harmonic maps

7.3.1 Affine vertically harmonic maps: general properties

Here we generalise the definition of vertical harmonicity for maps from a Riemannian surface
into an affine manifold.

Definition 7.3.1 Let (N,∇) be an affine manifold. Let us suppose that we have a splitting
TN = V ⊕ H. In other words N is endowed with a Pfaffian system (the vertical subbundle V)
and with a connection on this Pfaffian system. Let f : (L, b) → N be a smooth map from a
Riemannian manifold (L, b) into N . Then we set

τv(f) = Trb(∇vdvf) = ∗d∇
v ∗ dvf,

where ∇vdvf is the vertical component of the covariant derivative of df with respect to the
connection on T ∗L⊗f∗TN induced by the Levi-Civita connection of L and the linear connection
∇. We will say that f is affine vertically harmonic with respect to ∇ or ∇-vertically harmonic
if τv(f) = 0.

Theorem 7.3.1 Let (L, j) be a Riemann surface and f : (L, j)→ (N,∇) a smooth map. Then
we have

2∂̄∇
v

∂vf = d∇
v

dvf + id∇
v ∗ dvf,

moreover d∇
v

dvf = f∗T v, where T v is the vertical torsion (see 4.1.3) and d∇
v ∗dvf = τv(f)volb

for any hermitian metric b in L. Therefore the following statements are equivalent:

(i) (∇′′)
v
∂vf = 0.

(ii) ∂̄∇
v

∂vf = 0.

(iii) ∇v∂
∂z

(
∂vf
∂z

)
= 0, for any holomorphic local coordinate z = x+ iy (i.e. (x, y) are conformal

coordinates for any hermitian metric in L).

(iv) f is ∇v-vertically harmonic with respect to any hermitian metric in L and vertically torsion
free: f∗T v = 0 (i.e. T v(∂f∂x ,

∂f
∂y ) = 0 for any conformal coordinates x, y).
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We will say in this case that f is strongly ∇-vertically harmonic.

Remark 7.3.1 In the previous characterisation of strongly vertical harmonicity, we only need
a connection ∇v in V , and ∇ is useless.

7.3.2 Affine vertically holomorphically harmonic maps

Here we generalize the notion of holomorphic harmonicity by introducing a new notion of ver-
tical holomorphic harmonicity (in the same way that the vertical harmonicity generalizes the
harmonicity).

Definition 7.3.2 Let (N,∇) be an affine manifold with a splitting TN = V ⊕ H as in defini-
tion 7.3.1. Let us suppose that the subbundle V admits a complex structure JV . Let us denote
by VC = V1,0 ⊕ V0,1 the splitting induced by the complex structure JV . Then we will say that
a map f : (L, jL) → N from a Riemann surface into N , is vertically holomorphicaly harmonic
with respect to ∇ or ∇-vert. hol. harmonic if

[
∂̄∇

v

∂vf
]1,0

= 0.

Theorem 7.3.2 Let (L, jL) be a Riemann surface and (N,∇) be an affine manifold with a
splitting TN = V ⊕ H and a complex structure JV on V as in the previous definition. Then
f : L→ N is ∇-vert. hol. harmonic if and only if

f∗T v + Jvd∇
v ∗ dvf = 0.

Proof. The same as the one of proposition 5.1.1. �

7.4 Affine vertically harmonic maps into reductive homogeneous space

Let G be a Lie group, and K ⊂ H ⊂ G subgroups of G such that M = G/H and H/K are
reductive. We use the notations of 4.3.1 (but we do not suppose a priori that the reductive
homogeneous spaces are Riemannian).

Theorem 7.4.1 Let (L, j) be a Riemann surface and f : L → N = G/K be a smooth map,
F : L→ G a (local) lift of f and α = F−1.dF . Then the following statements are equivalent:

(i) f is ∇t-vertically harmonic for one t ∈ [0, 1].

(ii) f is ∇t-vertically harmonic for all t ∈ [0, 1].

(iii) d ∗ αp + [αk ∧ ∗αp] = 0.

(iv) Im
(
∂̄α′

p + [α′′
k ∧ α′

p] + t[α′′
p ∧ α′

p]p
)
= 0, ∀t ∈ [0, 1].

The vertical tension field τ t,v(f), with respect of ∇t, is independent of t ∈ [0, 1].

Proof. Setting ∇t,v = (∇t)v, we have

τ t,v(f) = ∗d∇t,v ∗ dvf = ∗AdF (d ∗ αp + [αk ∧ ∗αp] + t[αn ∧ ∗αp]p)

= ∗AdF (d ∗ αp + [αk ∧ ∗αp] + t[αp ∧ ∗αp]p)

since [m, p] ⊂ [m, h] ⊂ m

= ∗AdF (d ∗ αp + [αk ∧ ∗αp]).
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This gives us the equivalences (i) ⇔ (ii) ⇔ (iii) as well as the last assertion of the theorem.
Moreover let us compute the complex second derivative:

∂̄∇
t,v

∂vf = ∗AdF (∂̄α′
p + [α′′

k ∧ α′
p] + [α′′

p ∧ α′
p]p).

Then the equivalence (ii) ⇔ (iv) follows from theorem 7.3.1. For this equivalence, we could also

remark that [α′′
p ∧α′

p]p =
1

2
[αp∧αp]p is in the real subspace p and that 2 Im

(
∂̄α′

p + [α′′
k ∧ α′

p]
)
=

d ∗ αp + [αk ∧ ∗αp]. This completes the proof. �

According to theorem 7.1.1, we deduce the following.

Corollary 7.4.1 , In the situation of the previous theorem, if f : L → N is harmonic (w.r.t.
some ∇t) then it is also vertically harmonic. More generally, the vertical tension field is the
vertical component of the tension field.

Remark 7.4.1 In the case N = G/K is endowed with a naturally reductive metric, then ∇ 1
2

coincides with the Levi-civita connection and therefore the previous corollary is nothing but a
particular case of theorem 4.2.7-(iii).

Now, let f : L → N be an arbitrary map from a Riemann surface into N . Then the f -pullback
of the vertical torsion with respect ot ∇t is

f∗T t,v = d∇
t,v

dvf = AdF (dαp + [αk ∧ αp] + t[αn ∧ αp]p)

= AdF (dαp + [αk ∧ αp] + t[αp ∧ αp]p)

= f∗
(
T 0,v + t[φ ∧ φ][p]

)

where φ : TN → [p] is the projection on the vertical subbundle along the horizontal subbundle
[m]. Therefore

T t,v = T 0,v + t[φ ∧ φ][p]. (7.3)

Moreover, recall that, according to section 4.3.1, the projection on [p] of the Maurer-Cartan
equation gives us the homogeneous structure equation (see equations (4.23), (4.22) and footnote
33)

T 0,v = Φ− 1

2
[φ ∧ φ][p]

where Φ = −1

2
[ψ ∧ ψ][p] is the homogeneous curvature form and ψ : TN → [m] is the projection

on [m] along [p]. Then we have

T t,v = Φ +

(
t− 1

2

)
[φ ∧ φ][p]. (7.4)

Therefore

Theorem 7.4.2 Let us consider the same situation as in theorem 7.4.1.

• If f is flat then the strongly ∇t-vertical harmonicity and the freedom from torsion, for f , do
not depend on t, if t ∈ [0, 1] \

{
1
2

}
.

Moreover T
1
2 ,v = Φ so that (if f is flat) strongly vertical harmonicity and vertical harmonicity

with respect to ∇
1

2 are equivalent.

• If H/K is locally symmetric, i.e. [p, p] ⊂ k, then ∀t ∈ [0, 1], T t,v = Φ.
In particular, the ∇t-vertical torsion does not depend on t ∈ [0, 1], and thus neither does strongly
harmonicity.
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Now, we can conclude

Corollary 7.4.2 Let us suppose now that N = G/K is a (locally) 2k-symmetric space and that
M = G/H is the corresponding (locally) k-symmetric space. Then the even minimal determined
system (Syst(k, τ)) associated to N means that the geometric map f : L → N is horizontally
holomorphic and vertically harmonic with respect to any linear connection ∇t, 0 ≤ t ≤ 1. More-
over the horizontal holomorphicity implies the flatness of f and thus its freedom from vertical
torsion (with respect to any connection ∇t, 0 ≤ t ≤ 1). More precisely the (last) equation (Sk)
of the system means

∂̄∇
t,v

∂vf = 0

i.e. that f is strongly ∇t-vertically harmonic, so that its real part means that f is vertically
torsion free and its imaginary part that f is vertically harmonic.

The Riemannian case

Now, let us suppose that the reductive homogeneous space M = G/H is Riemannian, and then
so is N = G/K. In other words, we are in the situation described by 4.3.1. Let us consider the
metric connections in N :

met

∇ t = ∇0 + tBN , 0 ≤ t ≤ 1

with BN = [ , ][n] +UN and UN defined by equation (1.10).
For any AdK-invariant subspace l ⊂ n, we will denote by Ul : l × l → l the bilinear symmetric
map defined by

〈Ul(X,Y ), Z〉 = 〈[Z,X ]l, Y 〉+ 〈X, [Z, Y ]l〉 ∀X,Y ∈ l,

and by U[l] its extension to the subbundle [l] ⊂ TN . Then we have in particular

UN = U[n] and U = U[p]

where, let us recall it, U is defined by (4.16).

Now, let us project the definition equation of
met

∇ t in the vertical subbundle: we obtain ∀V ∈
C(TN),

φ(
met

∇ tV ) = ∇0φV + tφ ◦ BN(·, V ).

Moreover, according to 4.3.1, equation (4.26), we have φ ◦ BN = φ∗B− Φ so that

φ(
met

∇ tV ) = ∇0φV + t(φ∗B− Φ)(·, V )

and in particular ∀V ∈ C(V), ∀A ∈ TN ,

φ(
met

∇AtV ) = ∇0
AV + t

(
[φA, V ][p] +U[p](φA, V )

)
. (7.5)

Then according to theorem 4.2.3 and remark 4.2.4, and denoting by
met

∇ t,v the vertical component

of
met

∇ t, it follows:

Theorem 7.4.3 • If H/K is naturally reductive, then the connections defined by the restriction

to V of
met

∇ t,v, 0 ≤ t ≤ 1, are all φ-equivalent. Therefore the vertical harmonicity, with

respect to
met

∇ t, is the same for all 0 ≤ t ≤ 1.
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• If H/K is locally symmetric, then all the
met

∇ t,v, 0 ≤ t ≤ 1, coincide in V. In particular the

strongly vertical harmonicity coincides for all the connections
met

∇ t, 0 ≤ t ≤ 1.

The vertical torsion of
met

∇ t. We have seen in 1.6 that the torsion of
met

∇ t is the same as the
one of ∇t. Now let us see what happens for the vertical torsion. The vertical torsion with respect

to
met

∇ t,v is given, according to (7.5), by

met

T t,v = d
met

∇ t,v

φ = d∇
0

φ+ t[φ ∧ φ][p] +U[p](φ ∧ φ)
= T 0,v + t[φ ∧ φ][p] +U[p](φ ∧ φ).

But U[p](φ ∧ φ) = 0 because U[p] is symmetric, so that, according to (7.3),

met

T t,v = T t,v. (7.6)

Remark 7.4.2 We see that the value t = 1
2 , i.e. the Levi-Civita connection, plays a special role

according to theorem 7.4.2 and equation (7.6). Indeed for the Levi-Civita connection, we always

have
met

T
1
2 ,v = Φ, so that if f is flat, the strongly harmonicity and the vertical harmonicity are

equivalent.

However, if H/K is (locally) symmetric, then we have ∀t ∈ [0, 1],
met

T t,v = T t,v = Φ, and we have

even more, since all the connections
met

∇ t,v coincides on V . Therefore the special role played by

the Levi-Civita connection is shared, in this case, with all the other connections
met

∇ t.

Remark 7.4.3 As already mentioned in section 4.3.1, the equation (4.26), i.e. φ ◦BN = φ∗B−
Φ, can be obtained directly by computation (without using the general theorem 4.2.1, as in
section 4.3.1). Let us do this. Lifting this equation we then have to prove that ∀X,Y ∈ g,

[Xn, Yn]p + [Un(Xn, Yn)]p = [Xp, Yp]p +Up(Xp, Yp) + [Xm, Ym]p,

since [m, p]p = {0}. It then suffices to prove that [Un(Xn, Ym)]p = 0. This equality holds. Indeed,
we have ∀Z ∈ g,

〈Un(Xn, Ym), Zp〉 = 〈[Zp, Xn]n, Ym〉+ 〈Xn, [Zp, Ym]n〉 = 〈[Zp, Xm], Ym〉+ 〈Xm, [Zp, Ym]〉 = 0

since admp ⊂ admh ⊂ so(m).

The metric geometric interpretation of the even minimal determined system. Now,
according to theorem 7.4.3, we can conclude by rewriting corollary 7.4.2 in terms of the metric

connection
met

∇ t instead of the linear connection ∇t.

Corollary 7.4.3 Let us suppose now that N = G/K is a (locally) 2k-symmetric space and that
M = G/H is the corresponding (locally) k-symmetric space. Then the even minimal determined
system (Syst(k, τ)) associated to N means that the geometric map f : L → N is horizontally

holomorphic and vertically harmonic with respect to any metric connection
met

∇ t, 0 ≤ t ≤ 1.
Moreover the horizontal holomorphicity implies the flatness of f and thus its freedom from vertical
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torsion (with respect to any connection
met

∇ t, 0 ≤ t ≤ 1). More precisely the (last) equation (Sk)
of the system means

∂̄
met

∇ t,v

∂vf = 0

i.e. that f is strongly
met

∇ t-vertically harmonic, so that its real part means that f is vertically
torsion free and its imaginary part that f is vertically harmonic.

Remark 7.4.4 In particular for t = 1
2 , we recover theorem 4.3.1.

7.5 Harmonicity vs vertically harmonicity

In this subsection, we endow all the reductive homogeneous spaces with their connections ∇t.
The harmonicity, the strongly and vertical harmonicity are therefore considered w.r.t. to these
connections. These notions are independent of t, with a exception at t = 1

2 for strongly har-
monicity, see 7.1 and 7.4). When we will say "strongly harmonic" without other precisions, we
will mean "w.r.t. to any ∇t, t 6= 1

2". Let us recall that if a naturally reductive invariant metric

is given, then ∇ 1
2 coincides with Levi-Civita. We use the notations of the previous sections: in

particular, L is a Riemann surface. Moreover, we keep in mind the results of 7.1 and 7.4.

Theorem 7.5.1 Let N = G/K be a (locally) 2k-symmetric space. Let f : L → N = G/K be
horizontally holomorphic. Then the following statements are equivalent:

(i) f is harmonic,

(ii) f is vertically harmonic and torsion free,

(iii) f is strongly harmonic.

Proof. • Let us prove: (i) ⇒ (ii) and (i) ⇔ (iii). According to corollary 7.4.1, the harmonicity
implies the vertical harmonicity. We have seen that the horizontal holomorphicity implies the
flatness so that [αn ∧ αn]gk

= [αm ∧ αm]gk
= 0. Moreover we know that the ∇ 1

2 -harmonicity

coincides with the strongly ∇ 1
2 -harmonicity so that we have ∂̄∇

1
2 ∂f = 0. Writing this equation

in terms of α and projecting it on m0,1 =
∑k−1

1 gCj , yields

∂̄α′
j + [α′′

0 ∧ α′
j ] +

1

2
[α′′

n ∧ α′
n]gj = 0, 1 ≤ j ≤ k − 1.

Now, the horizontal holomorphicity α′
j = 0, 1 ≤ j ≤ k−1, reduces this equation to [α′′

n∧α′
n]gj = 0,

1 ≤ j ≤ k−1, i.e. [α′′
n∧α′

n]m = 0. Therefore we obtain finally [α′′
n∧α′

n]n = 0 i.e. f is torsion free.
Combining the torsion freedom with the strongly ∇ 1

2 -harmonicity, we obtain that f is strongly
harmonic w.r.t. any connection ∇t.
• Now we prove: (ii) ⇒ (iii). In terms of the Maurer-Cartan form α, the torsion freedom
of f is written [αn ∧ αn]n = 0. Moreover the horizontal holomorphicity implies the flatness:
[αm ∧ αm]p = 0 so that [αn ∧ αn]p = 0. Finally we have [αn ∧ αn]m = 0 and therefore, the
projection on m of the Maurer-Cartan equation becomes

dαm + [α0 ∧ αm] = 0.

Then projecting it on m1,0 and using the horizontal holomorphicity, we obtain

∂̄α′
m + [α′′

0 ∧ α′
m] = 0,
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which is nothing but the horizontal part of the strongly ∇0-harmonicity for f . The vertical part
comes from the vertical harmonicity and the fact that the flatness implies the vertical torsion
freedom (see theorem 7.4.2 or corollary 7.4.2). This completes the proof. �

From the expression of the tension field τ(f) computed in section 7.1, we deduce the following.

Proposition 7.5.1 Let G be a Lie group, and K ⊂ H ⊂ G subgroups of G such that M = G/H
and H/K are reductive. Let f : L → N = G/K be a map and u = π ◦ f its projection on
M = G/H. Then the horizontal component of the tension field of f is related to the tension field
of u by:

τh(f) = τ(u) + ∗[dvf ∧ ∗dhf ].
In the case N is endowed with a naturally reductive invariant metric h, inducing then a naturally
reductive invariant metric78 g on M , and N and M are resp. endowed with their Levi-Civita
connections, this relation is nothing but a particular case of theorem 4.2.8-(ii). In particular,
strongly flatness of f means [dvf ∧ ∗dhf ] = 0. If f is strongly flat and vertically harmonic, then
its harmonicity is equivalent to the harmonicity of its projection u on M .

Convention. We will continue to say that f is strongly flat when [dvf ∧ ∗dhf ] = 0, even if N
and M are not endowed with metrics.

Remark 7.5.1 We have −[V,H ] = T (V,H) = ρ(V )H , ∀V ∈ V , H ∈ H, where T is the torsion
of the canonical connection on N and ρ : V → so(H) is the linear representation of the curvature
Φ defined by (6.6).
Suppose that N = G/K is loc. 2k-symmetric and endowed with its canonical f -structure,
then using the fact (admV )J0 = −J0(admV ), ∀V ∈ gk, we obtain that NF (V,H) = −2[V,H ],
∀V ∈ V , H ∈ H. Therefore f is strongly flat if and only if Tr

(
f∗NF |V×H

)
= 0.

Proposition 7.5.2 Let N = G/K be a (locally) 2k-symmetric space and f : L → N = G/K a
map. We suppose that f : L → N = G/K is horizontally holomorphic and that its projection
u = π ◦ f : L → M = G/H, on the associated k-symmetric space, is torsion free. Then the
following statements are equivalent:

(i) f is harmonic.

(ii) u is harmonic and f is vertically harmonic.

(iii) f is strongly harmonic.

(iv) u is strongly harmonic and f is strongly vertically harmonic.

Proof. According to theorem 7.5.1, we have (i) ⇔ (iii). Moreover, since u is torsion free,
its harmonicity is equivalent to its strongly harmonicity. Furthermore, since f is flat because
horizontally holomorphic then it is vertically torsion free, according to theorem 7.4.2. Therefore

(ii)⇔ (iv). Now, we have
1

2
[αn∧αn]m = [αp∧αm]+

1

2
[αm∧αm]m = [αm∧αp] because u is torsion

free. Besides, (i) implies that f is torsion free, according to theorem 7.5.1, hence [αp ∧ αm] = 0
so that owing to the horizontal holomorphicity [αp ∧ ∗αm] = [αp ∧ −J0αm] = J0[αp ∧ αm] = 0.
Therefore f is strongly flat which gives us: (i)⇒ (ii). Conversely, let us suppose (ii) and therefore
(iv). Then writting the equation of strongly harmonicity for u, projecting it on m0,1, and using
the horizontal holomorphicity of f (same method as in the proof of theorem 7.5.1), we obtain
[α′′

p ∧ α′
m1,0 ] = 0 and hence f is strongly flat so that (ii) ⇒ (i). This completes the proof. �

In particular, if k = 2 then M = G/H is loc. symmetric: [m,m]m = {0}, so that we recover:
78See proposition 8.2.1
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Corollary 7.5.1 [43] Let N = G/K be a (locally) 4-symmetric space. Let f : L→ N = G/K be
a map and u : L→M = G/H its projection on the associated symmetric space. We suppose that
f : L→ N = G/K is horizontally holomorphic. Then the following statements are equivalent:

(i) f is harmonic.

(ii) u = π ◦ f is harmonic and f is vertically harmonic.

7.6 (Affine) vertically (holomorphically) harmonic maps into reductive
homogeneous space with an invariant Pfaffian structure

Let N = G/K be a reductive homogeneous space and g = k⊕m a reductive decomposition of g.
Let us suppose that m admits an AdK-invariant decomposition

m = m′ ⊕ p.

Then p defines a vertical subbundle V = [p] and m′ an horizontal subundle H = [m′] giving a
splitting TN = H⊕ V .
The curvature of the horizontal distribution H is given by

RH = −[ψ, ψ][p] = −
1

2
[ψ ∧ ψ][p]

where ψ : TN → [m′] is the projection on [m′] along [p]. We will set

Φ := RH.

The vertical torsion of the linear connection ∇t is given by T t,v = d(∇
t)vφ and lifts into

T̃ t,v = dθp + [θk ∧ θp] + t[θm ∧ θp]p (7.7)

= dθp + [θk ∧ θp] + t[θm′ ∧ θp]p + t[θp ∧ θp]p. (7.8)

On the other hand, the projection on p of the Maurer-Cartan equation gives

dθp + [θk ∧ θp] +
1

2
[θm′ ∧ θm′ ]p + [θm′ ∧ θp]p +

1

2
[θp ∧ θp]p = 0

so that (7.8) can be written

T̃ t,v = −1

2
[θm′ ∧ θm′ ]p + (t− 1)[θm′ ∧ θp]p +

(
t− 1

2

)
[θp ∧ θp]p

which projected in N becomes

T t,v = Φ+ (t− 1)[ψ ∧ φ][p] +
(
t− 1

2

)
[φ ∧ φ][p].

We remark that the values t = 1
2 , 1 play special roles. In particular:

• If [m′, p]p = {0} then we have T
1
2 ,v = Φ. More generally we recover equation (7.4) and

the results of theorem 7.4.2 (by taking the following values in the notations m := n and
m′ := m).
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• If [p, p]p = {0} then we have T 1,v = Φ.

Now, if the two conditions are satisfied, [m′, p]p = [p, p]p = {0}, then we have

∀t ∈ [0, 1], T t,v = Φ.

Now let f : (L, jL)→ N be a map from a Riemann surface into N . Let us compute the vertical
tension field τ t,v(f) of f with respect to ∇t (and some Hermitian metric b in L). In order to do
that, let F : L→ G be a lift of f and α = F−1.dF . Then we have

τ t,v(f) = ∗d∇t,v ∗ dvf = ∗AdF (d ∗ αp + [αk ∧ ∗αp] + t[αm ∧ ∗αp]p)

= ∗AdF (d ∗ αp + [αk ∧ ∗αp] + t[αm′ ∧ ∗αp]p + t[αp ∧ ∗αp]p)

= τ0,v(f) + t ∗ [f∗ψ ∧ ∗(f∗φ)][p]

= τ0,v(f) + tTrb
(
[f∗ψ, f∗φ][p]

)

Now, let us consider the AdK-invariant vector subspace

m∗ = {X ∈ m′| [X, p]p = {0}}

and let m1 be an AdK-invariant complement79 of m∗ in m′

m′ = m∗ ⊕m1.

Then we can rewrite the ∇t-vertical torsion in the form

T t,v = Φ + (t− 1)[ψ1 ∧ φ][p] +
(
t− 1

2

)
[φ ∧ φ][p] (7.9)

and the ∇t-vertical tension field (of f) in the form:

τ t,v(f) = τ0,v(f) + t ∗ [f∗ψ1 ∧ ∗(f∗φ)][p] (7.10)

where ψ1 : TN → [m1] is the projection on [m1] along [m∗]⊕ [p] i.e. the [m1]-component of ψ.

Definition 7.6.1 Let us suppose that N = G/K admits a G-invariant almost complex structure
J which leaves invariant the decomposition TN = V⊕H, that is to say the vector space m admits
an AdK-invariant almost complex structure J0 leaving invariant the decomposition m = m′ ⊕ p.
Then we will say that J anticommutes with the reductivity term [ψ, φ][p] if

J[ψ, φ][p] = −[Jψ, φ][p] = −[ψ, Jφ][p]

If J anticommutes with the reductivity term then m∗ is J-invariant so that it admits a J-invariant
complement m1 in m′.
We obtain immediately the following characterisation of the anticommutation of J with the
reductivity term.

Proposition 7.6.1 Let us that N = G/K is endowed with a G-invariant almost complex struc-
ture J leaving invariant the decomposition TN = H ⊕ V. For any J0-invariant AdK-invariant

79Such an AdK-invariant complement always exists if m′ admits an AdK-invariant Pseudo-Euclidean inner
product non degenerated on m∗. For example if g is semisimple, take the restriction to m′ of the Killing form and
then m1 = ([p, p]m′ )⊥.
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subspace l ⊂ m, let us denote by l± respectively the ±i-eigenspace of J|l. Then J anticommutes
with the reducivity term [ψ, φ][p] if and only if

[
m′±, p±

]
p
⊂ p∓ and

[
m′±, p∓

]
p
⊂ {0}.

In particular, if m∗ = {X ∈ m′| [X, p]p = {0}} admits a J-invariant AdK-invariant complement
m1, then these conditions are equivalent to

[
m±

1 , p
±
]
p
⊂ p∓ and

[
m±

1 , p
∓
]
p
⊂ {0}.

The following theorem presents some relations between vert. hol. harmonicity, vertical har-
monicity, flatness and torsion freedom.

Theorem 7.6.1 Let us suppose that N = G/K is endowed with a G-invariant almost complex
structure J leaving invariant the decomposition TN = H⊕ V and which anticommutes with the
reductivity term [ψ, φ][p]. Let m1 be a J-invariant AdK-invariant complement in m′ of m∗ =
{X ∈ m′| [X, p]p = {0}}. Let f : (L, jL)→ N be a map from a Riemann surface into N , F : L→
G a (local) lift of f and α = F−1.dF .
• Then if f is flat, f∗Φ = 0, and [m1]-holomorphic then the following statements are equivalent:

(i) f is vert. hol. harmonic w.r.t. ∇1 and J :
[
∂̄∇

1,v

∂vf
]1,0

= 0.

(ii) f is vert. hol. harmonic w.r.t. ∇0 and −J :
[
∂̄∇

0,v

∂vf
]0,1

= 0.

Moreover if [p, p]p = {0}, then these are also equivalent to

(iii) f is vertically harmonic w.r.t. ∇1.

• Furthermore, if [p, p]p = {0} and f is flat, then f is ∇1-torsion free so that ∇1-vertical
harmonicity is equivalent to strongly ∇1-vertical harmonicity.

Proof. The ∇1-vertical holomorphic harmonicity is written

f∗T 1,v + J d∇
1,v∗ dvf = 0 (7.11)

but f∗T 1,v =
1

2
f∗[φ ∧ φ][p] and f∗T 0,v = −[f∗ψ ∧ f∗φ][p] −

1

2
f∗[φ ∧ φ][p] whereas

d∇
1,v ∗ dvf = d∇

0,v ∗ dvf + [f∗ψ ∧ (∗f∗φ)][p]

so that

f∗T 1,v + J d∇
1,v∗ dvf =

1

2
[f∗φ ∧ f∗φ][p] + J d∇

0,v∗ dvf + J[f∗ψ ∧ (∗f∗φ)][p]. (7.12)

Now let us use the fact that J anticommutes with [ψ, φ][p]:

J [f∗ψ ∧ ∗(f∗φ)][p] = − [J(f∗ψ1) ∧ ∗(f∗φ)][p]

= [∗(f∗ψ1) ∧ ∗(f∗φ)] because f is [m1]-holomorphic,

= [f∗ψ1 ∧ f∗φ] = [f∗ψ ∧ f∗φ] .
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Therefore, injecting this in (7.12), we obtain

f∗T 1,v + J d∇
1,v∗ dvf = −

(
f∗T 0,v − J d∇

0,v∗ dvf
)
.

This proves the equivalence (i) ⇔ (ii). Now, if we suppose that [p, p]p = {0}, then f∗T 1,v =
0. Therefore the ∇1-vertical holomorphic harmonicity (7.11) is equivalent to the ∇1-vertical
harmonicity d∇

1,v ∗ dvf = 0. This completes the proof. �

Now, let us see how the vertical holomorphic harmonicity is written in terms of the Maurer-
Cartan form α of a lift F of f : L→ N . We obtain immediately

Proposition 7.6.2 Let us suppose that N = G/K is endowed with a G-invariant almost complex
structure J leaving invariant the decomposition TN = H ⊕ V. Then f : L → N is vert. hol.
harmonic w.r.t. ∇0 and −J if and only if

∂̄α′
p+ +

[
α′′
k ∧ α′

p+

]
= 0.

Moreover, if J anticommutes with the reductivity term [ψ, φ][p] and m∗ admits an AdK-invariant
J-invariant complement m1 in m′, then a [m1]-holomorphic map f : L→ N is vert. hol. harmonic
w.r.t. ∇1 and J if and only if

∂̄α′
p+ +

[
α′′
k ∧ α′

p+

]
+
[
α′′
m

−
1
∧ α′

p−

]
p
+
[
α′′
p ∧ α′

p

]
p+ = 0.

Now, let us suppose that N = G/K is a (locally) (2k + 1)-symmetric space, then the AdK-
invariant decomposition m = m′ ⊕ p is given by p = mk and m′ = ⊕k−1

j+1mj with the notations of
2.1.2. Moreover according to the commutation relations [gCi , g

C
j ] ⊂ gCi+j , we have

m∗ = {X ∈ m′, [X, p]p = {0}} = ⊕k−1
j=2mj

so that m1 is an AdG0-invariant supplement to m∗. Moreover N is endowed naturally with its
canonical almost complex structure J defined in 2.1.2, which leaves invariant all the mj and
thus the subspaces m1, m∗, p. Furthermore, using once again the commutation relations, one
can see that J anticommutes with the reductivity term [ψ, φ][p]. Finally, let us remark that
[p, p]p = [mk,mk]p = {0}. Now, the theorem 7.6.1 can be applied.

Corollary 7.6.1 Let us suppose that N = G/K is a (locally) (2k+1)-symmetric space endowed
with its canonical almost complex structure J, and with the J-invariant splittings TN = [m′]⊕ [p]
and [m′] = [m1]⊕ [m∗]. Let f : L→ N be a map, F : L→ G a lift of f and α = F−1.dF . Then
if f is flat, f∗Φ = 0, and [m1]-holomorphic then f is ∇1-vertically torsion free f∗T 1,v = 0, and
the following statements are equivalent

(i) f is vert. hol. harmonic w.r.t. ∇1 and J :
[
∂̄∇

1,v

∂vf
]1,0

= 0.

(ii) f is vert. hol. harmonic w.r.t. ∇0 and −J :
[
∂̄∇

0,v

∂vf
]0,1

= 0.

(iii) f is vertically harmonic w.r.t. ∇1.

(iv) f is strongly vertically harmonic w.r.t. ∇1.

Now, let us apply proposition 7.6.2.
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Proposition 7.6.3 Let us suppose that N = G/K is a (locally) (2k+1)-symmetric space. Then
f : L→ N is vert. hol. harmonic w.r.t. ∇0 and −J if and only if

∂̄α′
k + [α′′

0 ∧ α′
k] = 0.

Moreover, if f : L → N is flat and [m1]-holomorphic, then it is vert. hol. harmonic w.r.t. ∇1

and J if and only if
∂̄α′

−k + [α′′
0 ∧ α′

−k] + [α′′
1 ∧ α′

k] = 0.

Furthermore, as in the even case (i.e. N = G/K is (locally) 2k-symmetric), the horizontal
holomorphicity implies the flatness.

Proposition 7.6.4 Let us suppose that N = G/K is a (locally) (2k+1)-symmetric space. Then
if f : L→ N is horizontallly holomorphic (i.e. [m′]-holomorphic) then f is flat f∗Φ = 0.

Proof. It follows from the equation

Φ̃ = −[θm′ , θm′ ]p = −
∑

i+j=k
1≤|i|,|j|≤k−1

[θi, θj ]gk
,

and the fact that if i + j = k and 1 ≤ |i|, |j| ≤ k − 1, then i and j have the same sign. This
completes the proof. �

Now let us conclude with the following geometric interpretation of the odd minimal determined
system.

Corollary 7.6.2 Let us suppose that N = G/K is a (locally) (2k + 1)-symmetric space. Then
the odd minimal determined system (Syst(k + 1, τ)) associated to N means that the geometric
map f : L→ N is horizontally holomorphic and vertically harmonic w.r.t. the linear connection
∇1. Moreover the horizontal holomorphicity implies the flatness of f and its freedom from ∇1-
vertical torsion, f∗T 1,v = 0.
More pecisely, the (last) equation (Sk+1) of the system (which lies in gk) means the vert. hol.
harmonicity of f w.r.t. ∇0 and −J

[
∂̄∇

0,v

∂vf
]0,1

= 0

whereas the equation (Sk) (which lies in g−k) means the vert. hol. harmonicity of f w.r.t. ∇1

and J [
∂̄∇

1,v

∂vf
]1,0

= 0

Moreover the sums (Sk)+(Sk+1) (which lies in mk) means (taking account of the [m1]-holomorphicity
α′′
−1 = 0) the strongly vertical harmonicity of f w.r.t. ∇1:

∂̄∇
1,v

∂vf = 0,

so that its real part means that f is ∇1-vertically torsison free and its imaginary part that f is
∇1-vertically harmonic.
All the other equations of the system, (Sj), 0 ≤ j ≤ k − 1 are (after having taken account of the
horizontal holomorphicity α′′

−j = 0, 1 ≤ j ≤ k − 1) nothing but the projections on the subspace
g−j, 1 ≤ j ≤ k − 1 of the Maurer-Cartan equation (which means the existence of the geometric
map f corresponding to α).
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Proof. The first assertion has been proved in section 2.3.2, theorem 2.3.4. Moreover, the ∇1-
vertical harmonicity will follows from the next assertions, according to corollary 7.6.1.
The second assertion follows from proposition 7.6.4 and theorem 7.6.1. The third assertion fol-
lows from propositions 2.3.4 and 7.6.3. The fourth assertion has been proved in subsection 2.3.2,
paragraph The strictly minimal determined case. Finally, the fifth assertion follows from propo-
sition 7.6.4. This completes the proof. �

Strongly vertical harmonicity w.r.t. ∇t. Let us see what the strongly vertical harmonicity
w.r.t. to ∇t, with t ∈ [0, 1] \ {1}, means.

We have seen that the tension field of a map f : L → N = G/K, with respect to ∇t, does not
depend on t ∈ [0, 1] (see theorem 7.1.1). Let us set τ(f) := τ t(f).

Proposition 7.6.5 Let f : L→ N = G/K be a map.
• Then we have

τ0,v(f) = [τ(f)]v = 2

[
∂̄∇

1
2 ∂f

]v
.

• If [p, p]p = {0} and f is flat, then f∗T 1,v = 0 i.e. τ1,v(f) = 2 ∂̄∇
1,v

∂f .

• Moreover, under these hypothesis80, let m1 be an AdK-invariant complement of m∗, in m′.
Then, the following statements are equivalent:

(i) f∗T t,v = 0 for one t ∈ [0, 1] \ {1},

(ii) f∗[ψ1 ∧ φ][p] = 0,

(iii) τ t,v(f) = τ0,v(f) for one t ∈ [0, 1] \ {0}.

Proof. In the first point, the first equality comes from the fact that ∇0 leaves invariant the
splitting TN = V ⊕ H, since then

(
∇0
)v
dvf =

[
∇0df

]v
. The second equality follows from

theorem 5.1.1 and the fact that T
1
2 = 0.

The second point follows from theorem 7.6.1. The third point follows from the equations (7.9)
and (7.10). This completes the proof. �

Corollary 7.6.3 Let us suppose that N = G/K is endowed with a G-invariant almost complex
structure J leaving invariant the decomposition TN = H ⊕ V and which anticommutes with
the reductivity term [ψ, φ][p]. We also suppose that there exists a J-invariant AdK-invariant
complement m1 in m′ of m∗. Lastly, we suppose that [p, p]p = {0}.
Let f : L → N = G/K be a map which is flat. Let F : L → N be a lift of f and α = F−1.dF .
Then the following statements are equivalent

(i) ∂̄∇
t,v

∂vf = 0 for one t ∈ [0, 1] \ {1},

(ii)
[
∂̄∇

t

∂f
]v

= 0 for one t ∈ [0, 1] \ { 12},

(iii) τ1,v(f) = 0 and f∗[ψ1 ∧ φ][p] = 0,

(iv) [τ(f)]v = 0 and f∗[ψ1 ∧ φ][p] = 0,

(v)
[
∂̄∇

t,v

∂vf
]1,0

= 0 for one t ∈ [0, 1] and f∗[ψ1 ∧ φ][p] = 0,

80i.e. the hypothesis [p, p] = {0} and f is flat.
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(vi)
[
∂̄∇

1−t,v

∂vf
]0,1

= 0 for one t ∈ [0, 1] and f∗[ψ1 ∧ φ][p] = 0,

(vii) f is a geometric solution of the first elliptic integrable system associated to the adk-
invariant decomposition g = (k ⊕m′)⊕ p, i.e. the 1-form βλ = λ−1α′

p + (αk + αm′) + λα′′
p

satisfies the zero curvature equation

dβλ +
1

2
[βλ ∧ βλ] = 0 ∀λ ∈ C∗.

Proof. The statement (i) is equivalent to the statement: " f∗[ψ1 ∧ φ][p] = 0 and τ t,v(f) = 0,

∀t ∈ [0, 1]", according to proposition 7.6.5 and theorem 7.3.1. Moreover, since [̃T t]v = (2t −
1)[θm, θm]p = (2t− 1)

(
[θm′ ∧ θm′ ]p +

1
2 [θm1 ∧ θp]p

)
, we have

[
T t
]v

= (2t− 1)
(
Φ+ [ψ1 ∧ φ][p]

)
.

Therefore, (ii)⇔ ( [ψ1∧φ][p] = 0 and [τ(f)]v = 0 ), which is nothing but (iv). Moreover, according
to theorem 7.3.2 and equations (7.9) and (7.10), we have (v) ⇔ (vi) ⇔ ( f∗[ψ1 ∧ φ][p] = 0 and
τ t,v(f) = 0, ∀t ∈ [0, 1]). Moreover, proposition 7.6.5 gives us the equivalences

(iii)⇔ (iv)⇔ ( f∗[ψ1 ∧ φ][p] = 0 and τ t,v(f) = 0, ∀t ∈ [0, 1] ).

We have then proved the equivalence between the six first assertions. Finally, we have

(vii)⇔





∂̄α′
p + [αk ∧ α′

p] = 0
[αm′ ∧ α′

p] = 0

d(αk + αm′) + [α′
p ∧ α′′

p ] +
1

2
[(αk + αm′) ∧ (αk + αm′)] = 0

(7.13)

Moreover, we have [α′
p∧α′′

p ]p = 0, since [p, p]p = {0}. Furthermore, [(αk+αm′)∧(αk+αm′)]p = 0
because [m′, p]p = 0 and the flatness of f means that [αm′ ∧ αm′ ]p = 0. Therefore, the last
equation in (7.13) is nothing but [MC]k⊕m′ , the projection of the Maurer-Cartan equation on
k⊕m′. Hence, we conclude that

(vii)⇔ ( τ0,v(f) = 0 and f∗[ψ1 ∧ φ][p] = 0 )

This completes the proof. �

Now, we come back to the case of a (locally) (2k + 1)-symmetric space.

Corollary 7.6.4 Let us suppose that N = G/K is a (locally) (2k + 1)-symmetric space. Let
f : L → N = G/K be a map, F : L → N be a lift of f and α = F−1.dF . Then the following
statements are equivalent:

(i) f is horizontally holomorphic and strongly ∇t-vertically harmonic for one t ∈ [0, 1] \ {1},

(ii) f is a geometric solution of (Syst(k + 1, τ)) and [α1 ∧ αk] = 0,

(iii) f is horizontally holomorphic and is a geometric solution of the first elliptic integrable
system associated to the adg0-invariant decomposition g = (g0 ⊕m′)⊕mk.

Proof. According to corollary 7.6.3 and corollary 7.6.2, we have (i)⇔ (iii). Moreover, according
to corollaries 7.6.2 and 7.6.3, the equivalent statements (i) and (iii) are also equivalent to (ii). �
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7.7 The intermediate determined systems.

7.7.1 The odd case.

Here, we consider a (locally) (2k + 1)-symmetric space, N = G/K , endowed with its canonical
almost complex structure J and its canonical connection ∇0. Let k + 1 ≤ m ≤ 2k be an integer
and set m = 2k −m. Then we consider the G-invariant splitting TN = Hm ⊕ Vm, where

Hm = ⊕mj=1[mj ] and Vm = ⊕kj=m+1[mj ].

Let us remark that this splitting is also J-invariant and ∇0-parallel.
According to proposition 2.2.3 and theorem 5.3.5, we have the following.

Proposition 7.7.1 Let N = G/K be a (locally) (2k + 1)-symmetric space endowed with its
canonical almost complex structure J and its canonical connection ∇0. Let m be an integer
such that k + 1 ≤ m ≤ 2k. Then the associated determined system, Syst(m, τ) means that the
geometric map f : L→ N is ⋆-stringy harmonic and Hm-holomorphic.

We will need the following definition.

Definition 7.7.1 Let (N, J) be an almost complex manifold endowed with a linear connection
∇. Let E ⊂ TN be some subbundle. We will say that a map f : L→ N from a Riemann surface
into N is E-⋆-stringy harmonic if

[−τg(f) + (J ⋆ T )g(f)]
E
= 0.

where g is a Hermitian metric on L. If E inherits the name of vertical or horizontal subbundle
then we will say that f is vertically, resp. horizontally ⋆-stringy harmonic.

Then the proposition 2.4.1 gives us:

Theorem 7.7.1 Let N = G/K be a (locally) (2k+1)-symmetric space endowed with its canonical
almost complex structure J and its canonical connection ∇0. Let m be an integer such that
k + 1 ≤ m ≤ 2k. Then the associated determined system, Syst(m, τ) means that the geometric
map f : L→ N is Hm-holomorphic and vertically ⋆-stringy harmonic.

Proof. Let us come back to section 2.4, then the equation (Em), in theorem 2.4.1, means that f
is ⋆-stringy harmonic, according to theorem 5.3.5 and its proof. Therefore, the projection [(E)]p
in proposition 2.4.1 means that f is vertically ⋆-stringy harmonic. Then the proposition 2.4.1
allows us to conclude. This completes the proof. �

In fact this theorem is a particular case of a more general result:

Proposition 7.7.2 Let (N, J,∇) be an almost complex affine manifold, with TN = H ⊕ V a
J-invariant, ∇-parallel splitting. Let T be the torsion of ∇. Let us suppose that

T++(V ,V) ⊂ V and T++(H,V) ⊂ V. (7.14)

Let (L, j) be a Riemann surface. Then any H-holomorphic map f : L → N is horizontally ⋆-
stringy harmonic. Therefore a horizontally holomorphic map f : L→ N is ⋆-stringy harmonic if
and only if it is vertically ⋆-stringy harmonic.

190



Proof. Using the fact that the splitting is ∇-parallel and the horizontal holomorphicity, we have

[τ∇(f)]H = d∇ ∗ [df ]H = −Jd∇[df ]H = −JTH(df, df).

Moreover, recall that J ⋆T = J(T++−T−−−T 1,1). We then have to prove that f∗(T++)H = 0,
which will imply the horizontal ⋆-stringy harmonicity of f . Moreover, remark that we have

T ε,ε(T 1,0N, T 0,1N) = 0, ∀ε ∈ Z2.

Therefore, since f is horizontally holomorphic, we have T ε,ε([df ]H, [df ]H) = 0. Furthermore,
according to the hypothesis (7.14) on T++, we conclude that f∗(T++)H = 0. This completes
the proof. �

It is not difficult to see that a (locally) (2k + 1)-symmetric space endowed with its canonical
almost complex structure J, its canonical connection ∇0 and the splitting TN = Hm ⊕ Vm,
satisfies the hypothesis of the previous proposition.

7.7.2 The even case.

Here, we consider a (locally) 2k-symmetric space, N = G/K , endowed with its canonical f -
structure F and its canonical connection ∇0. Let k ≤ m ≤ 2k − 1 be an integer and set
m = 2k − 1−m. Then we consider the G-invariant splitting TN = Hm ⊕ Vm, where

Hm = ⊕mj=1[mj ] and Vm = ⊕kj=m+1[mj ],

and mk = gk. This splitting is also J-invariant and ∇0-parallel.
According to proposition 2.2.3 and theorem 6.4.3, we have the following.

Proposition 7.7.3 Let N = G/K be a (locally) 2k-symmetric space endowed with its canonical
f -structure F and its canonical connection ∇0. Let m be an integer such that k ≤ m ≤ 2k − 1.
Then the associated determined system, Syst(m, τ) means that the geometric map f : L → N is
⋆-stringy harmonic and Hm-holomorphic.

We will need the following definition.

Definition 7.7.2 Let (N,F ) be an f -manifold endowed with a linear connection ∇, and E ⊂ TN
some subbundle. We will say that a map f : L→ N from a Riemann surface into N is E-⋆-stringy
harmonic if

[−τg(f) + (F ⋆ T )g(f)]
E = 0.

where g is a Hermitian metric on L. If E inherits the name of vertical or horizontal subbundle
then we will say that f is vertically, resp. horizontally ⋆-stringy harmonic.

Then the proposition 2.4.1 gives us:

Theorem 7.7.2 Let N = G/K be a (locally) 2k-symmetric space endowed with its canonical
f -structure F and its canonical connection ∇0. Let m be an integer such that k ≤ m ≤ 2k − 1.
Then the associated determined system, Syst(m, τ) means that the geometric map f : L → N is
Hm-holomorphic and vertically ⋆-stringy harmonic.

Proof. It is analogous to the one of theorem 7.7.1. �

In fact this theorem is a particular case of a more general result:
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Proposition 7.7.4 Let (N,F,∇) be an f -manifold endowed with an f -connection. As usual,
we set H = ImF and V = kerF . Suppose that RV = 0. Moreover, let TN = H ⊕ V be an
F -invariant, ∇-parallel splitting, such that H ⊂ H and V ⊃ V. Let us set T := TH

H2 , where T is
the torsion of ∇. Let us suppose that

T
++

(V ∩ H,V ∩H) ⊂ V ∩H and T
++

(H,V ∩ H) ⊂ V ∩H.

Suppose also that TH
H×V is pure81.

Let (L, j) be a Riemann surface. Then any H-holomorphic map f : L → N is horizontally ⋆-
stringy harmonic. Therefore a horizontally holomorphic map f : L→ N is ⋆-stringy harmonic if
and only if it is vertically ⋆-stringy harmonic.

Proof. It is analogous to the one of theorem 7.7.1. �

It is not difficult to see that a (locally) 2k-symmetric space endowed with its canonical f -structure
F , its canonical connection ∇0 and the splitting TN = Hm⊕Vm, satisfies the hypothesis of the
previous proposition.

7.7.3 Sigma model with a Wess-Zumino term.

We have seen that the maximal determined system has an interpretation in terms of a sigma
models with a Wess-Zumino term defined by a 3-form H . In fact, more generally, let mk′ ≤ m ≤
k′ − 1, and let us consider the splitting TN = Hm ⊕ Vm defined above. Then one can prove
that any m-th determined system is the Euler-Lagrange equation w.r.t. vertical variations (i.e.
in Vm) of the following functional

Ev̄(f) =
1

2

∫

L

|dv̄f |2dvolg +
∫

B

H v̄

where dv̄f = [df ]V
m

, H v̄ = H −H = H|S(Vm,Hm), H = H|(Hm)3 , and B is a 3-submanifold of N
with boundary ∂B = f(L).
We will come back to this in [44].

7.8 Some remarks about the twistorial interpretation.

7.8.1 The even case.

We have seen that in the even case, each geometric property of the geometric map f : L →
N = G/G0 like horizontal holomorphicity, vertical harmonicity, stringy harmonicity is naturally
translated into the same geometric property of the twistor lift J : L → Zα2k,2(M,J2) in the
twistor space Zα2k,2(M,J2). Moreover, the very particular structure of homogeneous fibre f -
bundle of N = G/G0 can be realised as a subbundle of the universal homogeneous fibre f -
bundle Zα2k,2(M,J2). "Universal" means that we can define it for any Riemannian manifold

(M, g) endowed with a global k-structure J2 (and a metric connection ∇). Remark that since
Zα2k,2(M,J2) is a complete reduction of Z2k(M) (w.r.t. to the structures of homogeneous fibre f -
bundles defined by the canonical connection of M) then we can also as well embedd N in Z2k(M)
which is more universal because defined for any Riemannian manifold (M, g) (endowed with a
metric connection ∇). Then all the geometric properties below are also preserved under this
embedding and hold in Z2k(M). However, it is perhaps better to use the universal homogeneous
fibre f -bundle containing N which looks like the most to N and which is also the smallest one

81i.e. TH
H×V anticommutes with J̄ , see definition 6.2.10.
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(a kind of "universal homogeneous fibre f -bundle closure"). This exists and this is Zα2k,2(M,J2).
For example, Zα2k,2(M,J2) has a symmetric fibre like N , whereas Z2k(M) has a 2k-symmetric
fibre.

7.8.2 The odd case.

In the odd case the use of the twistor space Z2k+1(N) is less pertinent than in the even case.
Indeed in the even case, we had some particular fibration that twistor space allows to realise
more universally as some bundle of endormophisms over M . Here we do not have this problem
of fibration and therefore do not need a priori the twistor space. In the odd case, we have a
canonical section82 J1 : G/G0 → Z2k+1(G/G0), which allows to duplicate each geometric prop-
erty satisfied by the geometric map f : L→ N into 2 "identical" properties in each subbundle H
and V of the tangent bundle of the twistor space.
However, the twistor space Z2k+1(N) is still universal since it can be defined for any Rieman-
nian manifold (N, h) (endowed with some metric connection ∇). Moreover, under the embed-
ding defined by the canonical section J1 : G/G0 → Z2k+1(G/G0), any geometric property like
J-holomorphicity, F [m]-holomorphicity, vertical harmonicity, stringy harmonicity and so on is
preserved and holds for the twistor lift J = f∗J1 : L→ Z2k+1(N) in the twistor space.

We have to specify that the structure of homogeneous fibre bundle of Z2k+1(N) is defined with
respect to83 ∇t. In particular, this connection defines a splitting TN = H ⊕ V . Then, we can
define a canonical almost complex structure J̌ := ((dπ)∗J)|H ⊕ π∗(AdJ1). That is to say on the
horizontal subbundle we take complex structure defined by (the lift of) J and moreover the fibre
is (2k+ 1)-symmetric and is therefore endowed with a canonical almost complex structure, that
we endow the vertical subbundle with.
Then, with respect to this almost complex structure, J1 : (G/G0, J)→ (Z2k+1(G/G0), J̌) is holo-
morphic.

We will come back to that in [44].

7.9 Bibliographical remarks and summary of the results.

A summary of the results has already been given in the introduction of the present section 7.
All the results listed their are new.
Let us mention some related works about harmonic maps into homogeneous space: Higaki [36],
Burstall-Pedit [17], Black [9]. In [36], strongly harmonic maps are defined (under a different
name) but nobody has remarked that these has a formulation in terms of a zero curvature
equation (see remark 7.1.2).

82Defined by lemma 3.6.2
83Recall that ∇0 is metric w.r.t. any G-invariant metric, whereas ∇t, for t 6= 0 is metric when N is endowed

with a naturally reductive metric
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8 Appendix

8.1 Vertical harmonicity

Theorem 8.1.1 Let us consider the situation described by example 4.1.1 and suppose that
π : N →M is a Riemannian submersion and u : L→M is an isometry. Then f : L→ N is ver-
tically harmonic if and only if the corresponding section f̃ : L→ u∗N is a harmonic section. Fur-
thermore f : L→ N is harmonic if and only if f̃ : L→ u∗N is harmonic and [τ(f)]Hu∗(TL)⊥

= 0

i.e. the component of the tension field in the subspace of H corresponding by the isometry dπ|H
to the normal bundle u∗(TL)⊥ in TM , vanishes, or equivalently [dπ(τ(f))]u∗(TL)⊥

= 0.

Proof. The Levi-Civita in u∗N is the orthogonal projection ofthe Levi-Civita connection in
L×N , on the tangent bundle T (u∗N). Let us determine this orthonormal projection. First let
us express clearly what is the tangent subbundle T (u∗N) in T (L×N).

T(l,n)(u
∗N) = {(ξ, η) ∈ T(l,n)L×N |du(ξ) = dπ(η)}.

Let us do some identifications. First an usual one: consider that TL is a subbundle of TM|L

(and forget the "u∗" in u∗(TL)), secondly: we consider that π∗TM = H, identifying these by
the isometry dπ|H, so that we will write H|π−1(L) = π∗TL ⊕ π∗TL⊥, where TL⊥ is the normal
bundle of L in M . Moreover, for any η ∈ TN|π−1(L) let us write its decomposition following
TNπ−1(L) = π∗TL⊕ π∗TL⊥ ⊕ Vπ−1(L) as

η = ηHTL + ηHTL⊥ + ηV .

Then under the previous identifications, we have

T(l,n)(u
∗N) = {(ξ, η) ∈ TlL× TnN |ηHTL = ξ, ηHTL⊥ = 0}

= {(ξ, ξ + ηV), ξ ∈ TlL, ηV ∈ Vn}.

This gives us a splitting T (u∗N) = Vu∗N ⊕Hu∗N where ∀(l, n) ∈ u∗N ,

Vu∗N
(l,n) = {0} × Vn and Hu∗N

(l,n) = TlL×Hn ∩ T(l,n)(u∗N) = {(ξ, ξ) ∈ TlL× TlL}.

Let us determine the orthogonal of the tangent space T (u∗N):

(α, β) ∈
(
T(l,n)(u

∗N)
)⊥ ⇐⇒

∀(ξ, η) ∈ T(l,n)(u∗N), 0 = 〈(ξ, η), (α, β)〉
= 〈ξ, α〉+ 〈η, β〉
= 〈ξ, α〉+ 〈ξ, βH

TL〉+ 〈0, βH
TL⊥〉+ 〈ηV , βV〉

= 〈ξ, α+ βH
TL〉+ 〈ηV , βV〉

⇐⇒ (α+ βH
TL, β

V) = 0.

Therefore (
T(l,n)(u

∗N)
)⊥

= {(−βH
TL, β), β ∈ Hn}.

Decomposing each (a, b) ∈ T (L×N)|u∗N following the decomposition T (L×N)|u∗N = T (u∗N)⊕
T (u∗N)⊥: (a, b) = (ξ, η) + (α, β), then we obtain

{
a = ηHTL − βH

TL

b = (ηHTL + βH
TL) + βH

TL + ηV

194



so that this decomposition is therefore given by

(a, b) =

(
a+ bHTL

2
, a+ bHTL + bV

)
+

(
− (bHTL − a)

2
,
(bHTL − a)

2
+ bHTL⊥

)
.

Now, let us come back to our fonction f : L→ N and the corresponding section f̃ : (L, b)→ u∗N .
Then let us compute

u∗N

∇v dvf̃ =
u∗N

∇v (dl, df)Vu∗N

=
u∗N

∇v (0, dvf) =
(
[∇(0, dvf)]T (u∗N)

)Vu∗N

=
(
[(0,∇dvf)]T (u∗N)

)Vu∗N

=

(
1

2
(∇dvf)HTL,

1

2
(∇dvf)HTL +∇vdvf

)Vu∗N

= (0,∇vdvf)

Finally, we have proved
u∗N

∇v dvf̃ = ∇vdvf (8.1)

and by taking the trace, we obtain the first assertion of the theorem.
Now, in the same way we obtain

u∗N

∇ df̃ =

(
1

2
(∇df)HTL,

1

2
(∇df)HTL +∇vdf

)
(8.2)

so that f̃ : N → u∗N is harmonic if and only if [τ(f)]HTL = 0 and [τ(f)]V = 0. Therefore
f : L → N is harmonic if and only if f̃ : N → u∗N is harmonic and [τ(f)]HTL⊥ = 0. This
completes the proof. �

From the proof of theorem 8.1.1 (more precisely from (8.1) and (8.2)), we obtain:

Theorem 8.1.2 Let us consider the situation described by theorem 8.1.1. Then f : L → N
is superflat if and only if the corresponding section f̃ : L → u∗N is superflat. Furthermore
f : L → N is totally geodesic if and only if f̃ : L → u∗N is totally geodesic and [∇df ]HTL⊥ = 0
(i.e. [dπ(∇df)]TL⊥ = 0).

Remark 8.1.1 The metric defined in example 4.1.1 in u∗N (and thus in theorems 8.1.1 and
8.1.2, i.e. the metric induced by the product metric, is given by

|(ξ, η)|2 = 2|ξ|2 + |ηV |2 (8.3)

whereas, when π : N →M is a Homogeneous fibre bundle, the metric in u∗N , considered as an
Homogeneous fibre bundle, is defined in 4.2 by equation (4.12) and is given by

|(ξ, η)|2 = |ξ|2 + |ηV |2. (8.4)

However, theorems 8.1.1 and 8.1.2 hold, of course, also with the metric (8.4). Indeed, first remark
that the theorems hold if we multiply the product metric in L ×N by a constant factor. Then
just apply these theorems with the same (M, g) (and thus the same (L, u∗g)), N endowed with
the new metric | · |2H + 2| · |2V (the old one being | · |2H + | · |2V) and endow L×N with 1

2 times the

product metric, then the induced metric on u∗N is (8.4):
1

2
(|ξ|2 +(|ξ|2 +2|ηV |2)) = |ξ|2 + |ηV |2.
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8.2 G-invariant metrics

8.2.1 About the natural reductivity.

Lemma 8.2.1 Let N = G/K be a naturally reductive Riemannian homogeneous space. Let
H ⊃ K be a subgroup of G such that M = G/H is reductive and TM admits a G-invariant
lift in TN w.r.t. the G-invariant projection π : N → M . Then any naturally reductive metric h
induces a Riemannian metric on M̃ = G/H0, in particular G/H0 is Riemannian.

Proof. A G-invariant metric h on N = G/K is naturally reductive if and only if the torsion T
of the canonical connection is a 3-form w.r.t. h. In particular, the identity

〈[Z,X ]n, Y 〉 = −〈X, [Z, Y ]n〉, ∀X,Y, Z ∈ n (8.5)

characterising the natural reductivity holds, where g = k⊕n is an AdK-invariant decomposition.
Moreover according to the hypothesis on G/H , there exists an AdH-invariant decomposition
g = h ⊕ m such that m ⊂ n. Then, the subspace p := h ∩ n is AdK-invariant and we have
h = k⊕p (because dim(h∩n) = dim h+dim n−dim g = dim h−dim k). Then, let us apply (8.5) for
Xm, Ym ∈ m and Z = V ∈ p, we obtain: 〈[V,Xm], Ym〉 = −〈Xm, [V, Ym]〉, i.e. admh ⊂ so(m, h|m)
and therefore AdmH

0 ⊂ SO(m, h|m), or in other words h|m is AdH0-invariant. This completes
the proof. �

In fact, we can do much better by using a result of Kostant [54].

Definition 8.2.1 [54] Let g = k⊕ n, k ∩ n = {0}, [k, n] ⊂ n. We will say that a inner product B
on n is stricly invariant if adnk ⊂ so(n, B) and it satisfies (8.5); i.e. [adnX ]n is skew-symmetric
for all X ∈ g.

Theorem 8.2.1 [54] Let g = k⊕ n, k∩ n = {0}, [k, n] ⊂ n and (g, k) effective. Let B be a stricly
invariant inner product on n. Let g(n) = n+ [n, n], k1 = g(n) ∩ k, so that the ideal g(n) = k1 ⊕ n.
There exists one and only one invariant symmetric bilinear form B∗ on g(n) extending B and
such that B∗(k1, n) = 0. Moreover, B∗ is nonsingular on g(n) and hence on k1.

Definition 8.2.2 [54] We will say, in the situation of the previous theorem that n is pervasive
in g if g(n) = g. This is also equivalent to [n, n]k = k.

According to this theorem, we see that if B is stricly invariant on n, and g(n) = g, then it is
automatically AdK-invariant (and not only AdK0-invariant) for any subgroup K ⊂ G with Lie
algebra G (remember that G is always supposed connected, according to our convention). There-
fore the fact for p to be natural ([54]) w.r.t. G/K is a purely Lie algebra concept. Recall that p is
natural means that p is AdK-invariant and admits an AdK-invariant naturally reductive inner
product. In other words G/K is Riemannian and ∇ 1

2 coincides with the Levi-civita connection
of some G-invariant metric (or equivalently G/K is Riemannian and the torsion of the canonical
connection is totally skew-symmetric w.r.t. some G-invariant metric) and p = ToG/K.
Moreover, in the situation of lemma 8.2.1, we can take m = h⊥ -w.r.t. B∗ - which is then
AdH-invariant, as well as B|m×m = 〈·, ·〉m and therefore G/H is Riemannian.

Proposition 8.2.1 Let N = G/K be a naturally reductive Riemannian homogeneous space.
Let H ⊃ K be a subgroup of G. Then M = G/H is Riemannian. Moreover, any G-invariant
naturally reductive metric h on N induces a G-invariant metric g on M such that π : (G/K, h)→
(G/H, g) is a Riemannian submersion and therefore a homogeneous fibre bundle.
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Proof. First remark that, if g = g(n), then this follows immediately from theorem 8.2.1.
Moreover, according to [56, Chap. I], the connected normal subgroup G1 ⊂ G generated by
the ideal g(n) is acting transitively on N = G/K. Moreover, since of course the projection
π : G/K → G/H is G-invariant: g.π(y) = π(g.y), ∀g ∈ G, y ∈ N , we see that G1.π(y0) =
π(G1.y0) = π(N) =M so that G1 acts transitively on M = G/H . This completes the proof. �

Moreover, let us remark the following interesting fact.

Proposition 8.2.2 Let g be a real Lie algebra and τ : g→ g be an automorphism. Let us assume
that τ defines in g a τ-invariant reductive decomposition: g = g0 ⊕ n with n = Im (Id − τ). Let
us suppose that there exists a stricly invariant inner product B on n, then we have g(n) = g.

Proof. According to [54, Corollary 4], there exists an ideal a ⊂ g complementary to the ideal
g(n) : g = g(n) ⊕ a. Moreover, the restriction to a of the projections X 7→ −Xn and X 7→ Xh

are isomorphisms. Furthermore, g(n) is clearly invariant by τ and idem for a (this results from
the exact definition of a in [54, Corollary 4]). Therefore, we then have a = a ∩ k ⊕ a ∩ n, which
implies that a = 0, since the restriction to a of the projections are isomorphisms. This completes
the proof. �

In the following subsections, we use the notations of section 2.1.

8.2.2 Existence of an AdH-invariant inner product on m for which τ|m is an isometry.

Lemma 8.2.2 Let G be a connected Lie group and σ : G → G an automorphism of order p.
Then Gσ has finite many connected components.

Proof. This is proved in [4, Lemma 2.7], for p = 2, i.e. σ is an involution. The proof in [4] can
be generalized without any difficulty to the case of an order p automorphism. �

Proposition 8.2.3 Let σ : g → g be an automorphism of order p, of a real Lie algebra g with
trivial center. Let G be a connected Lie group with Lie algebra g, then AdGσ/Ad(Gσ)0 is finite.

Proof. According to remark 2.0.2, it suffices to apply lemma 8.2.2 to the adjoint group G′ =
AdG. �

Theorem 8.2.2 Let τ : g → g be an automorphism of order 2k, of a real Lie algebra g with
trivial center. Let G be a connected Lie group with Lie algebra g and H a subgroup such that
(Gσ)0 ⊂ H ⊂ Gσ, where σ = τ2. If AdmH is compact, then the subgroup generated by AdmH
and τ|m is compact.

Proof. Follow the proof of [43, theorem 21] by using the lemma 8.2.2 and prop. 8.2.3 above
instead of [4, Lemma 2.7]. �

8.2.3 Existence of a naturally reductive metric for which J is an isometry, resp. F
is metric.

The odd case Let τ : g→ g be an automorphism of order 2k + 1. We have

τm[adm(X)]mτ
−1
m = [adm(τmX)]m, ∀X ∈ m.

Therefore
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Lemma 8.2.3 Let N = G/K be a (locally) (2k+1)-symmetric space endowed with its canonical
almost complex structure J. Suppose also that N = G/K is naturally reductive. Denoting by
G(m) the compact subgroup in GL(m) generated by Λm(m) := {[adm(X)]m, X ∈ m} ⊂ gl(m), then
〈G(m), τm〉, the subgroup generated by G(m) and τm, is compact. Therefore for any metric h on
m invariant by 〈G(m), τm〉, then h is naturally reductive, and J0 is orthogonal.

The even case Let τ : g→ g be an automorphism of order 2k. We have

τn[adn(X)]nτ
−1
n = [adn(τnX)]n, ∀X ∈ n.

Therefore

Lemma 8.2.4 Let N = G/K be a (locally) 2k-symmetric space endowed with its canonical f -
structure F . Suppose also that N = G/K is naturally reductive. Denoting by G(n) the compact
subgroup in GL(n) generated by Λn(n) := {[adn(X)]n, X ∈ n} ⊂ gl(n), then 〈G(n), τn〉, the
subgroup generated by G(n) and τn, is compact. Therefore for any metric h on n invariant by
〈G(n), τn〉, then h is naturally reductive, and I0 = J0 ⊕−Idgk

is orthogonal, i.e. F is metric.
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List of symbols.

We give here a list of symbols used in the present paper divided by sections. For each symbols,
are given its meaning and if necessary the place where it is defined in the paper. Let us make
precise that a list of conventional notations is given at §0.6. They are not recalled here.

Section 1

G real Lie group
H a closed subgroup of G
g a real Lie algebra or the Lie algebra of G
h a subalgebra of g or the Lie algebra of H
m AdH-invariant complement of h in g: g = h⊕m §1.2
[l] subbundle of (G/H)× g ∼= G×H g defined by the AdH-invariant subspace l ⊂ g §1.2
[g, ξ] element of G×H m defined by (g, ξ) ∈ G×m §1.2
θ Maurer-Cartan form of G §1.2
β Maurer-Cartan form of G/H §1.2
∇0 G-invariant canonical connection on M = G/H §1.4
∇t ∇0 + t[ , ][m] §1.6
UM natural reductivity term §1.6
met

∇t ∇0 + t
(
[ , ][m] +UM

)
§1.6

∇L.C. Levi-Civita connection =
met

∇ 1
2 §1.6

α U−1.dU , where U is a local section of π : G→ G/H §1.4

Section 2

g a real Lie algebra §2.0.1
τ : g→ g automorphism of g §2.0.1
G Lie group with Lie algebra g §2.0.1
Gτ subgroup of G fixed by τ §2.0.1
g0 = gτ Lie subalgebra fixed by τ §2.0.1
G0 closed subgroup of G s.t. (Gτ )0 ⊂ G0 ⊂ Gτ §2.0.1
ωk′ k′-th primitive root of unity of τ : g→ g §2.1.0
gCj ωjk′ -eigenspace of τ : g→ g, the automorphism of order k′ §2.1.0
gk real (−1)-eigenspace of τ , i.e. gk ⊗ C = gCk §2.1.1
mj the real subspace in g s.t. mC

j = gCj ⊕ gC−j, for j 6= 0, k §2.1
n the real susbspace in g s.t. nC =

⊕
j∈Z′

k\{0}
gCj §2.1

σ τ2 §2.1.1
G0 closed subgroup of G s.t. (Gτ )0 ⊂ G0 ⊂ Gτ §2.1
H closed subgroup of G s.t. (Gσ)0 ⊂ H ⊂ Gσ §2.1.1
N G/G0 §2.1
M G/H §2.1.1
J canonical almost complex structure on a (2k + 1)-symmetric space §2.1.2
L Riemann surface

u = (u0, . . . , um)
(1, 0)-type 1-form on L with values in

∏m
j=0 g

C
−j, unknown of

the m-th (g, τ)-system
§2.2.1
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αλ
∑m
j=0 λ

−juj + λj ūj §2.2.1
(Sj) the component in g−j of (Syst(m, g, τ)) §2.2.1
(Syst(m, g, τ))
(Syst(m, τ))
(Syst(m))
(Syst)

m-th elliptic integrable system defined by τ §2.2.1

mk′ 0 if k′ = 1, and

[
k′ + 1

2

]
if k′ > 1 §2.2.1

α αλ=1 §2.2.1
αj [α]gj §2.2.1
f : L→ G/G0 geometric solution of (Syst) §2.2.2
U : L→ G lift of α i.e. U−1.dU = α §2.2.2
Λgτ {η• : S1 → g| ηωλ = τ(ηλ), ∀λ ∈ S1} §2.2.2
ΛgCτ {η• : S1 → gC| ηωλ = τ(ηλ), ∀λ ∈ S1} §2.2.2
Λmgτ {η• ∈ Λgτ | ηλ =

∑
|j|≤m λ

j η̂j} §2.2.2
Λ−gCτ {η• ∈ ΛgCτ | ηλ =

∑
j≤0 λ

j η̂j} §2.2.2
Λ±
∗ gτ {η• ∈ ΛgCτ | ηλ =

∑
j≷0 λ

j η̂j} §2.2.2
Λ∗gτ {η• ∈ Λgτ |ηλ =

∑
j 6=0 λ

j η̂j} ∼= Λgτ/g0 §2.2.2
ΛGτ {U• : S

1 → G|Uωλ = τ (Uλ)} §2.2.2
S(m) the space of solutions αλ of (Syst(m)) §2.2.2
∇v vertical part of ∇ §2.3
Trg trace w.r.t. g §2.3
τv(f) vertical tension field of f §2.3
F [m] G-invariant f -structure on N = G/G0 2k-symmetric eq. (2.18)
F F [k−1], the canonical G-invariant structure on N = G/G0 eq. (2.18)
m k′ − 1−m prop. 2.4.1

Section 3

Up(E) {A ∈ SO(E), Ap = Id, Ai 6= Id if 1 ≤ i < p} §3.0
U∗
p (E) {A ∈ Up(E)|1 /∈ Spect(A)} §3.0
U∗∗
p (E) {A ∈ Up(E)| ± 1 /∈ Spect(A)} §3.0
Z2k(E) U∗∗

2k (E) §3.0
Z2k+1(E) U∗

2k+1(E) = U∗∗
2k+1(E) §3.0

EA(λ) ker(A− λId) §3.1.0
ωr e2iπ/r

mj the real subspace s.t. mC
j = EA(ω

j
2k)⊕ EA(ω−j

2k ) for j ≥ 0 §3.1.0

pj
dimmj

2 §3.1.1
Zα2k(R2n) connected component of Z2k(R2n) §3.1.1
Z0

2k(R
2n)

{
A ∈ Z2k(R2n)|Ak = −Id

}
=
⊔

{α|∀j,p2j=0}Zα2k §3.1.1
Z∗

2k(R
2n)

{
A ∈ Z2k(R2n)|Ak 6= −Id

}
=
⊔

{α|∃j,p2j 6=0}Zα2k §3.1.1

r order of AdJ , for J ∈ Z2k(R2n) i.e. r =

{
2k in Z∗

2k(R
2n)

k in Z0
2k(R

2n)
§3.1.1

AC

j (J) ker(AdJ − ωjrId) §3.1.2

BC

j (J) AC

j (J) ∩ (J.so(2n))C §3.1.2

soCj (J) AC

j (J) ∩ so(2n)C §3.1.2

Uj−1(J) {g ∈ SO(2n)|gJjg−1 = Jj} §3.1.2
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Zα2k,j(R2n, Jj) {J ′ ∈ Zα2k(R2n)|(J ′)j = Jj} §3.1.2

uj−1(J) Lie (Uj−1(J)) = so0(J
j) =

(
⊕(r,j)−1
q=0 soCqp(J)

)
∩ so(2n) §3.1.3

j · α image of the component α ∈ π0(Up(E)) by the map J 7→ Jj §3.3
Jα0 fixed element of Z2k(R2n) defined by eq. (3.10) §3.3
SO(M) SO(2n)-bundle of positively oriented orthonormal frames on M §3.4
Jj global section of (Zα2k(M))

j §3.4

Uαj−1(M)
Uj−1(J

α
0 )-reduction of SO(M) defined by Jj i.e.

{e = (e1, . . . , e2n) ∈ SO(M)|Mate(Jj) = (Jα0 )
j} §3.4

J2 section of (Z2k(G/H))2 defined by J2
0 = τ2m, Lemma 3.6.1 §3.6.1

IJ0 canonical embedding G/G0 →֒ Zα0

2k,2(G/H, J2), Th. 3.6.1 §3.6.1
J complex structure defined by J ∈ Z2k(E), Def. 3.6.2 §3.6.2
J complex structure defined by J ∈ Z2k+1(E), Def. 3.6.3 §3.6.2
mj(J) real subspace s.t. mj(J)

C = ker(J − ω−j
2k Id)⊕ ker(J − ωj2kId) §3.6.2

Section 4

Trg trace w.r.t. g §4.1.1
τv(f) vertical tension field of f , Trg(∇vdvf) §4.1.1

Ev(u)
1

2

∫

M

|dvu|2dvolg §4.1.1

V the horizontal subbundle ker dπ §4.1.1
H the horizontal subbundle V⊥ §4.1.1
E p : (E,∇, 〈·, ·〉) 7→ (M, g) a Riem. vector bundle of rank 2n §4.1.2
so±(Ex, J) {A ∈ so(Ex)|AJ = ±JA} §4.1.2

so∗(Ex, J)


 ⊕

j∈Z/rZ\{0}

soCj (Ex, J)


⋂ so(Ex) §4.1.2

VΣ, HΣ vertical and horizontal subbundles on Σ(E) §4.1.2
VZ , HZ vertical and horizontal subbundles on Σ(E) §4.1.2
NΣ, NZ resp. Σ(E), Zα2k(E) §4.1.2

B∗(Ex, J)
(⊕

j∈Z/rZ\{0}BC
j (Ex, J)

)⋂
End(Ex) = VZ

J §4.1.2

I canonical 2k-structure on π∗
ZE. §4.1.2

N j
Z Zα2k,j(E, Jj) §4.1.2
VZ,j, HZ,j vertical and horizontal subbundles on Zα2k,j(E, Jj) §4.1.2
TΨ Ψ-torsion §4.1.3
T v vertical torsion §4.1.3
RH curvature of the subbundle H §4.1.3
Q principal H-bundle over M §4.2.1
ω h-valued connection form on Q §4.2.1
N Homogeneous fibre bundle Q/K over M with fiber H/K §4.2.1
p AdK-invariant summand of k in h: h = k⊕ p §4.2.1
pQ Q×K p→ N §4.2.1
I canonical isomorphism I : V → pQ §4.2.1
g Riemannian metric on M §4.2.1
h Riemannian metric on N defined by eq. (4.12) §4.2.1
φ Homogeneous connection form, i.e. I ◦ prV , with prV projection on V §4.2.1
Φ Homogenenous curvature form, i.e. I ◦ RH §4.2.1
T c φ-torsion of ∇c, i.e. the vertical torsion defined by ∇c §4.2.1
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U 〈U(a, b), c〉 = 〈[c, a]p, b〉+ 〈a, [c, b]p〉 §4.2.1
B U+ [ , ]p §4.2.1
J canonical complex structure on π∗E → N §4.3.2
J canonical 2k-structure on π∗E → N §4.3.3
∇[j] linear metric connection in E defined by ωj := ωhj |TQj §4.3.4

Section 5

τ(f) tension field Trg(∇df) §5.1.1
(L, j) Riemann surface
T Torsion of a connection ∇ §5.1.1
Tg(f) ∗g(f∗T ) §5.1.2

∇̂, d̂
C-linear extension of ∇ (resp. d) from TMC to (E, J),
where ∇ is a connection on (E, J)

§5.1.2

∂̂ d̂ = ∂̂ + ∂̂ §5.1.2
U(X,Y ) 〈U(X,Y ), Z〉 = T (Z,X, Y ) + T (Z, Y,X) §5.2.1
∇h Levi-Civita connection of (N, h) §5.2.1
Bil(E) E∗ ⊗ E∗ ⊗ E §5.2.2
T (E) (Λ2E∗)⊗ E ⊂ Bil(E) §5.2.2
Bilε,ε

′

(E, J) {A ∈ Bil(E)|A(J ·, ·) = εJA, A(·, J ·) = ε′JA} §5.2.2
T , Bil T (TN), Bil(TN) §5.2.2
T ε,ε

′

component of T in Bilε,ε
′

(E, J) §5.2.2
NJ Nijenhuis tensor of J §5.2.2
ΩJ Kähler form of J §5.2.4
Skew(B)(X,Y, Z) B(X,Y, Z) +B(Y, Z,X) +B(Z,X, Y ) §5.3.1
Bc −B(J ·, J ·, J ·) §5.3.1
dcβ (dβ)c §5.3.1
J · B −JB(J ·, J ·) i.e. B(J ·, J ·, J ·) = −Bc in terms of trilinear forms §5.3.1
Bg(f) ∗f∗B = B(f∗TL) §5.3.1
J	·B B(J ·, ·, ·) +B(·, J ·, ·) +B(·, ·, J ·) §5.3.1

J ⋆ B
1

2
(B(J ·, J ·, J ·) +B(J ·, ·, ·) +B(·, J ·, ·) +B(·, ·, J ·)) = 1

2
(J · B + J 	·B) §5.3.1

G1 class W1 ⊕W2 ⊕W3 in the Gray-Hervella classification §5.3.3
H 3-form J · T §5.3.3
H⋆ 3-form J ⋆ T §5.3.3

Section 6

F f -structure §6.1.1
H, V H = ImF , V = kerF §6.1.1
P −F 2 §6.1.1
q Id− P §6.1.1
J̄ F|H §6.1.1
NF Nijenhuis tensor of F §6.1.1
B̄ BH

|H2 , for any B ∈ T §6.1.1
F · B B(F ·, F ·, F ·) := −Bc §6.1.1
F 	·B B(F ·, ·) +B(·, F ·)− FB(·, ·) §6.1.1
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F •B F ·B +
1

2
F 	· (B − B̄) §6.1.1

F ⋆ B
1

2
(F · B + F 	·B) §6.1.1

Φ RH the curvature of H §6.1.2
NJ̄ NH

F |H×H §6.2.1
ΩA(X,Y ) 〈A(X), Y 〉 §6.2.1
Sym(B)(X,Y ) B(X,Y ) +B(Y,X), ∀X,Y ∈ TN §6.2.1
S(E1 × E2 × E3) S

i,j,k
Ei ⊗ Ej ⊗ Ek §6.2.1

D ∇h the Levi-Civita connection of h §6.2.1
U(X,Y ) 〈U(X,Y ), Z〉 = T (Z,X, Y ) + T (Z, Y,X) §5.2.1
ÑF extended Nijenhuis tensor, Def. 6.2.4 §6.2.3
ρ(V ) 〈ρ(V )H1, H2〉 = 〈Φ(H1, H2), V 〉, H1, H2 ∈ H, V ∈ V , §6.2.4
σ(H) 〈σ(H)V1, V2〉 = 〈RV (V1, V2), H〉, V1, V2 ∈ V , H ∈ H §6.2.4
R̄(X,Y ) ρ(Φ(X,Y )) §6.2.4
Ā(X,Y ) R̄(J̄X, Y ) + R̄(X, J̄Y )− [J̄ , R̄(X,Y )] §6.2.4
Φ(ε) Φ(ε)(J̄ ·, J̄ ·) = εΦ(ε) §6.2.4
R̄(ε) ρε(Φ(ε)) §6.2.4
Ā(ε)(X,Y ) R̄(ε)(J̄X, Y ) + R̄(ε)(X, J̄Y )− [J̄ , R̄(ε)(X,Y )] §6.2.4

Con(V)
{
Dv − 1

2
RV(Y

v, Zv, Xh) + C(Λ3V∗)

}
, Def. 6.2.17 §6.2.5

Dg Levi-Civita connection of (M, g) §6.3.1
D̃g connection in H defined by the lift of Dg §6.3.1
F canonical metric f -structure on Zα2k(M) §6.3.5
Fj canonical metric f -structure on Zα2k,j(M) §6.3.6
H F · T §6.4.2
H⋆ F ⋆ T §6.4.2
S(H,V) S(H×H× V)⊕ S(H× V × V) §6.4.2
B̊ B|S(H,V) §6.4.2
Supp(C) (kerC)⊥, ∀C ∈ C(Λ2H∗ ⊗ TN) §6.4.2

Section 7

τ t,v vertical tension field w.r.t. ∇t §7.4
T t,v vertical torsion w.r.t. ∇t §7.4
Ul 〈Ul(X,Y ), Z〉 = 〈[Z,X ]l, Y 〉+ 〈X, [Z, Y ]l〉 ∀X,Y ∈ l, §7.4
m′ AdK-invariant complement of p in m §7.6
ψ ψ : TN → [m′] projection on [m′] along [p] §7.6
m∗ {X ∈ m′| [X, p]p = {0}} §7.6
m1 J-invariant AdK-invariant complement of m∗ in m′ §7.6
l± ±i-eingenspace of J|l §7.6
ψ1 [m1]-component of ψ §7.6
m k′ − 1−m §7.7
Hm ⊕mj=1[mj ] §7.7

Vm ⊕[k
′

2 ]
j=m+1[mj ] §7.7
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