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SUMMARY

In this paper, we consider an orthogonal-frequency-division-mukiipe(OFDM) mobile communication
system operating in downlink mode in a time-varying multipath Rayleigh chaweaario. We present a
Mean Square Error theoretical analysis for a multipath channel congplies estimation algorithm with
inter-sub-carrier-interference (ICI) reduction using a comb-tyj&.pAssuming the presence of delay-
related information, the time average of the multipath complex gains, oveffibetive duration of each
OFDM symbol, are estimated using LS criterion. After that, the time-variatidheomultipath complex
gains within one OFDM symbol are obtained by interpolating the time-avdragmbol values using low-
pass interpolation. Hence, the channel matrix, which contains the dhiregaency response and the
coefficients of ICI, can be computed and the ICI can be reducediby ssccessive interference suppression
(SIS) in data symbol detection. The algorithm’s performance is fughbanced by an iterative procedure,
performing channel estimation and ICI suppression at each iteratf@orétical analysis and simulation
results show a significant performance improvement for high norewXoppler spread (especially after
the first iteration) in comparison to conventional methods.

1. INTRODUCTION ultra-wideband (MB-OFDM UWB) system, etc. However,
OFDM system is very vulnerable when the channel
ORTHOGONAL  frequency  division — multiplexing changes within one OFDM symbol. In such case, the
(OFDM) is widely known as the promising communicationythogonality between subcarriers are easily broken down
technique in the current broadband wireless mobilggiing the inter-sub-carrier-interference (ICI) saitth
communication system due to the high spectralsiem performance may be considerably degraded.

efficiency and robustness to the multipath interference. . L . .
A dynamic estimation of channel is necessary since the

Currently, OFDM has been adapted to the digital audio . : . : :
. : ._radio channel is frequency selective and time-varying for

and video broadcasting (DAB/DVB) system, high-". . S
. wideband mobile communication systems [5] [17] [19].

speed wireless local area networks (WLAN) such as i the ch | h anificant ch
IEEEB02.11x, fixed wireless access WiMax IEEE802.11 rz/ prac 'ltc;? € nglgi/l mayb Tvel S'?hn.l icant ¢ ilnges
3GPP/LTE, HIPERLAN Il and multimedia mobile acces%eh en wi f N b?”et . tsymho' ’: N S Castef’ ! !f .
communications (MMAC), ADSL, digital multimedia us preferablé o estimateé channeél by Inserting pilo

broadcasting (DMB) system and multi-band OFDM typéc,)nes into each ,OF[,)M symbol Wh,iCh called F:omb-type
pilot [6]. Assuming insertion of pilot tones into each

_— ) . OFDM symbols, the conventional channel estimation
Part of this work was presented in 50-th IEEE GLOBECOM, Wagtan,

USA, November 2007 [1] and in European Wireless Conferent¥)(E methOdS COI’ISISt_ generally Of_ estlmatl_ng the channel
Paris, FRANCE, April 2007 [2] at pilot frequencies and next interpolating the channel
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frequency response. The estimation of the channel at tthe time variation of the different paths complex gains
pilot frequencies can be based on Least Square (LS)within one OFDM symbol are obtained by interpolating the
Linear Minimum Mean-Square-Error (LMMSE). LMMSE time averaged symbol values using low-pass interpolation.
has been shown to have better performance than Hence, the channel matrix, which contains the channel
[6]. In [7], the complexity of LMMSE is reduced by frequency response and the coefficients of ICI, can be
deriving an optimal low-rank estimator with singularcomputed and the ICI can be reduced by using successive
value-decomposition. The interpolation techniques usétterference suppression (SIS) in data symbol detection.
in channel estimation are linear interpolation, seconthe present proposed algorithm, with less number of
order interpolation, low-pass interpolation, spline cubipilots and without suppression of interference, gives a
interpolation, time domain interpolation and Wienegood performance over the conventional methods and
filtering as 2-D interpolation [19]. In [8], low-pass performs better with starting interference suppressitis T
interpolation has been shown to perform better than glfoposed algorithm can in fact be considered as a simple
the interpolation techniques. In [9] the channel estimatextension of an algorithm for time-invariant channels
is based on a parametric channel model, which consistst which brings, as we will show, a significant gain
of estimating directly the time delays and complei case of time-varying channels with realistic Doppler
attenuations of the multipath channel. This estimatspreads. Moreover, we give a theoretical and simulated
yields the best performance among all comb-type pildlean Square Error (MSE) multipath channel complex
channel estimators, with the assumption that the chanigelins estimation analysis in terms of the normalized (by
is invariant within one OFDM symbol. For fast time-the OFDM symbol-time) Doppler spread. This further
varying channel, many existing works resort to estimate titkemonstrates the effectiveness of the proposed algorithm.
equivalent discrete-time channel taps which are modeledThis paper is organized as follows. Section Il introduces
in a linear fashion [17] or more generally by a basithe OFDM baseband model and section Il covers the
expansion model (BEM) [15] [16]. The BEM methods [15multipath complex gains estimation and the iterative
used to model the equivalent discrete-time channel taplgorithm. Next, Section IV presents some simulation
are Karhunen-Loeve BEM (KL-BEM), prolate spheroidafesults that demonstrate our technique. Finally, we
BEM (PS-BEM), complex-exponential BEM (CE-BEM)conclude the paper in Section V.
and polynomial BEM (P-BEM). Notation: Superscripts ()7 and ()7 stand for

In the present paper, we present an iterative algorithif@nspose and Hermitian operators, respectively.7'r(-)
for channel estimation with inter-sub-carrier-interfece  and E[-] are the determinant, trace and expectation
(ICI) reduction in OFDM downlink mobile communicationoperations, respectivelyl.- || and (-)* are the magnitude
systems using comb-type pilots. Our interesting is t@nd conjugate of a complex number, respectivelpnd -
estimate directly the physical channel instead of tHéenote a vector and a matrix, respectively. Alm] denotes
equivalent discrete-time channel. That means estimatiti mth entry of the vectord and A[m,n] denotes the
the physical propagation parameters such as multipdth, njth entry of the matrixd. I is a N x N identity
delays and multipath complex gains. By exploiting th@atrix anddiag{A} is a diagonal matrixJo(-) and.J; ()
nature of Radio-Frequency channels, the delays afenote the zeroth-order and the first-order Bessel furgtion
assumed to be invariant (over several OFDM symbol§f the first kind, respectivelyx denotes the convolution.
and perfectly estimated, and only the complex gains 6f,m denotes the Kronecker symbol afi) v stands for
the multipath channel have to be estimated as we hdi¢ residue of k modulo N. Letters between bracKets
already done in CDMA context [3] [4]. Notice that anor parentheses¢n) denote thatd and n are indexes or
initial very performant multipath time delays estimatioryariables.
can be obtained by using the ESPRIT (estimation of signal
parameters by rotational invariance t_echniqges) methgd gy sTEM MODEL
[9] [11]. For a Jakes’ spectrum Rayleigh gain, we have
showed that the central value and the time averaged valBeppose that the symbol duration after serial-to-parallel
over one OFDM symbol are extremely closed even fq6/P) conversion isl;,. The entire signal bandwidth is
high realistic Doppler spread. So, for a block of OFDMovered by N subcarriers, and the space between two
symbols, we propose to estimate the time average of theighboring subcarriers i5/T,,. Denoting the sampling
complex gains, over the effective duration of each OFDMme by 7, = T,,/N, and assuming that the length of the
symbol of different paths, using LS criterion. After thatcyclic prefix isT, = N,7Ts with N, being an integer. The
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duration of an OFDM symbol i§" = (N + N,)T,. In an  where W, [k] is white complex Gaussian noise with
OFDM system, the transmitter usually appliesMirpoint variances?, G;[m] and G,[m] are the transmitter and
IFFT to data block normalized QAM-symbof{sX,,)[k]} receiver filter frequency response values at thth
(i-e., E[X(n)[k] X (n)[k]*] = 1), wheren and k represent transmitted subcarrier frequency, anli(,[k,m] are
respectively the OFDM symbol index and the subcarri¢he coefficients of the channel matrix from theth
index, and adds the cyclic prefix (CP), witch is a copy dfansmitted subcarrier frequency to thgh received
the last samples of the IFFT output, to avoid inter-symbaosubcarrier frequency, and given by (see Appendix A):
interference (ISI) caused by multipath fading channels. In
order to limit the periodic spectrum of the discrete time 1 N1 R
signal at the output of the IFFT, we use an appropriaté [k, m] = ¥ Z e IATN T Z ol (qT,)el?™ 74
analog transmission filte@;(f). As a result, the output 1=1 q=0
baseband signal of the transmitter can be represented as (5)
[9] [11: wherek,m € [-X, ¥ 1] and {o{™ (¢T})} is the T,
- spaced sampling of th#h complex gain during theth

N-1
_ FDM symbol.
2(t) = 2 ldlg(t —dT, —nT) (1) ©
n;oo d_Z;Vq " If we assumeV transmission subcarriers within the flat
. i ' .. region of the frequency response of each of the transmitter
where g;(t) is the impulse response of the transmissiogq receiver filters, then, by using the matrix notation and

analog filter andr(,,)[d], with d € [-N,, N —1], are the ntting the index times, (4) can be rewritten as [1] [2]:
(N + N,) samples of the IFFT output and the cyclic prefix

of thenth OFDM symbol given by:

Y = HX+W (6)
N Ee
1 iamme
rmld = D Xy [m]e™w (2) whereG,[m] andG,[m] are assumed to be equal to one at
m=—% the flat region, wher&X', Y, W are N x 1 vectors given
It is assumed that the signal is transmitted over By:
multipath Rayleigh fading channel characterized by:
N N N r
L X = (X[-5]X[-5+1],...X[5 -1]
hit,7) = Y ou(t)s(r — Ty (3) L2 2 2
=1 [ N N N 3
where L is the total number of propagation paths, r = _Y[—?],Y[—E s Y - 1]]
is the ith complex gains of varianceil and 7; is the r N N N T
ith delay normalized by the sampling time; (is not w = W[—E],W[—E + 1], "’W[E — 1]]

necessarily an integerjo; (t)} are wide-sense stationary

(WSS) narrow-band complex Gaussian processes with the ) , ) .
so-called Jakes' power spectrum of maximum Doppl&ndﬂ is a N x N channel matrix, which contains the

frequencyf, [10] and uncorrellated with respect to eaciMe average of the channel frequency respors, k| -
other. The average energy of the channel is normaliz88 its diagonal and the coefficients pf the inter-carrier
to one ¢-€-7ZZL:1 02 = 1). At the receiver side, after mterfer_ence (ICI)H[k,m] fork_yé m. Notice thaU:{would
passing to discrete time through low pass filtering and A/P® obviously a diagonal matrix if the complex gains were
conversion, the CP is removed assuming that its lengthtig'e-invariant within one symbol.

no less than the maximum delay. AfterwardsNapoint

FFT is applied to transform the sequence into frequency
domain. Thekth subcarrier output of FFT during theh 3. MULTIPATH COMPLEX GAINSESTIMATION

OFDM symbol is given by (see Appendix A): AND THE ITERATIVE ALGORITHM
¥y In this section, we propose a method based on comb-type
Yiny[k] = Z Xy [m)Ge[m] Gy [m]H [k, m] + Wi,y [k]  pilots and multipath time delays information to estimate
m=—1X the sampled complex gain$o,[¢Ts]} with sampling

(4) periodTs.
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00 00000O0COOGOOS
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---o 000000000
L (CHONOGRONONONONCHONONONGC)
[OCNONOHNONONONONCONONONONS)
----0 © © 00000000 :
> -g-mse, (theoretical)
Time —e—mse,, (simu)
Figure 1. Comb-Type Pilot Arrangement witly = 3 0 o ot 02 03 04 05
de
3.1. Pilot Pattern and Received Pilot Subcarriers Figure 2. MSE betweea, anda for N = 128
The N, pilot subcarriers are fixed during transmission an ) 1 N=!
evenly inserted into thé/ subcarriers as shown in Fig. 1 With @ = > aul(qTy) 9)
where L; denotes the interval in terms of the number c =0

subcarriers between two adjacent pilots in the frequen__ he i he effective durati ¢
domain.Ly can be selected without the need of respectiroﬁ 's the time gvclarafgehovsr the F ective ur:atlgn °
the sampling theorem (in frequency domain) as opposedt e OFDM symbol of theith complex gain. The first

the methods shown in [9] [8]. However, as we will see witffomponent is the desired term without ICI and the second

equation (13),V, must fulfill the following requirement: component is the IC,I terndl, can be wrltgn as.the Fourier
N> transform for the different complex gains time average
» > L.

Let P denote the set that contains the index positions éﬁ}:

the IV, pilot subcarriers defined by: oo
H, =

he=

a (10)

N
Po= Apslps=sLly— 4, 5=0...N, =1} (7) whereF, anda are theN,, x L Fourier transform matrix

and th?\fp x 1 vector, respectively, given by:
The received pilot subcarriers can be written as the sum

of three components [2]: A o P
Y, = XpHy+H, X+W, (8) 2 - : :
—_ . I’Np—l . T’N,,—l
efg27r N—T1 . €7j27r N—TL

where theNV,, x N, diagonal matrixX,, and theN, x 1

vectorsy), and W, are given by: a = [o1,...az]
- 11)
& = dla/g{X[pO]vX[plLaX[prfl]}
7 T 3.2. Estimation of Multipath Complex Gains
Yp = [Y[pOLY[plL"'7Y[pr—IH
B . For a block{a;(¢Ts), ¢ =0,...,N — 1} of N T,-spaced
W, = (W pol, W(p1], .., Wpn, —1]] sampling of a gaussian complex gains with a frequency of

the Jakes’ power spectrufp, we have shown in Appendix
H, is aN, x 1 vector andH,, is a N, x N matrix with B that:
elements given by: a) TheTs-spaced sampling of the complex gain taken in
the middle of the effective duration of the OFDM symbol
L o o (5 Ty) is closest to the complex gain time average over
Hyplps] = Hlps,ps| = 20716_]2”#” the effective duratiomy; defined in (9)
=1 b) For the whole L gains, the mean square error (MSE)
{ Hips,m] ifme [_%’ % o 1] _p between exact averaged values= [m,...,@]T and

0 if meP exact central valuesy, = oy (5 T%), ...,aL(%TS)]T is

HPI [psvm] =
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P e e e e e e e e e e e S

> ’ \
k 1 ki \
Yi I_"Ik,l . 1 Hll, 1
{(nla} | ¥ ” X ' !
F SIS i L .
T . L " . Detection : ) Suppression | y*-f LS QAL; Lowpass |&*'aZ.] [ Computing ka' :
Yi Channel H H; 1 b — of —— | Estimator Interplolati p| of Channel —p |
»| Matrix 1 I, Matrix |
Estimation 1 r T 1
Xk 1 1

ki1 Xp )
X + P + : Xdk. il XII; :
1 ! !
1 z [ \ N /7

(@) (b)
Ccp
<Z D
.II B, ( The ith block of K
OFDM svmbol OFDM symbols )
L > B

< [
< >

] I F--H

R 0—1F0
(o] —
(o] —

s  Sus Ls Ls LS Ars Ls LS
\nterpolatmn of K samples estlmatedj \nterpolatmn of K samples estimated
Y \Interpolation of K samples estimatedj Y
©

Figure 3. The block diagrams of the iterative algorithm: (a) the overalhnbl estimator and ICI suppression block diagram; (b) the
channel matrix estimation block diagram; and (c) the diagram of complies @stimator

given by: are estimated using the LS criterion. By neglecting the
. ICI contribution, the LS-estimator af, which minimizes
mse; = El@-a.)"(@- )] (Y, — X, F,a)" (Y, — X, F, a), is represented by:
- S (X S Ao -w) w. - ay
=1 1=0¢g2=0 e
—1
2 N wih M = (B"X"X,F) E"X," (3
NZJ(27rfd (q—2>>+1 (12) == == ==
- It should be noted that, the matr& £ Xp Fp in the
Notice that, for a normalized channet,se, depends only expression of/ (13) is not invertible ifN,, < L, sinceF,
on f4T. is a matrix of sizeV, x L.

Fig. 2 shows the evolution ofises with f,;7°, obtained
theoretically from (12) and by Monte-Carlo S|mulat|on33
We can conclude that, for realistic normalized Doppler
spread (,T < 0.5), the distance betweern, anda is very The iterative algorithm of channel estimation and ICI
negligible. Hence, we can assume that an estimatiani®f suppression is shown in Fig. 3. The whole algorithm is
an estimation ofy.. So, by estimatinge for some OFDM divided into two modes: channel matrix estimation mode
symbols and interpolating them by a factGV + N,) and detection mode, as shown in Fig. 3(a). The first mode
using low-pass interpolation [8], we obtain an estimatioimcludes estimating the sampled complex gding¢7s)}
of the sampled complex gaidsy; (¢qTs)} attimeTs during at time 7, via LS-estimator and low-pass interpolation
these OFDM symbols, for each path. and computing the channel matrix as shown in Fig. 3(b).

The time average of the complex gains, over the effectiiehe second mode includes the detection of data symbols
duration of each OFDM symbol for the different pathshy using successive data interference suppression (SIS)

[terative Algorithm
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scheme with one tap frequency equalizer (see Appendixlt is clear that our LS-estimator is unbiased. So, the
E). Afeedback technique is used between these two modeERAMER-RAO BOUND (CRB) [14] is an important
performing iteratively ICI suppression and channel matrigriterion to evaluate how good the LS-estimator can be
estimation. In this iterative algorithm, the OFDM symbolsince it provides the MMSE bound among all unbiased
are grouped in blocks of¢( OFDM symbols each one. estimators. We have shown in Appendix C that the
Each two consecutive blocks are intersected in two OFDBtandard CRB (SCRB) for the estimator @fwith ICI
symbols as shown in Fig. 3(c). For a block &F OFDM known is given by:

symbols, the iterative algorithm proceeds as following:

1 —1
1: ﬁ(k’l) — ﬁ(k) SCRB(a) = mT7 <(FPHXPHX1>Fp> >
2. for i=1: Niteration do (17)
(k) (ki) whereSNR = - is the normalized signal to noise ratio.
3 = MY, \*™* ; <
Qrg ATy Itis easy to show that

. (ki) k=2,...,K—1 _ (ki)
B AT =} = interp(@, N N) mse; (WithICl) > SCRB(a)
5. compute using (5) the channel matrig"" _ B (18)
6:  remove the ICI of pilots from the received msey (without ICI) = SCRB(a)

data subcarrierg; ™ in (31)
(k)

So, by iteratively estimating and removing the i@ke;

7. detection the data symbol& using SIS will be closer toSCRB(a).

8: Y;)(k,i+1) Yp(k) . f{(k,i) X(M The.MSE of the assumpt?on thay, ¢ is an estimation of
— — £ a, is given by (see Appendix D):

9: end for

mse., =
where Neration IS the number of iterationgnterp denotes —
the interpolation Matlab function anflandk represent the
iteration number and the number of OFDM symbol in @here mse, is defined in (12) andmse;s and mses;
block, respectively. Note that, the steps 3 to 6 are executg@ the cross-covariance terms, which are very negligible,
without considering the first and the last OFDM symbolgiven by (see Appendix D):
(i.e.,k =2 to K — 1) in order to avoid limiting effects of
interpolation.

E[(aps — o) (@rs — a.)]
mse; + mses + msejo + mseaq

(19)

msejp =

E[@s-a)@-ao)] =Tr (ﬁ ﬂH)

mses; = E[(@—a)"(@,s—a)] = msei,

3.4. Mean Square Error (MSE) Analysis

The MSE of the LS-estimator @f is defined by: where the matrix?; is computed in Appendix D.

The MSE of the multipath complex gain estimator at

msey = E|[(@,s—a)"(@,s—a@)] (14) timeT, is defined by:
which gives (see Appendix D): K-1 N-1 A A
mser, Z E [(g — aZ)H(g’; — g’;)}
mse; = T1r ( (R )]V[H) (15) k=2 g=—N,
22\ .
with af = [of(qT), ... 0} (¢T5)]  (20)

where the expression of the covariance mathx is
detailed in Appendix D. Notice that if ICI are completely For & large value, assuming performant interpolator

eliminated thenR, is matrix of zeros. Thus, (15) becomesand respecting sampling theorem in time domafifi/{ <
0.5), we will have (see Appendix D):

mseq (WithOUt |C|) = mser ~ (21)

o2Tr (g gH) (16) mse,

In general,mse; depends on the pilot positions and the We now study the MSE of the multipath complex
multipath delays. gain estimator and the interpolation method versus the
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107 ‘ ‘ ‘ ‘ Table 1. Parameters of Channel
Frrr—— -
‘ Rayleigh Channel
Path Number | Average Power(dB) | Normalized Delay
1 -7.219 0
N 2 -4.219 0.4
g s mse, (exact central values) 3 '6 . 2 19 1
mse T (exact averaged values) 4 - 10 . 2 19 3 . 2
e mse, e, 5 12.219 4.6
6 -14.219 10
10® , , 10" -
10 20 30 40 50 60 —— SCRB with known ICI
Interpolation Window Length K - m-mse, with unknown ICI (theoretical)
—s—mse with unknown ICI (simu)
Figure 4. MSE of the complex gain estimator in termsffor ~F-mse, atterone feraon (simi)
mse, after two iterations (simu)
de =0.1 —¢—mse, after three iterations (simu)

0.025

- -Mse, with unknown ICI (theoretical)

-6 -mse_ with unknown ICI (theoretical)

o
o
)

mse, (mean square error)
2
o
4

I -¢ -mse with unknown ICI (theoretical) / ’
——mse, with unknown ICI (simu)
00151 mse _ with unknown ICI (simu)

——mse_ with unknown ICI (simu)

o
o
=2
T
N
N

10’3 L L L L
0.01 0.05 0.075 0.1 0.2 0.3
0.0051 faT

MSE (mean square error)

| ‘ ‘ Figure 6. The MSE of the LS-estimator f§tV R = 20dB

0 i i
0.01 0.05 0075 0.1 0.2 0.3
T

! The mean square error (MSE) and the bit error rate

Figure 5. Comparison between MSE BN R = 20dB (BER) performances in terms of the average signal-to-
noise ratio (SNR) [9] [8] and maximum Doppler spread

OFDM block length K. Fig. 4 gives themser, (With 7,7 (normalized by 1/T) for Rayleigh channel are
exact averaged values) and thae;,,; (with exact central examined. The normalized channel model is Rayleigh as
values) for f;7'= 0.1. We notice that the interpolation recommended by GSM Recommendations 05.05 [12] [13],
error mse;n; decreases with', while the error of the with parameters shown in the table beloy (= 2 Hz).
estimatormser, is constant whatever the interpolations 4QAM-OFDM system with normalizedssymbolﬂz =
window length K. This is due tomse; (MSE between 128 subcarriers, N, = X subcarriers, N, = 16 pilots
the central valuex, and the averaged valug) which is (ie., Ly = 8) and K = 10 OFDM symbols in each block
dominant with respect to the interpolation erieten:. is used. (note thatSNR)dB = (%)dg + 3dB). These
Moreover, we verify thatnser, ~ msein: +msez. ThiS  parameters are selected in order to have some concordance
means that the cross-covariance terms are very negligifgth the standard WiMax IEEE802.16e (same spacing
So, in general, we may say that the interpolation windoWetween subcarriers aboltk H = for a carrier frequency
length K is not necessary to be large and it suffices t¢ — 2 5GH and same rate between the symbol duration
choosek such thatK.T = T,op = 7, (i-c., Teon 1S the  gnd the guard time). The BER performance of our iterative
coherence time) in order to have strong correlation betweg@orithm is evaluated under a relatively rapid time-vagyi
samplesy\™ (¢T,). For examplef,T = 0.1, T.on = 10T, channel such a&T = 0.05 andf,T = 0.1 corresponding
so we choosé( = 10. to a vehicle speed,, = 140km/h andV,, = 280km/h,
respectively, forf. = 5GH z.

Fig. 5 shows the MSE in terms of; 7" for SNR =
20dB. It is observed that, with all ICI, the MSE obtained
In this section, we verify the theory by simulationby simulation agrees with the theoretical value of MSE.
and we test the performance of the iterative algorithmiVe notice that the difference betweemse;, and mse.

4. SSIMULATION RESULTS
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—6— SCRB with known ICI

- E-mse, with unknown ICI (theoretical)

—e—mse , with unknown ICI (simu)

i | =g—mse after one iteration (simu) 107
mse after two iterations (simu)

—g—mse,, after three iterations (simu)

mse, (mean square error)
=
S
T

=6 perfect knowledge of channel and ICI
—#= SIS algorithm with perfect channel knowledge
_,|| =¥ after one iteration

10 after two iterations

—€— after three iterations

- B - inverse diagonal with all ICI

= # = LS pilot with LPI

5|~ * -~ LMMSE pilot with LPI

-6 i i L i i i i i

o 5 10 15 20 25 30 35 40 45 10 . .
SNR (dB) 0 5 10 15 20 25 30 35 40
SNR (dB)
Figure 7. The MSE of the LS-estimator f¢§7" = 0.1 ()
0
Real Part of Complex Gains 0 Imaginary Part of Complex Gains 10
Ow -0.5%/
-1 1 10 =
Z0 200 400 600 800 1000 1200 10 200 400 600 800 1000 1200 -
0 w 0 SM‘Q\& ; -
10 8 - 2
2 i ;
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Figure 9. Comparison of BER: (g),T = 0.05; (b) foT = 0.1
70'50 200 400 600 800 1000 1200 70>40 200 400 600 800 1000 1200
* exact time average complex gain 0.1. However, by increasing;T’, we show frommse,
© LS estimated time average complex gain . . . o
— exact complex gain given in Fig. 2 thatz moves away fromy,.. Hence, for
—o— estimated complex gain i i i i ifi
plex g f4aT > 0.1, MSE of complex gains estimator is significant

. . . . and the ICls are not estimated and nor removed perfectly.
Figure 8. The LS estimated complex gain of six paths ove

8 OFDM symbols after one iteration witi N R = 20dB and " Fig. 7 shows the evolution ohser, ~ mse; with the

faT =0.1 iterations in terms ob N R for f;T' = 0.1. Note that the x-
increases in terms of, 7. This is due to the interpolation 8Xis represents the time axis normalized with respect to the
error which increases withf,7. In short, we can say Sample timeZ’. After one iteration, a great improvement
that mser, ~ mse. and especially forf, 7’ < 0.1, which is realized andnse; is very close to the SCRB especially
means our method is adequate over a blockko®FDM in low and moderate SNR regions. This is because at low
symbols. We verify thatuses is negligible with respect to SNR, the noise is dominant with respect to the ICI level,
mse; (see Fig. 2 and 5) and especially fiyT” < 0.2, thus and at high SNR ICl is not completely removed due to the
mse. ~ msey. data symbol detection error.

Fig. 6 gives the evolution afse; with the iterations in ~ For illustration, Fig. 8 gives the real and the imaginary
terms of ;7 for SNR = 20dB. We notice that, with all parts of the exact and estimated (after one iteration)
ICI, mse, is far from SCRB and when we commence tanultipath complex gain. This is done for one channel
reduce the ICI, by improving the estimation of ICI at eachealization over 8 OFDM symbols withN R = 20d B and
iteration,mse; shows a significant improvement especiallyf;7" = 0.1. Notice how good is the estimation of multipath
after the first iteration and approaches the SCRE{@r < complex gains for rapidly changing channels.
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10 T T : T T T T
10° . E ~—e— perfect knowledge of channel and ICI
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Figure 10. Comparison of BER fof,7 = 0.1 and SNR = 0 5 10 15 Sﬁ)R 25 0 8 40
20dB

Fig. 9 gives the BER performance of our proposegj(i)gnlflroelultilangocrgggrifsgfr;;ff%Fi’ In the case of the IEEE802.11a
iterative algorithm, compared to conventional methods (LS ’ '
and LMMSE criteria with LPI in frequency domain) [6]5, CONCLUSION

[8] and SIS algorithm with perfect channel knowledge

for f47'=0.05 and f,7" = 0.1. As reference, we also |n this paper, we have analyzed an iterative algorithm
plotted the performance obtained with perfect knowledgg estimate multipath complex gains and mitigate the
of channel and ICI. This result shows that, with alintersub-carrier-interference (ICl) for OFDM systems.
ICI, our algorithm performs better than the conventionathe rapid time-variation complex gains are tracked by
methods. Moreover, when we start removing ICI ougxploiting that the delays are assumed invariant (over
iterative algorithm offers an improvement in BER afteseveral symbols) and perfectly estimated. Theoretical
each iteration because the estimation of ICl is improvezhalysis and simulation results of our iterative algorithm
during each iteration. After two iterations, a significanshow that by estimating and removing the ICI at
improvement occurs; the performance of our algorithach iteration, multipath complex gains estimation and
and the SIS algorithm with perfect channel knowledge am®herent demodulation can have a great improvement
very close. At a high SNR, it is normal to not reach thespecially after the first iteration for high realistic Ddégap
performance obtained with perfect knowledge of channgpread. Moreover, our algorithm performs better than the

and ICI because we have an error floor due to the dat@nventional methods and its BER performance is very
symbol detection error. close to the performance of SIS algorithm with perfect

Fig. 10 gives the BER in terms &¥), for f;7" = 0.1 and channel knowledge.
SNR = 20dB. It is obvious that when using more pilots,
performance will be better. Moreover, the results show; that
with less pilots and without interference suppression, o%r RECEIVED OFDM SYMBOL
algorithm performs better than the conventional methqﬁi_sfom equations (1) and (3) the received signal ofritte

and becomes better with starting interference suppress%lFDM symbol at the output of the low pass receiver filter

Fig. 11 shows the BER performance of our Prog,.(t) is given by:
posed iterative algorithm, fotN, =2 and f;7 = 0.1
with IEEE802.11a standard channel coding [18]. The N-1
convolutional encoder has a rate of 1/2, and its polynomiajg, () = Z T[]y (t)B(t — dTs — nT — 7Ts) + w(t)
are Py = 1333 and P, = 1715 and the interleaver is a bit- d=—Ngy I=1
wise block interleaver with 16 rows and 14 columns. It
can clearly be seen that a significant improvement in BERhere 3(t) = (¢9; ® g,-)(t). After A/ID conversion and
occurs with channel coding, and that for high SNR there iemoving the cyclic prefix, the N received samples are
always an error floor due to data symbol detection errorsgiven by:
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Yn )[ ] = Y(n) (t)|t:qu+nT =

whereg € [0, N — 1]. Using (2), the N samples of the FFT ot

output are given by:

N—-1
Yookl = Y yowlgle 77N =
q=0
1 I-1 N-1 Lo N1 L
_iopka n
¥ X Xl X e 3 Y o
MZ—% q=0 d——Nq =1

(22)
where ke [-4,5 —1] and Winylk]
N-1
> w (qTs)e 7>
q=0
As aresult, forr, < N, we have:

Ny L
> oy [QTs]ﬁ((u —7)Ts )e 2N
u=0 lil (23)

3" ol (qTs) G [m)G, [me 75
=1

Notice that strict equality would hold if varies from calculate the derivative ofise[d] as:

qTS)ﬂ<(q —d—7)T; > + win)(¢T's)

mse[d]

= = mse[d] (theoretical)
—— mseld] (simu)
axis of symmetric d = 63.5

10°
o

Figure 12.mse[d] with N = 128 and f,T" = 0.1

power spectrum [10] then:

E |:al(Q1Ts)a?(Q2Ts):| = a5, Jo (QWdes(% - Q2)> (24)

Using (24), we can calculate se[d] as:
L 1 N—1N-—
mseld] = Zail (2 Z Z (271'de 7 —qg))
1=1 =0 g2=

S Jo (27deTs(q - d)) + 1)

2
- Z
q=0
To find the closesiy, to @, we need to findd,,;,
that minimizesmse[d]. By using the derivative formula
of the Bessel function defined a;(t) = —J1(¢), we can

—o0 1o +00. Inserting (23) into (22) yields the results given

in equations (4) and (5).
B. CLOSEST SAMPLE TO TIME AVERAGED

COMPLEX GAIN

Leta, = [oq (dT), ...
of the complex gains taken at the time positidne

[0, N — 1] during the effective duration of the OFDM

symbol. The MSE betweefi anda, is defined as:

mseld) = E [(@—ay)"(@- a,)] =

S E [al a7 — @of (dT) — cu(dTL)aT" + au(dTy)o (dT))
=1

,aL(dTS)]T be a vector of samples

L N-1
A fqTs
mse'[d] = — Wde ZJl <27deT q— d)>
=1
L N_ 1 d
471-de5 2
= ——x 2 o u;d Ji| 27 fqTsu

(25)
Since J;(t) is an odd function then, the solution of
the equationmse’[d] = 0 is obtained when the interval
of the indexu in (25) is centered at zero, thus=

4 — 1 (not integer). It is easy to show thatse[d] is
symmetnc with respect td = 5- — 5 axis then,d, i, =

8 —1 or §. We denote the mlnlmum ofnse[d] by

mses = mse[dn,|. For illustration, Fig. 12 gives the
curve of mse[d] (theoretical and monte-carlo simulation)

Since () is wide-sense stationary (WSS) narrow-bantbr N = 128 and f,;7" = 0.1. It is well observed that =
complex Gaussian processes with the so-called Jaké85 is an axis of symmetric andl,,;,, = 63 or 64.
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C. CRB FOR THE ESTIMATOR OF @ R T T T T e
Assuming IC1, =Hy, X in (8) are known then, the

vectorY,, for a givena is complex Gaussian with mean
vectorm = X,, F,, @ + ICI, and covariance matri&; =

02£Np' Thus, the probability density functign(Y,, [@) is
defined as:

p(Yo @) = #6_%(£_m) 17 (Yp—m)
50 g

g
L L L L
30 35 40 45 50

Sincea is a complex Gaussian vector with zero mear o s @ =z
and covariance matri¥, then, the probability density Figure 13. SCBR and BCRC withV = 128, N, = 16 and

function ofa is defined as: faT =0.1
p(@ = 1 3@ ST We notice that in our specific problem SCRB is
* ’%S ‘ independent ofv. So, SCRB gives the lower bound if the
2

priori distribution ofa is not used in the estimation method,
where S, is a diagonal matrix of elementS; [/, ], with whereas BRCB takes this information into account. For

1 € [1, L], given by: illustration, Fig. 13 gives the SCRB and BCRB in terms
N1 N1 of SN R for the channel given in Table IV = 128, N,, =
9 N—1N-—

S ops 16 and fy7 = 0.1. It is observed that there is a small
Soll, 1) = E[al Qg } = L Z Z Jo (QWdeS(ql — q2)> fa

N2 difference between SCRB and BCRB at |6V R. So, we

n=042=0 can compare the MSE of our LS-estimatorcfo SCRB
The Standard CRB (SCRB) and the Bayesian CRfastead of BCRB.

(BCRB) for the estimator ofi are defined as [14]: Moreover, with known ICI, the optimal estimators of
-1 deterministic@ and random (Gaussiah)are LS-estimator
SCRB(@) = Tr (_ E [6%22 In(p(Y, |@))] ) ) and maximum likelihood (ML) estimator, respectively. In
- o : our algorithm, the LS-estimator was used (considering
2 - a deterministic) b it i I inf ti
BCRB(a) = Tr (—E { 9 ln(p()@,a))}) a deterministic) because it requires less information

a2 compared to ML-estimator.
(26)
wherep(Y, ,@) = p(Y, [@)p(@) is the joint probability p MmEAN SQUARE ERROR OF COMPLEX GAINS
density function ofY, and @ and, the expectation is EsSTIMATOR
taken overY, anda. Notice that SCRB and BCRB are _ o
for the estimation of deterministic and random variableghe MSE of the LS-estimator af is given by:
respectively.

_ = VH(w =
The results of the second derivativesiof(p(Y, |@)) mser = FE[(@ps—@)"(@rs —a)]
andin(p(Y, ,@)) with respect tax are given by: = Tr (g( R +0%L )£H>
0? .
52 In(p(Y, [a)) = —QHXpHi 1:p:p (27) whereR, = E {&X&H &H} and the expectation
8; is taken over the data symbols, the noise and the complex
pee np(Y,,a)) = -F"x,78,7'X,F,—S," gains, since the noise and the ICls are uncorrelated. The
a o - -  —— term ICI, = H,, X can be written as the sum of two
Hence, substituting (27) in (26) yields: components:
—1
scrp@ = o ((5"%," %, 1) IC1, = HyX,+ Hus Xa

BCRB(@)

1 1\ where X, is the data symbols an and Hyq are a
Tr <FPHX "X, F, 1> =d Y Hpp aNd Hag
N, x N, and aN,, x (N — N,,) matrices, respectively, of
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PNp—1PNp—1

Ryplk,m] = Z Z [u1] X" [ua] H [k, ui | H* [m, us)
U1=po u2=po
urF#k usF#m
PNp—1PNp—1 [, N—-1N-1 ( % ( )
* —jomX 2 7 glui—r)ay —(ug=m)qa qz
= 2 X SR Xl TS o )
u1=po u2=po =1 q1=0g2=0
ur#k uz#m
J1
Rdd[kvm] = E Z H[k,u]H*[m,u]
u=—1%
u#ps
L N N—-1N-1 e
= Zail Okm — ~ (—1)B—Re I3 —x ], (27deTs((I1 - CI2)> 00,(q1—a2)n, (28)
=1 q1=0g2=0
PNp—1 N
Roll,k) = E| Y X*[ulH"[ku] (al — al[sz])
U=po
u#k
o2 PNp—1 ~ N-1N-1 e N
— ﬁ Z X*[u]ejln'ﬁ‘n Z Z 6*]271' N <J0 <27deTs(Q1 — q2)> — Jo (27deTs(q1 — 2))) (29)
u=po q1=0 g2=0
u#k
elements given by: The MSE of the assumption thaj, ¢ is an estimation of
a, is given by:
_ [ H[k,m] fkmeP mse. = FE|(@ —a)H(@ - a,)
pr[k’m} - { 0 if k = m [ =LS — Z=c ars — & ]

= mse; +mses + mseia + mseagq

_ ; _N N _ _
Haalk,m] = Hlk,m] it k € P, m € [ 272 1} P wheremse;o and msey; are the cross-covariance terms

given by:

Hence, the matrixR, becomes: R, = Ry, + Raq msers = E[(a—a)@-a,)]

where Ry, = E | Hy, X, X, Hy,)"| and R = — 1 (R ")
E [Hdd X, X7 HddH}, since the data symbols and the msey, = E [(;;)H@LS —a)} — mse,
za£ra  —-aac - 189 e =9 = - 1
coefficientsH [k, m| are uncorrelated.
Since the data symbols are normalized.c.( whereR, = E |(@ —a.) X H,,™ | isaL x N, matrix

E[Xa X" =1, y,) then, Rig=E [Hdd Hag ] of elementsR,|l, k], with [ € [1, L] andk € P, given by
Thus, the eIementstp[k:,m} " and Raalk,m], with (29), shown at the top of the present page. Notice that the
k,m € P, are given by (28), shown at the top of theelements of the matriX?; and R, depend on the known
present page. pilot symbols and the multipath delays.
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The MSE of the multipath complex gain estimator afrom the large to the small magnitude of the diagonal

time T is defined by: elements of the data channel matfiy and given by:

K—-1 N-1 I

mser, = Y. > B[eh"el] 0 = {0102 ey Ono |
k=2 q=—N, . ..
N i< j it [HdOs Ol > |Hal0;,05]] |
k_ Ak _ k i k _

where &q _QQT Qg with Qq The detection algorithm can now be described as
[ (qTy), ..., (qT)] ", is the error of the multipath follows:
co_mplex gain estimator at tim&,. This error can be ro={0, 0, .. ONin}
written as the sum of two errors:

2 Vi =Yg =Ys— Hy Xy

kK
€ = Cotlint 3 for i=1:N—N, do

where ¢* is the error due to the assumption tats 4 Xea[Oi] = Yj;[0:]/HalO;, O;
is an estimation ofy, ande;,;" is the error due to the s. X4[04] = Q(XeqO;])
interpolation method which depends on the numkeof . Yd/[iJrl] = Yé[i] — X4[0](Hy)o,
OFDM symbols in each bloc and the tepfyil". E— T
For a large valuds, assuming performant interpolator 7: end for

and respecting sampling theorem in time domain , ) . )
(ie. [T <0.5), we will have e;* ~ [0, ...,0]T, and where Y, is the received data subcarriers without
.e. < 0.5), in s s

then: ’ contribution from pilot subcarriers@(.) denotes the
quantization operation appropriate to the constellation
in use and(Hg)o, denotes theO;th column of the
data channel matrix¥{;. Note that in our algorithm, we
have used the minimum distance criterion as quantization

E. SUCCESSIVE INTERFERENCE SUPPRESSION  method.

mser, ~ Mse.
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