N
N

N

HAL

open science

HMM-based Vowel and Consonant Automatic
Recognition in Cued Speech for French

Panikos Heracleous, Noureddine Aboutabit, Denis Beautemps

» To cite this version:

Panikos Heracleous, Noureddine Aboutabit, Denis Beautemps. HMM-based Vowel and Consonant
Automatic Recognition in Cued Speech for French. VECIMS 2009 - IEEE International Symposium
on Virtual Environments, Human-Computer Interfaces and Measurement Systems (VECIMS), May
2009, Hong Kong, China. pp.1-4. hal-00372700

HAL Id: hal-00372700
https://hal.science/hal-00372700
Submitted on 2 Apr 2009

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00372700
https://hal.archives-ouvertes.fr

HMM-based Vowel and Consonant Automatic
Recognition in Cued Speech for French

Panikos Heracleous, Noureddine Aboutabit, and Denis Resus
GIPSA-lab, Speech and Cognition Department, CNRS UMR 523&hdhal University/ UJF/ INPG
961 rue de la Houille Blanche Domaine universitaire BP 46 B4(2 Saint Martin d’Héres cedex

E-mail: {Panikos.Heracleous, Noureddine.Aboutabit, Denis.Beapg @gipsa-lab.inpg.fr

Abstract—In this paper, hidden Markov models (HMM)-based
vowel and consonant automatic recognition in French Cued

Speech is presented. Cued Speech is a visual communication

mode which uses handshapes in different positions and in
combination with lip-patterns of speech, makes all the souts
of spoken language clearly understandable to deaf and heany-
impaired people. The aim of Cued Speech is to overcome the
problems of lipreading and thus enable deaf children and adlis
to fully understand a spoken language. Previously, the autbrs
have reported experimental results on vowel recognition irCued
Speech for French based on feature fusion and multi-stream
HMM decision fusion. This study, further investigates the \owel
recognition by considering vowel classes based on similéigs
on the lips. Also automatic consonant recognition experimgs
in Cued Speech for French are reported. The obtained results
are promising and comparable with results obtained using adio
signal.
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|I. INTRODUCTION

To date, visual information is widely used to improve speeghy ;.
perception, or automatic speech recognition (lipreadivgdh
lipreading technique, speech can be understood by intargre
movements of lips, face and tongue. In spoken languages,

a particular facial and lip shape corresponds to each sowthsonant phonemes whereas hand positions distinguisél vow
(phoneme). However, this relationship is not one-to-ong aphonemes. A handshape together with a hand position cue a
many phonemes share the same facial and lip shape (visem@gjable. Cued Speech recognition requires gesture reomgn

It is impossible, therefore to distinguish phonemes usiegal  and lip shape recognition, and also integration of the tvee el
information alone. ments. The advantage of Cued Speech is that improves speech

Even with high lipreading performance, speech withoyrerception to a large extent for hearing-impaired people [4
knowledge of the semantic context can not be completdiforeover, Cued Speech offers a complete representation of
perceived. On average, only 40-60% of the vowels are rgbe phonological system for hearing-impaired people eggos
ognized by lipreading system for a given language Americd® this method since their youth, and therefore has a pesitiv
English) [1], and only 10-30% of the words [2]. To overcoménpact on language development [5]. Fig. 1 describes the
the problems of lipreading and to improve the reading addlit complete system for French. In French Cued Speech, eight
of profoundly deaf children, in 1967 Cornett [3] developetiandshapes in five positions are used. The system was adapted
the Cued Speech system to complement the lip informatiéhem American English to French in 1977.
and make all phonemes of a spoken language clearly visibleThe access to communication technologies has become
As many sounds look identical on lips (e.gp/ and /b/), essential for the handicapped people. The TELMA project
using hand information those sounds can be distinguishéd dRhone for deaf people) aims to develop an automatic trans-
thus make possible for deaf people to completely understadation system of acoustic speech into visual speech costplet
a spoken language using visual information alone. with Cued Speech and vice versa, i.e. from Cued Speech

Cued Speech uses handshapes placed in different positiomsiponents into auditory speech [6]. This project would
near the face in combination with natural speech lipreathngenable deaf users to communicate with each other and with
enhance speech perception from visual input. A manual caermal-hearing people through the help of the autonomous
in this system contains two components: the handshape @exdninal TELMA.
the hand position relative to the face. Handshapes digshgu In the first attempt for vowel recognition in Cued Speech

Hands positions for vowels (top) and handshapestofm)t for
consonants in Cued French language.



TABLE |
NUMBER OF VOWEL INSTANCES USED FOR TRAINING AND TEST

French vowels
Set Tal IyI Tol b7 Tu/ Tal FT N7 el TJel  Tef  Tal  Jeel b/ | Total
Training | 400 293 221 148 197 691 121 500 132 403 265 245 84 L3B38
Test 208 134 103 72 91 347 59 242 66 208 150 126 38 paA913

TABLE Il
PHONEME-TO-VISEME MAPPING IN THE FRENCH LANGUAGE.

Consonants Vowels
Viseme | Phonemes || Viseme | Phonemes
C1 Ipl, Iol, Im/ V1 i3l Iyl, ol

lal, lul

c2 7T, NI V2 Tal, FT. 1]
16el, lel, fel
C3 | W, id, /sl || V3 | Jd, b, Iel
121, Inl, !
ca 7, 5]
c5 KT, IgT

Irl, Il

Fig. 2. Parameters used for lip shape modeling.

[7], a method based on separate identification, i.e., iotliresyllabic words) were derived from a corpus that was dedicate
decision fusion was used and 75% vowel accuracy was Cued Speech synthesis. Each sentence was dictated by an
obtained. In this study, however, the proposed method égperimenter, and was repeated two- or three times (tocorre
based on HMMs and it uses feature fusion to integrate lgrrors in pronunciation of words) by the cuer. Table | shows
shape and hand elements into a combined component, #mel number of vowel instances included in the training and
then perform automatic recognition. Previously, the arghotest sets, respectively.
reported automatic vowel recognition in Cued Speech for The audio part of the video recording was synchronized
French using feature fusion and multi-stream HMM decisionith the image. Using forced alignment, the acoustic signal
fusion with very promising results [8]. In this study, fueth was automatically labelled at the phonetic level. An autiiena
investigations on vowel recognition using lip similarfiare image processing method was applied to the video frames in
presented. In addition, the proposed method was extended lip region to extract their inner- and outer contours #nd
to deal also with consonant recognition in Cued Speech fderive the corresponding characteristic parameters: lithw
French. As far as our knowledge goes, automatic vowel aga), lip aperture (B), and lip area (S) (i.e., six parameters
consonant recognition in Cued Speech based on HMMsa).
being introduced for the first time ever. Based on a review The process described here resulted in a set of temporally
of the literature written about Cued Speech, the authors @herent signals: the 2-D hand information, the lip width, (A
this study have not come across any published work relatg lip aperture (B), and the lip area (S) values for bothiinne
to automatic vowel or consonant recognition in Cued Speeghd outer contours, and the corresponding acoustic sigttal w
for any other Cued language. the associated phonetically labelled transcriptions daitéon,
two supplementary parameters relative to the lip morphplog
were extracted: the pinching of the upper lip (Bsup) and
The female native French speaker-employed for data recolewer (Binf) lip. As a result, a set of eight parameters in
ing was certified in transliteration speech into Cued Speegh was extracted for modelling lip shapes. For hand pasitio
in the French language. She regularly cues in schools. Thedelling, the coordinates of two landmarks placed on the
cuer wore a helmet to keep her head in a fixed position ahénd were used (i.e., 4 parameters). Fig. 2 shows the lip
opaque glasses to protect her eyes against glare from #h@pe parameters that were used.
halogen floodlight. A camera with a zoom facility used to The Cued Speech paradigm requires accurate recognition of
shoot the hand and face was connected to a betacam recoflsth lip shape and hand information. Fusion of lip shape and
The speakers lips were painted blue, and blue marks wéw@nd elements is also necessary and very important. Fusion
marked on her glasses as reference points. These corstraithe integration of available single modality streams to a
were applied in recordings in order to control the data armbined one. In this work, lip shape, hand position, and
facilitate the extraction of accurate features (see [7],f¢®@ handshape streams are available. For vowel recognitipn, li
details). shape and hand position elements were fused. For consonant
The data were derived from a video recording of the speake&cognition, lip shape and handshape elements were fused.
pronouncing and coding in Cued Speech a set of 262 FrenchPreviously, several studies have been made in automatic
sentences. The sentences (composed of low predicted mutidio-visual recognition and integration of visual and iaud

Il. METHODS



-, . . . TABLE Il
modalities [10], [11]. The aim of audio-visual speech recogconrusion MATRIX OF VOWEL-VISEME RECOGNITION USING LIP SHAPE

nition is to improve the performance of a recognizer, esgbci INFORMATION ONLY.

under noisy environments. | VI V2 V3 || %correct %error
In the experiments, context-independent models were used. x; %%3 10339 22% g?:g ié

A 3-state, left-to-right no skip HMM topology was used. Each V3 | 11 1 209 90.5 1.2

state was modeled with 32 Gaussian mixtures. In addition

to the basic lip and hand parameters, the fird) (and

second derivatives{A) were also used. For training and test Il RESULTS

426 and 212 sentences were used, respectively. The training
utterances contained 3838 vowels and 4401 consonants. The/owel recognition using concatenative feature fusion
test utterances contained 1913 vowels and 2155 consonantg) Vowel recognition considering similarities on lips: In
respectively. Vowels and consonants were automatically ekis experiment, the similarities on lips of the French viswe
tracted after forced alignment -using the audio signal- wagre considered to show how the integration of hand posi-
performed. tion element improves the recognition accuracy when vowels
In automatic speech recognition, a diagonal covariance nf#longing to the same class were recognized. As previously
trix is often used because of the assumption that the paeasnetlescribed, vowels which show similarities on lips (visejnes
are uncorrelated. In lipreading, however parameters showg@nnot be recognized accurately using lip shape informatio
strong correlation. In this study, Principal Component kxaiz ~ alone.
(PCA) was applied to decorrelate the lip shape parameters anUsing the previously described phoneme-to-viseme map-
then a diagonal covariance matrix was used. All 24 PCA liping, the 14 vowels were classified into three groups, and
shape components were used for HMM training. For trainirijree separate HMM sets were trained using the appropriate
and recognition the HTK3.1 toolkit was used. training data. In this way, each group included the most

French language includes 14 vowels and 17 consonari@nfusable vowels based on lip shape. Table IV shows the
Based on similarities on the lips, the 31 phonemes can Bt@ined results. Using lip shape parameters only, theageer
grouped into 8 visemes. A viseme consists of group §PWel accuracy was 64.4% because of the high number of
phonemes that look similar on lips/mouth (e ./, /b/, and confu5|on_s betwe_en similar vowels_ln each group. Qn ftherothe
/m/). Table Il shows the mapping of French phonemes hand, by integrating also hand position elementlwnh lippeha
visemes. Based on previous works, five consonant visemes &finent, the average vowel accuracy was raised to 91.2%,

three vowel visemes reflect the most appropriate phoneme$8°Wing 75.3% relative improvement compared with using

viseme mapping [12]. lip shape parameters anne._Hovv_ev_er, _t_he vowels b_elongmgt
: . ... the same group based on lips similarities are distinguishab
To realize automatic vowel and consonant recognition In_: e : .
L : . using hand position information. As a result the confusions
Cued Speech, it is necessary to integrate lip shape and han . A
. ) etween them drastically decreased resulting in increése o
elements. In this study, lip shape and hand elements were ..

. . . . . recognition accuracy. Table 1V also shows the results when

integrated into a single component using concatenativerfea . e .

i . g .~ auditory parameters were used. More specifically, the ditous

fusion. Our aim, was to combine the two streams into a . X
sﬁlqnal was parameterized using 12 Mel-Frequency Cepstral

bimodal one, and to use the joint lip-hand feature vecto . ) -
in the HMM system in order to realize vowel Cued Speec oefficients (MFCC) and the first and second derivatives, as

" : . well. As can be seen, the performance in the case of Cued
recognition. The feature concatenation uses the condaiana . o . .
. o eech is very similar to the performance obtained whergusin
of the synchronous lip shape and hand position featureseas

S the acoustic signal.
joint bimodal feature vector 2) Experimental results for overall vowel recognition: In

. . this experiment, all vowels were recognized using a common
OLH — (0" o) |T ¢ gD (1) HMM set. Table V shows the obtained results. Compared with
using lip shape parameters alone, a 63.3% relative improve-
ment was obtained when fusion was applied. It is also shown

LH j ioint i (L)
where O/ is the joint lip-hand feature vecto);” the a4t results of vowel recognition in Cued Speech and those

lip shape feature vectoO,EH) the hand feature vector, and
D the dimensionality of the joint feature vector. In these

experiments, the dimension of the lip shape stream was 24 £%CURACY FOR THREE VOWETABLE v

L GROUPS CONSIDERING SIMILARITIES ON

static parameters, 8, and 8AA parameters). In vowel recog- LIPS.

nition experiments, the dimension of the hand positionastre Modality

was 12 (4 static parameters, A, and 4 AA parameters). Vowel group [ Tips | Lips+Position | Audio

The dimensionD of the joint lip-hand feature vectors was, Groupl | 60.2 94.0 96.7

therefore 36. In consonant recognition the dimension of the Group2 28.5 8.9 0.9
- gn : Group3 | 743 93.7 93.8

handshape stream was 30, and fthdimension was, therefore, Average | 644 | 912 [ 938

54.



TABLE V

VOWEL AND CONSONANT OVERALL ACCURACY. IV. CONCLUSION
Modality In this paper, vowel and consonant recognition in Cued
Phonemes [ Lips | LipstHand [ Audio Speech for French was presented. According to the Cued
Vowels 59.4 85.1 91.5 S h original t f | it l h d
Consonanisl 52.1 759 507 peech original system, for vowel recognition lip shape an
Average | 558 | 820 | 911 hand position elements were integrated, and automatigreco

nition was realized. In the case of consonant recognitipn, |
shape element and hand shape element were fused. Compared

TABLE VI with the sole use of lip shape parameters, by integrating han
ACCURACY FOR FIVE CONSONANT GROUPS CONSIDERING SIMILARITIE . . .. . .
ON LIPS, information, a 60% promising average relative improvement
Modality was obtained. The obtained results are comparable to sesult
Consonant group| Lips | Lips+Shape| Audio achieved using audio signal, even with using only visual
Groupl 66.2 88.1 98.2 information in Cued Speech recognition. Currently, cdltet
ggﬂgg ggzé gﬁ 3% of additional data is in progress in order to realize autéenat
Group 829 93.0 98.6 Cued Speech recognition for larger vocabularies. Also Cued
Group5 59.1 86.6 96.7 Speech data from two deaf cuers have been recorded, and
Average [ 684] 890 | 979 experiments on Cued Speech recognition for deaf indiviual

are making progress. Preliminary results on isolated word
recognition for a specific task in Cued Speech for French are
. . L ... very promising.
obtained using the acoustic signal do not show significant
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