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Abstract 
This study is a follow-up of previous studies we conducted on 
the visible articulatory correlates of French prosodic 
contrastive focus. A two speaker analysis using an automatic 
lip-tracking device had shown that these correlates existed 
and were used in visual perception. However the articulatory 
strategies depended on the speaker. The purpose of this study 
was thus to extend the analysis to other speakers, examine the 
similarities and variabilities and try to identify global 
tendencies. 

We recorded five speakers of French with a 3D optical 
tracker using a 13 sentence (subject-verb-object) corpus and 
four focus conditions (S, V, O or neutral). An articulatory 
analysis confirmed that visible articulatory correlates exist 
for all the speakers. The strategies used are mainly of two 
types: absolute and differential. An analysis of other facial 
movements showed that an eyebrow raising and/or a head 
nod can signal focus. This association is however highly 
inter- and intra-speaker dependent. 

1. Introduction 
Deixis, or the ability to draw attention to an object or a 
person is crucial in communication. It can be achieved in 
speech through the use of focus. For example, contrastive 
focus is used to emphasize a word or group of words in an 
utterance as opposed to another. In French, it can be 
conveyed either by syntactic extraction (c’est X qui ‘it is X 
who’) or by prosodic focus by using a specific intonational 
contour on the constituent pointed at  (XXXf a mangé la 
pomme. ‘XXXf ate the apple.’).  

Most studies of prosodic contrastive focus in French have 
explored only laryngeal and pulmonic correlates i.e. 
essentially acoustic parameters. Yet some studies have 
shown that there are articulatory mouth correlates to prosodic 
focus in other languages (e.g. [1-7]). These correlates should 
be visible and there are thus reasons to think that prosodic 
focus is not only auditory but also visual. [8] indeed showed 
that there exists a set of visible cues to “phrasal stress” in 
English for six first names produced in three different 
positions in a carrier sentence. However, no similar studies 
have been conducted for French. 

2. Background: previous studies 
We previously analyzed [9] the possible articulatory visible 
correlates of contrastive focus in French for two speakers (A 
& B) using a very accurate lip-tracking device [10]. We 
observed lower face articulatory visual cues to contrastive 
focus in French for both speakers. It appeared that contrastive 
focus was characterized by an increase (hyper-articulation) in 
inter-lip area as well as in inter-lip area peak velocity for the 

focal constituent. The amount of hyper-articulation was 
however highly dependent on the speaker. Speaker A hyper-
articulated much more than speaker B. Protrusion could be 
analyzed only for speaker B due to corpus constraints. It 
seems however that it is also hyper-articulated and to a 
greater extent than inter-lip area. It also appeared that speaker 
B hypo-articulated the post-focal sequence (reduced lip and 
jaw movements and velocity) while speaker A barely did. 
Durational measurements were also conducted since duration 
can be used as a visual cue as well. These measurements 
showed that the focused syllables were significantly 
lengthened for both speakers, the first phoneme of the 
focused phrase being even more significantly lengthened. For 
speaker A, it was also observed that the last syllable of a 
phrase was significantly lengthened and hyper-articulated 
when the following phrase was focused. This was related to 
an anticipation strategy. We concluded from these 
observations that there is a global tendency towards hyper-
articulating the focused constituent but that other visible cues 
are produced and that they seem to depend on the speaker. 
This is why it seemed important to extend this study to a 
greater number of speakers in order to identify possible 
global strategies. 

Visual only perception tests were also conducted using 
the videos of speakers A and B [9]. These tests showed that 
contrastive focus could be perceived through the visual 
modality alone and that the visual cues used for perception 
corresponded at least in part to those identified in the 
production studies. For both speakers, a few stimuli were well 
perceived even though the visible correlates described above 
were not present. This suggested that other more subtle facial 
correlates may intervene. Studies on other languages have 
indeed shown that other facial movements such as eyebrow 
movements [11, 12] or head movements [13-15] or  both [16] 
could intervene. [17] also showed that F0 variations and 
eyebrow movements could be linked in French. This is why it 
seems necessary to enlarge the set of facial movements 
measured by the use of a complementary technique. 

3. Experimental methods 

3.1. The corpus 

The corpus used for this study consisted of 13 sentences with 
a subject-verb-object (SVO) structure, CV syllables and, 
whenever possible, sonorants. Below is an example of one of 
the sentences used (the numbers next to S, V and O 
correspond to the number of syllables of the phrase). 

[Lou]S1 [ramena]V3 [Manu.]O2 
‘Lou gave a lift back to Manu.’ 
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3.2. The audiovisual recording 

The corpus described above was recorded for five native 
speakers of French (B, C, D, E and F). Four focus conditions 
were elicited: subject-, verb- and object-focus (narrow focus) 
and a neutral version (broad focus). In order to trigger focus, 
the speakers had to perform a correction task. They were 
thus indirectly induced to produce focus on one of the 
phrases (S, V or O). They heard a prompt in which two 
speakers were talking and they were then asked to correct a 
phrase which had been mispronounced. The recording went 
as follows (where capital letters signal focus): 
Audio prompt: S1: Romain ranima la jolie maman. 

S2: S1 a dit : Denis ranima la jolie maman? 
‘S1 said: Denis revived the good-looking mother?’ 

Speaker utters: ROMAIN ranima la jolie maman. 
The speakers were given no indication on how to produce 
focus (e.g. which syllables to focus). Two repetitions of each 
utterance (one sentence spoken in one focus condition) were 
recorded. 

3.3. Data acquisition 

For the recordings, we used a 3D optical tracking system: 
Optotrak (less accurate on lip contours than the system used 
in [9] but providing more facial data). The system consists of 
three infrared (IR) cameras used to record the speaker who 
has infrared emitting diodes (IREDs) glued to the face. The 
3D coordinates of each IRED are automatically detected over 
time. For this experiment, we used two Optotraks in order to 
compensate for missing data. A total of 24 IREDs were 
glued to the speakers’ faces. An additional 4 IREDs were 
attached to a head rig and were used to extract the “rigid 
body” movements corresponding to the head movements and 
thus correct for head motion. IRED positions were sampled 
at 60Hz and low-pass filtered. The acoustic signals were 
recorded simultaneously and sampled at 22kHz. Fig. 1 gives 
an idea of the experimental setup used. 

 

Figure 1: Optotrak measurement device: 
experimental setup. 

3.4. Preliminary data analysis 

The first step was to acoustically validate the recorded data 
i.e. to check whether focus had actually been produced 
acoustically. On the one hand, it was checked that the 
focused utterances displayed a typical focused intonation as 
described in [18]. On the other hand, an informal auditory 
perception test was conducted in order to check that focus 
was indeed perceived through the auditory modality. This 
validation procedure showed that all the speakers had 
produced focus correctly from an acoustic point of view. 

3.5. Measurements 

3.5.1. Durational measurements 

The durations of all the syllables were computed after an 
acoustic labeling of the corpus. The previous studies ([9]) 
indeed showed that the focal syllables were lengthened and 
that sometimes the pre-focal syllable was also lengthened. 

3.5.2. Facial movements 

Articulatory measurements 
In our previous studies ([9]), we had mainly analyzed two 
articulatory features namely inter-lip area and protrusion. It 
was put forward that these parameters best represented the 
high segmental articulatory variability of real speech and 
would thus be the most relevant parameters in order to 
isolate supra-segmental originating variations.  However, it 
is not possible to accurately compute inter-lip area from 
Optotrak data. This is why, in this study, we analyzed 
separately lip opening (difference between the z coordinates 
of the upper and lower middle lip markers) and lip spreading 
(difference between the y coordinates of the two lip corner 
markers). Jaw vertical movements were also analyzed using 
the chin marker (z coordinate). Upper lip protrusion was 
computed as well (x coordinate of the middle upper lip 
marker).  
Facial movements: measurements 
Based on other studies of the facial movements 
accompanying speech and more specifically prosody, we 
decided to limit our study to the head and eyebrow 
movements. [17] showed that eyebrow movements 
accompanying prosody were mainly raising movements. 
Therefore we decided to study the raising of both the left and 
the right eyebrows (z coordinates of both middle markers of 
the eyebrows). As for head movements, the three rotations 
and translations of the rigid body were available. [15, 16] 
found that the main movements related to prosody were 
nods. We therefore analyzed the rotation of the rigid body 
around the y axis. 
Data shaping 
The area under the curve of variation of each parameter over 
time was automatically detected for each phrase and then 
divided by the duration of the phrase. This normalized area 
represents the mean amplitude of the parameter considered. 
After this computation, we get three values per utterance and 
per parameter considered. 

3.5.3. The comparison issue: normalization 

In order to be able to isolate and compare supra-segmental 
articulatory variations for different segmental constituents, 
we used a normalization technique. This first consisted in 
calculating the mean of the two normalized areas detected 
for each constituent (SVO) of the neutral versions of the 
sentence (two values for each constituent). Then all the other 
normalized area values corresponding to the same 
constituent in the same sentence but uttered in a focused 
version were divided by this neutral mean. After this 
normalization, a value of 1 corresponds to no variation of the 
considered parameter compared to the neutral version, a 
value above 1 corresponds to an increase and a value below 
1 corresponds to a decrease. 



4. Results 
For both articulatory and facial movement parameters, we 
analyzed the inter- and intra-utterance contrasts related to 
focus (inter: comparison of a constituent in its focused and 
neutral versions; intra: comparison of a focused constituent 
with the other constituents of the same utterance). 

4.1. Articulatory and durational analysis 

The results obtained after the measurements and the data 
reshaping are given in Fig. 2 for each parameter and each 
speaker and summarized below. All the results presented 
below are significant (p<0.01). The expression largest (resp. 
smallest) visible marking of focus corresponds to the largest 
(resp. smallest) value on the focused constituent (i.e, foc on 
Fig. 2). 
Speaker B – focal lengthening (intra: +38.7% inter: 
+34.3%); focal hyper-articulation (except for lip spreading); 
post-focal hypo-articulation of all the parameters; largest 
visible marking for protrusion and duration. 

Speaker C – focal lengthening (intra: +30.5% inter: 
+34.8%); focal hyper-articulation; slightly significant post-
focal hypo-articulation for lip opening and jaw movements; 
pre-focal anticipation; largest visible marking for protrusion 
and duration. 
Speaker D – focal lengthening (intra: +25.3% inter: 
+29.8%); focal hyper-articulation (except lip spreading); 
post-focal hypo-articulation only for lip opening and 
protrusion; pre-focal anticipation only for lip opening; 
largest visible marking for protrusion; smallest visible 
marking for lip spreading. 
Speaker E – focal lengthening (intra: +16.8% inter: 
+23.9%); focal hyper-articulation; post-focal hypo-
articulation; pre-focal anticipation only for protrusion; 
largest visible marking for protrusion; smallest visible 
marking for lip opening and spreading. 
Speaker F – focal lengthening (intra: +43.8% inter: +49%); 
focal hyper-articulation; pre-focal anticipation only for 
protrusion; largest visible marking for protrusion; smallest 
visible marking for lip opening. 

 

Figure 2: Durational and articulatory measurements for all five speakers: normalized values corresponding to the pre-
focal, focal and post-focal sequences (the dark horizontal lines correspond to the neutral case i.e. 1). 

 
 

4.2. Analysis of the other facial data 

Eyebrow movements (raising) – There appears to be a 
link between eyebrow raising and the production of 
prosodic contrastive focus only for three out of the five 
speakers (B, C & E). However, this eyebrow raising is not 
systematic and does not occur whenever focus is produced. 
Speaker B is the one for which the combined productions 
are the most frequent. However, the amplitudes of the 
movements are very small (largest movement: 2mm). The 
other speakers either never raise their eyebrows, or do it on 
a random basis with no particular link to the production of 
focus.  
Head movements – Speaker B is the only one for whom 
we can observe a correlation between head nods and focus 
production. This correlation is however not systematic and 
the amplitudes and temporal alignment of the movements 
are highly variable. The other speakers also move their 
heads but these movements seem to be produced randomly. 

5. Discussion: modeling the production of 
visible correlates of prosodic contrastive focus 

in French 
The production study described above along with that 
described in [9] have shown that there are potential visible 
articulatory correlates to the production of prosodic 
contrastive focus in French. One of the main conclusions 
that can be drawn is the fact that focus affects the whole 
utterance and not only the specific focused constituent. A 
number of visible articulatory gestures are indeed affected 
by focus and its position inside the utterance. The way and 
the extent to which these articulatory gestures are affected 
depend on the speaker. However, after having studied the 
productions of six different speakers, we have managed to 
extract two main strategies of the visual signaling of focus 
that satisfactorily represent all the productions. 
Absolute visual signaling strategy: the focal constituent is 
lengthened and hyper-articulated to a large extent (inter-lip 



area, protrusion and jaw movements). Previous studies ([9]) 
showed that the peak velocities were also increased which 
signals an increase of the underlying articulatory effort 
during the gestures [19]. The speakers using this strategy 
therefore concentrate their efforts on the hyper-articulation 
of the focal constituent. Some speakers also slightly 
anticipate focus. Fig. 3 illustrates this strategy. 

 

Figure 3: Schematic representation of the absolute 
visual signaling strategy. 

Differential visual signaling strategy: in this case, the 
focal constituent is also lengthened and hyper-articulated 
but to a smaller extent. Focus is also sometimes anticipated. 
Additionally, the post-focal sequence is hypo-articulated 
compared to the neutral case. An important visible contrast 
is thus created inside the utterance: the focal hyper-
articulation is not very distinct but is reinforced by the post-
focal hypo-articulation. Fig. 4 illustrates this strategy. 

 

Figure 4: Schematic representation of the 
differential visual signaling strategy. 

We observed that the visible articulatory parameter that 
was the most hyper-articulated under focus was protrusion. 

We also found that there could be a link between 
prosodic contrastive focus and head (nod) and/or eyebrow 
(raising) movements. However this link is far from being 
systematic, particularly for the head movements. There are 
important inter- and intra-speaker variations concerning the 
realization of these movements, their amplitude or their 
synchronization with respect to the acoustic signal. 

6. Conclusion 
We found that the most hyper-articulated parameter 

under focus was protrusion. [20] have found that French 
protruded vowels were more intelligible visually than open 
vowels. Therefore it seems that the most visible parameter 
is also the most marked visually. 

No consistent observation could be made as to the 
realization, the amplitude or the synchronization of 
eyebrow and head movements in correlation to the 
production of focus. However, only eyebrow raising and 
head nods were analyzed here. Other studies should be 
conducted to further investigate these potential links 
exploring other components of the eyebrow and head 
movements for example or other facial movements. 
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