N

N

Boundary stabilization and control of wave equations by
means of a general multiplier method

Pierre Cornilleau, Jean-Pierre Loheac

» To cite this version:

Pierre Cornilleau, Jean-Pierre Loheac. Boundary stabilization and control of wave equations by means
of a general multiplier method. 2009. hal-00369990v2

HAL Id: hal-00369990
https://hal.science/hal-00369990v2

Preprint submitted on 28 Apr 2009

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-00369990v2
https://hal.archives-ouvertes.fr

Boundary stabilization and control of wave equations
by means of a general multiplier method.

PIERRE CORNILLEAU*, JEAN-PIERRE LOHEAC*!.

AMS Subject Classification: 93D15, 35105, 35J25
Keywords: wave equation, boundary stabilization, multiplier method.

Abstract

We describe a general multiplier method to obtain boundary stabilization of the wave equation by
means of a (linear or quasi-linear) Neumann feedback. This also enables us to get Dirichlet boundary
control of the wave equation. This method leads to new geometrical cases concerning the ”active”
part of the boundary where the feedback (or control) is applied.

Due to mixed boundary conditions, the Neumann feedback case generate singularities. Under a simple
geometrical condition concerning the orientation of the boundary, we obtain a stabilization result in
linear or quasi-linear cases.

Introduction

In this paper we are concerned with control and stabilization of the wave equation in a multi-dimensional
body 2 C R™.

Stabilization is obtained using a feedback law given by some part of the boundary of the spacial
domain and some function defined on this part. The problem can be written as follows

v —Au=0 in QxR
u=20 onaﬂDxRi,
ou=F on QN x R,
u(0) = ug in Q,

u'(0) = uy in Q,

where we denote by v/, v”, Au and 9, u the first time-derivative of u, the second time-derivative of the
scalar function u, the standard Laplacian of u and the normal outward derivative of u on 92, respectively;
(0Qp, 0NN ) is a partition of 9 and F' is the feedback function which may depend on state (u, u’), position
x and time t.

Our purpose here is to choose the feedback law, that is to say the feedback function F' and the “active”
part of the boundary, 0Qy, so that for every initial data, the energy function

B0 = 5 [ (0 0F + V() dx.

is decreasing with respect to time ¢, and vanishes as t — oo.
Formally, we can write the time-derivative of E as follows

E'(t) = / Fu/ do,
0N
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and a sufficient condition for E to be non-increasing would be: Fu' <0 on 0Qy.

Thanks to the multiplier method introduced by L.F. Ho [12] in the framework of Hilbert Uniqueness
Method [13], it can be shown that the energy function is uniformly decreasing as time ¢ tends to oo by
choosing x — m(x) = x — xg, where xq is some given point in R” and

On ={x€dQ/mx)v(x)>0}, F=-mvu,

where v is the normal unit vector pointing outward of €.

This method has been performed by many authors, see for instance Komornik and Zuazua [11], Komornik
[10] and the references therein. Here we extend the above result for rotated multipliers defined in [16]
and we follow the analysis of singularities initiated by Grisvard [7, 8] and extended by Bey, Lohéac
and Moussaoui [4]. This last work leads to results in case of higher dimensional domains with a non-
empty boundary interface I' = 0Qx N 9Qp under an additional geometrical assumption concerning the
orientation of the boundary.

Concerning the control problem, our goal is to find v such that the solution of

W' —Au=0 inQx(0,7T),

u=0 on 0Qp x (0,7,
u=v on 00y x (0,7),
u(0) = ug in Q,

’

u (0) = ug in €,

reaches an equilibrium at t =T

We here follow [12]: in this work, Ho used the multiplier technique. His main purpose was to prove an
inverse inequality for the linear wave equation implying its exact controllability. He introduced the so-
called exit condition: the control region must contain a subset of the boundary where the scalar product
between the outward normal and the vector pointing from some origin towards the normal is positive.
By varying the origin, a family of boundary controls satisfying the condition is obtained.

In the last decades, micro-local techniques and geometric optics analysis allowed to find geometrical
characterization of control and minimal control time in the exact controllability of waves. This condition
has been introduced in [3] under the name of Geometric Control Condition (GCC). It generalized the
previous exit condition.

There is a certain balance: with GCC, control time is optimal but the observability constant is not
explicit. With exit condition, time is not optimal but observability constants can be explicit, which is
very useful in theoretical and numerical estimations.

In this paper we extend the family of multipliers recently introduced by Osses [16].

1 Notations and main results
Let Q be a bounded open connected set of R™(n > 2) such that
082 is C? in the sense of Necas [15]. (1)

In the sequel, we denote by I the n x n identity matrix and by A® the symmetric part of a matrix A. Let
m be a WH*°(Q) vector-field such that

essinf(div(m)) > ess sup (div(m) — 2Am) (2)
Q Q

where div is the usual divergence operator and Am(x) is the smallest eigenvalue of the real symmetric
matrix Vm(x)*. Using Sobolev embedding, one may also assume that m € C(f2).

Remark 1 The set of all WH>°(2) vector-fields such that (2) holds is an open cone. If m belongs to
this set, we denote

c¢(m) = %(ess i%f (div(m)) — ess s%p(div(m) - 2)\m)) .



Examples

e An affine example is given by
m(x) = (A; + Ag)(x — Xg¢) ,

where A; is a definite positive matrix, Ay a skew-symmetric matrix and xg any point in R™.

e A non linear example is

m(x) = (dl+A)(x —x0) + F(x) ,

where d > 0, A is a skew-symmetric matrix, xo any point in R” and F is a W1>°(€) vector field
such that

d
esssup [VF?|| < —,
Q n
where || - || stands for the usual 2-norm of matrices.
We consider a partition (02x, 92p) of 9§ such that
' =00p NNy is a C3-manifold of dimension n — 2 such that m.v =0 on T,
J w neighborhood of T such that 9Q Nw is a C3-manifold of dimension n — 1, (3)
H"1(00p) > 0 (H" ! is the (n — 1)-dimensional Hausdorff measure).
Furthermore, we assume
Ny C {xe€d/m(x)v(x)>0}, 00p C{xecd/mx)rv(x)<0}. (4)

This assumption clearly implies: m.v =0on I

Boundary stabilization

Let g : R — R be a measurable function such that
g is non-decreasing and Fky >0 : |g(s)| < ky|s|] ae.. (5)

Let us now consider the following wave problem,

u —Au=0 in Q x RY,

u=20 on 9Qp x R
(S) dyu=-muvg(u') ondy xRY,

u(0) = ug in Q,

u,(()) =u in

where initial data satisfy
(UQ,Ul) S HE(Q) X LQ(Q)

with HL(Q) = {v € H'(Q) : v=0o0n dQp}.
Problem (.5) is well-posed in this space. Indeed, following Komornik [10], we define the non-linear operator
W on HL(Q) x L2(Q2) by

W(u,v) = (—v, —Au),
D(W) = {(u,v) e HL(Q) x HL(Q) / Au € L2(Q) and d,u=-m.vg(v) on dQx},

so that (S) can be written as follows,

{( v)' + W(u,v) =0,
(1, )(0) = (up, 1) .

It is classical that W is a maximal-monotone operator on H},(Q) x L%(Q) and that D(W) is dense in
HL(Q) x L#(Q) for the usual norm. Following Brézis [1], we can deduce that for any initial data (ug,vo) in



D(W) there is a unique strong solution (u,v) such that u € WH°(R; HL (Q2)) and Au € L®°(R4; L%(Q2)).
Moreover, for two initial data, the corresponding solutions satisfy

VE>0, l(u(t), 0 (1) - (u2(t)vUQ(t))”H}D(Q)xLZ(Q) < || (ug, vh) — (ugav(Q))”H}j(Q)xL?(Q) .
Using the density of D(W), one can extend the map
D(W) — HL(Q) x L*(Q)
(uo,v0) +— (u(t),v(t))

to a strongly continuous semi-group of contractions (S(t));>0 and define for (ug,u;) € H5(Q2) x L3()
the weak solution (u(t),u(t)) = S(t)(uo, u1) with the regularity u € C(Ry; HL(Q)) NCHR4; L3(Q)). We
hence define the energy function of solutions by

B(0) = %/Q(|u1|2+|Vu0|2)dx and  B(t) = %/Q(|u’(t)|2+|Vu(t)|2)dx, for t >0,

In order to get stabilization results, we need further assumptions concerning the feedback function g
IGp>1, Fk_>0: |g(s)] > k_min{|s|,|s|’}, a.e., (6)
and the additional geometric assumption
m7<0 onl, (7)

where 7(x) is the normal unit vector pointing outward of 9Qx at a point x € I' when considering 99y
as a sub-manifold of 0€).

Remark 2 [t is not necessary to assume that
H"  ({x € 90N /m(x).v(x) > 0}) >0

to get stabilization. In fact, our choices of m imply such properties (see examples in Section 5) whether
the energy tends to zero.

A main tool in this work is Rellich type relations [17]. They lead to results of controllability and
stabilization for the wave problem (see [11] and [12]). When the interface I' is not empty, the key-
problem is to show the existence of a decomposition of the solution in a regular and a singular parts
(see [7, 9]) in any dimension. The first results towards this direction are due to Moussaoui [14], and
Bey-Lohéac-Moussaoui [4].

In this new case, our goal is to generalize those Rellich relations. This will lead us to get a stabilization
result about (S) under (4), (7). As well as in [10], we shall prove here two results of uniform boundary
stabilization.

Exponential boundary stabilization

We here consider the case when p =1 in (6). This is satisfied when ¢ is linear,
Ja >0 : VseR, g(s)=as.

In this case, the energy function is exponentially decreasing.

Theorem 1 Assume that conditions (1), (2), (3) and (4) hold and that the feedback function g satisfies
(5) and (6) with p=1.

Then under the further geometrical assumption (7), there exist C > 0 and T > 0 such that for every
initial data in HL () x L(Q), the energy of the solution u of (S) satisfies

Vi>T, E(t)<E(0) eXp(l — %) .

The above constants C and T do not depend on initial data.



Rational boundary stabilization

We here consider the case p > 1 and we get rational boundary stabilization.

Theorem 2 Assume that conditions (1), (2), (3) and (4) hold and that the feedback function g satisfies
(5) and (6) with p > 1.

Then under the further geometrical assumption (7), there exist C > 0 and T > 0 such that for every
initial data in Hh(Q) x L%(Q), the energy of the solution u of (S) satisfies

Vi>T, E(t)<Ct¥0p),
where C' depends on the initial energy FE(0).

Remark 3 Tuaking advantage of the work by Banasiak and Roach [2] who generalized Grisvard’s results
[7] in the piecewise regular case, we will see that Theorems 1 and 2 remain true in the bi-dimensional
case when assumption (1) is replaced by following one,

00 is a curvilinear polygon of class C?,
each component of OQ\ T is a C*>-manifold of dimension 1,

(8)
and when condition (7) is replaced by

Vxel', 0<wx <7 and ifwx=m, m(x).7(x)<0. (9)

where wx s the angle of the boundary at point x.

Boundary control problem

Our problem consists in finding Ty such that for each T' > Ty and for every (ug,u1) € L(Q2) x H1(Q),
there exists v € L2(0Qx x (0,7)) in such a way that the solution of the wave equation

W' —Au=0 inQx(0,7T),

u=>0 on 0Qp x (0,7T),
() u=v on 0Qn x (0,7),
u(0) = ug in Q,

u (0) = ug in Q.

satisfies
w(T)=u(T)=0 in Q. (10)

Theorem 3 Assume that (1), (2), (3) and (4) hold.

Then if T > 21

oo

(m) ’ for every initial data (uo,u1) € L2(Q) x H™Y(Q), there exists a control function
c(m

v € L2(0QN x (0,T)) such that the corresponding solution of () satisfies final condition (10).

Our paper is organized as follows.

In Section 2, we extend Rellich relations (Theorems 5 and 6) for elliptic problems with mixed boundary
conditions.

In Section 3, we apply these relations to prove some stabilization results with linear or quasi-linear
Neumann feedback (Theorems 1 and 2).

In Section 4, we extend some observability and controllability results for the wave equation (Proposition
11 and Theorem 3).

In Section 5, we detail affine examples in the case of a square domain.

2 Rellich relation

Here, we briefly extend Rellich relation obtained in [4], [5] to our framework.



2.1 A regular case

We can easily build a Rellich relation corresponding to the above vector-field m when considered functions
are smooth enough.

Proposition 4 Assume that Q is a open set of R™ with boundary of class C? in the sense of Necas. If
u belongs to H?(Q) then

2/Aum.Vudx:/(div(m)I—Q(Vm)s)(Vu,Vu)dx—i—/ (20,um.Vu — m.v |Vu|?) do .
Q Q o0

Proof. Using Green-Riemann identity we get

/ Aum.Vudx = 8,,um.Vudof/ Vu.V(m.Vu) dx.
Q.

00 Qe

1 1 .
So, observing that Vu.V(m.Vu) = §m.V(|Vu|2) + Vu.(Vm)Vu = §m.V(|Vu|2) + (Vm)*(Vu, Vu), for

smooth functions u, we get

2/ Aum.Vudx:/ 28,,um.Vud072/ (Vm)*(Vu, Vu)dx — [ m.V(|Vul?)dx.
Qe Qe Q. Q.

With another use of Green-Riemann formula, we obtain the required formula thanks to a classical ap-
proximation. MW
We will now try to extend this result to the case of a less regular element u when € is smooth enough.

2.2 Bi-dimensional case

We begin by the plane case: it is the simplest case from the point of view of singularity theory, and its
understanding dates from Shamir [18].

Theorem 5 Assume n = 2. Under the geometrical conditions (8) and (3), let u € H'(Q) such that
AueL3(Q), waa, € B/20Qp), Oujan, € HY/2(00N).

Then 20,u(m.Vu) — (m.v)|Vu|? € LY(09Q) and there exist some coefficients (cx)xer such that
2 [ AumVudx = /(div(m)[— 2(Vm)*)(Vu, Vu) dx+/ (20, um.Vu — m.v |Vu|?) do
Q

Q o
—l—% /Z_ 2 (m.7)(x).

Proof. We follow the proof of Theorem 4 in [5] to get this result. m

Remark 4 As in Theorem 4 of [5], the assumption H'(0Qp) > 0 is not necessary in the above proof.

2.3 General case
We now state the result in higher dimension.

Theorem 6 Assume n > 3. Under geometrical conditions (1) and (3), let u € H*(Q) such that
AueL*(Q), wq, € H¥2(0Qp), dyujp0, € H/*(0QnN).

Then 20,u(m.Vu) — (m.v)|Vul? € L (99) and there exists ¢ € HY/?(T) such that

Q/Aum.Vudx = /(div(m)I—Q(Vm)s)(VU,Vu) dx+/ (20, um.Vu — m.v |Vu|?) do
Q Q ro)

+/m.T|C|2d'y.
r

Proof. We exactly follow the proof of Theorem 5 in [5] to get this result. m



3 Linear and quasi-linear stabilization

We begin by writing the following consequence of results of Section 2.

Corollary 7 Assume that t — (u(t),u'(t)) is a strong solution of (S) and that geometrical additional
assumption (7) if n >3 (or (9) if n = 2) holds, then, for every time t, u(t) satisfies

2/ Aum.Vudxg/(div(m)[—Q(Vm)s)(Vu,Vu)dx—i—/ (20,u m.Vu — m.v |Vu|?) do .
Q Q o0

Proof. Indeed, under theses hypotheses, for each time ¢, (u(t),u'(t)) € D(W) so that u(t) satisfies
hypotheses of Theorems 5 or 6. The result follows immediately from (7) or (9). m
The main tool in the proof of Theorems 1, 2 is the following result (see proof in [10]) which will be

-1
applied with o = pT

Proposition 8 Let £ : Ry — Ry be a non-increasing function such that there exist « > 0 and C' > 0
which fulfill

vt >0, / E*t(s)ds < CE(t).
t

Then, setting T = CE*(0), one gets

T

T +aT\"®
T+ ot

ifa=0, vt > T, E(t)gE(O)exp(l—i),

fa>0, V>T, E(t)gE(O)(

As usual in this context, we will perform the multiplier method to a suitable m.
Putting Mu = 2m.Vu + au with a a constant to be defined later, we prove the following result.

Lemma 9 For any 0 < .S <T < o0, the following inequality holds
T
/ B / ((div(m) — a)(u)” + ((a — div(m)I +2(Vm)*) (Vu, Vu)) dict
s Q
1 T _1 T,
<-lg / W Mudx| + p—/ ETSE’/ o' Mu dx dt
Q s 2 Js Q
T
+/ E™= m.v ((v)* — [Vul? — g(u')Mu) do dt .

S 00N

Proof. We here follow [6].
We Use the fact that u is solution of (S) and we observe that v’ Mu = (v Mu)" — v'Mu'. Then an
integration by parts gives

T
0 = /E%/(u"—Au)Mudxdt
s Q
p—1 , T p-1 r p=3 ., / T p_1 / ’
{EZ uMudx} P | B E | WMudxdt— | B [ (W My + AuMu) dx dt .
Q s 2 Js Q s Q

Corollary 7 now gives

/ AuMudx < a/ Auvudx + / (div(im)I —2(Vm)*)(Vu, Vu) dx + / (20, um.Vu — m.v |Vu|?) do .
Q Q Q o0
Consequently, Green-Riemann formula leads to

/ AuMudx < /((div(m) —a)I —2(Vm)®)(Vu, Vu) dx —|—/ (Opu Mu — m.v |Vu|?)do .
Q Q 09



Using boundary conditions and the fact that Vu = d,uv on 0Q2p, we then get

/ AuMudx < /((div(m) —a)] —2(Vm)®)(Vu, Vu) dx — m.v (g(u') Mu + |Vu|?*) do .
Q Q RIo

On the other hand, another use of Green formula gives us

/ u' Mu' dx = / (a — div(m))(u')* dx + / m.v |u'[*do.
Q Q

00N

We complete the proof by summing up above estimates. m

Let us now prove Theorems 1 and 2.

Proof. Following [10] and [6], we will prove the estimates for (ug,u;) € D(W) which will be sufficient
thanks to a density argument.

Using Lemma 9, we have to find a such that div(m) — a and (a — div(m))I + 2(Vm)® are uniformly
minorized on €2, that is, almost everywhere on ()

le(m) —a > c,
{ 2Am + (@ — div(m)) > ¢, (11)

for some positive constant c¢. The latter condition is then equivalent to find a which fulfills

ess i%f (div(m)) > a > esssup(div(m) — 2\m) ,
Q

and its existence is now garanted by (2). Moreover, it is straightforward to see that the greatest value of
¢ such that (11) holds is

1 . . .
5 (ess %f (div(m)) — ess sgp(dw(m) — 2)\m)) = ¢(m),

1
and obtained for a = ag := 5 (ess inf (div(m)) + ess sup(div(m) — 2)\m)).
0 o
With this value ag, we apply Lemma 9 and get

T p—1 r p-1 T s
20(m)/ E= dt < —[ET/u’Mudx} —|——/ ETE’/u'Mudxdt
s 0 s 2 Js Q
T
+/ E = m.v ((v')? — |Vul|* — g(v')Mu) do dt .
S QN

Young and Poincaré inequality gives
‘/ u' Mu dx’ < CE(t).
Q

It follows then

T T
2%(m) [ E"dt < C(E™ (I)+E™ (S)+C [ E™= Edt
S S
T P
+/ E = m.v (W) — |Vul|* — g(v')Mu) do dt .
S 0N

Let dom = m.vdo. If we observe that E'(t) = 7/ g(u')u' dop <0, we get, for a constant C' > 0
0N
independent of E(0) if p =1,

T T
20(m)/s E** dt < CE(S) —l—/s E5 /ag ((u)? = |Vul* — g(u')Mu) do, dt.



Using the definition of Mwu and Young inequality, we get for any ¢y > 0

T . T 2
2c(m)/ E"s dt < CE(S) +/S /8 (14 |ml|%) + f—gog(u’)Q + cou?) doy, dt .
N

S

Now, using Poincaré inequality, we can choose ¢ > 0 such that

50/ u? dom < @/ |Vu|? dx < ¢(m)E
20N 2 Ja

So we conclude

T T
c(m)/ E"* dt < CE(S) + C’/ EY / (u')? + g(u')?) dowm dt .
S S 0N

We split 092 to bound the last term of this estimate
Ny ={x eIy /v (%) >1}, 00% ={xec Oy /|u'(x)] <1}.
Using (5) and (6), we get

T
/ / (W')?) dom dt < C/ / Ndom dt < CE(S),
S o0k, BQN

where C' depends on E(0) if p = 1.
On the other hand, using (5), (6), Jensen inequality and boundedness of m, one successively obtains

/ (') +g(u)?) dow < C / (' g(u))2/ P o < C / u’g(uvdomﬁ < C(-E)7.
92, 992, 92,
Hence, using Young inequality again, we get for every € > 0

T T T
/ E;/ () + g(u')?) dow dt g/ (B~ C()F) dt < g/ E™ dt + C(e)E(S).
S 092, s s
Finally we get, for some C(e) and C independent of E(0) if p =1

T T
c(m)/ B dt < C(E)E(S)JrsC/ E" dt.
S

S

Choosing now eC' < , one obtains

¢(m)
2

T
m)/ B gt < CE(S),
S

and Theorems can be deduced from Lemma 8. m

Remark 5 As stated before, we can replace m by Am for any positive A. One can wonder what happens
to the speed of stabilization 6 = Lgl) found in Theorem 3. In fact, a careful estimation of all terms shows
that one can obtain

2
C=k +hk N+ k+%(1 +Cp)CrA?,

where Cp denotes the Poincaré constant and Cr,. the norm of the trace application Tr : HY(Q) — L?(92).
The speed found in our proof is consequently

ki 2 !
9 == C(III) (T + kJr)\ + kJr%(l + CP)CTTAQ) .

It can be shown that 0 reaches a mazximum at some point

Ae[mm(( 2 ) kr_—}
0 kyaZ(1+ Cp)Cry "ad(1+Cp)Cry /7 \| kg |

Besides, 0 tends to 0 when A — 0 or co.



Remark 6 In fact, one can replace the feedback law m.v g(u') by a more general one g(x,u') provided
that, for some constant ¢ > 1,

5 for ae. x € 00y and ls| <1,

)7 [s|FFF < Jg(x, )| < c(mp)Fs|E
< 1.

<
2

cH(m.v)ls| lg(x,8)] < c(m.v)|s] for a.e. x € 0QN and |s|

The details are left to the reader but the previous proof works also in this case.

4 Observability and controllability results

It is well-known that micro-local techniques [3] characterize all partitions of the boundary such that this
result holds, but constants are not explicit. Thus, using this new choice of multiplier, we will enlarge the
set of geometric examples with explicit knowledge of constants. We here follow [16].

4.1 Preliminary settings

Following HUM method [13], controlabillity of problem (X) is equivalent to observability of its adjoint
problem. the solution of the control problem is equivalent to studying the observability properties of the
adjoint problem. For each pair of initial conditions (g, p1) € H§(2) x L(Q), let us consider the solution
 of the following wave problem,

o' —=Np=0 inQx(01T),
() =0 on 002 x (0,7,

©(0) = o in Q,

©'(0) = ¢y in Q.

Observability of (¥') is equivalent to the existence of a constant C' < oo independent of (¢, ¢1) such
that

1
o= / (lo1]? + [Vo[?) dx < © 10, p[2dor dt .
Q 80 % (0,T)

Let us define the operator Wy on H} () x L2(2) by

WO(()D) 1/1) = (_1/]) —A(,D) )
D(Wo) = {(¢,%) € Hj(Q) x H5(Q) / Ap € LX)},

so that (X’) can be written as follows,

{ (@, ) +Wolp, ) =0,
(¢,1)(0) = (v0, 1) -

Remark 7 If (p,9) € DWy), ¢ is the solution of some Dirichlet Laplace problem and hence regular
(that is ¢ € H%(Q2)).

W is a maximal-monotone operator on H}(2) x L2(2) and D(W)) is dense in H{(Q2) x L?(Q) for the
usual norm. Using Hille-Yosida Theorem, it generates a unitary semi-group on Hj(2) x L?(Q), we denote
its value applied at (¢o, p1) at time ¢t by (¢(t), ¢’ (¢)).

As a consequence, we get conservation of energy.

Proposition 10 Ift > 0 and ¢ is a weak solution of (¥'), then

1

B() = 5 [ (WOF + V(0P dx = By.

A weak solution of (X') hence belongs to C(Ry; HL(2)) NCHR ;L3 ().
A solution with (g, 1) € D(W)) is called a strong solution and satisfies (p, ') € C(Ry; D(Wy)).

10



4.2 Inverse inequality and exact controllability

1
We keep similar notations as in Section 2: ag = 3 (ess inf (div(m)) + esssup(div(m) — 2)\m)).
) a

[m

c(m)

Proposition 11 IfT > 2

, for each weak solution ¢ of (¥'), the following inequality holds

ess sup |m.v|
90N

|0, |* do dt .
2(c(m)T — 2||m]|o) /asm(o,:r)

Remark 8 In the case m(z) = (dl + A)(x — x¢) with A skew-symmetric matriz, we recover classical

results (see [11],[16]).

Ep <

Proof. Let (¢o,1) € D(W,). We use again Mp = 2m.Vp + agp. Using the fact that ¢ is solution of
(X') and observing that " My = (' M) — @' My', we get

T T T
0:/ /(—(p”—l—A(p)M(pdxdt:—[/ @’M@dx} —|—/ /((p’M(p/—i—A(pM(p)dxdt.
0o Ja Q 0 0o Ja

As well as in the proof of Theorems 1 and 2, one uses Green-Riemann formula and Proposition 4 to get

/ ApMpdx = /((div(m) —ap)l —2(Vm)*)(Vp, Vo) dx + / (O,pMyp —m.v |Vp|?)do.
Q Q 1)

Dirichlet boundary conditions lead to

/ ApMpdx = / ((div(m) — ag)I —2(Vm)*)(Vy, Vo) dx + m.v |8l,<,0|2 do .
Q Q 0N

On the other hand, another use of Green formula gives us

/ o My dx = / (a0 — div(m))|¢'|? dx,
Q Q

so, we finally get, using the same minoration as in proof of Theorems 1 and 2

T T
c(m)/ / || + |Ve? dxdt < — [/ o' My dx} + m.v |0, p|* do . (12)
o Ja Q 0 o0y

Using the conservation of the energy, the left hand side in (12) is 2¢T'Ey. It only remains to estimate the
T
term {7/ o' My dx] to end the proof.
Q 0
Let us fix a time ¢ € {0,T}. Cauchy-Schwarz inequality leads to

/ /12 1/2 2 1/2
- stﬁdX<( 'l ) ( | M| )
Q Q Q
Denoting by ||.|| the L2(Q2)-norm, we get the following splitting
Ml = 2.Vl +aflol + oo | ¢m. Ve dx.
¢

Green-Riemann formula and Dirichlet boundary conditions give

1
/gpm.Vgpdx:f—/div(m)|<p|2dx,
Q 2 Ja

and since ag — 2div(m) < ag — div(m) < —¢(m) a.e., we finally get that ||[My|| < 2||m|l||Vell.

11



Consequently, with Young inequality, we get the following estimate

1/2 1/2
- [ eMedx < 2fml( [ 107) ([ 16P) " < 2mlnEn.
Q Q Q

2(c(m)T—2||m||oo)E0 < / m.v |0, p|* do,
OO N

So (12) becomes

which ends the proof of Proposition 11, using the density of the domain. m
Now we can deduce our exact controllability result (Theorem 3) from Proposition 11 following HUM
method (see [13], Chapter IV).

5 Example

Let us consider here the case of a square domain Q = (0,1)? with the following affine multiplier,

mix) = (4% L, ) e x) 13

cot Oy

where 6; and 6, belong to (0, g)

We will discuss the dependence of 9y and 9Q2p on xq.
First let us consider one edge [ab] of € with its normal unit vector . One can easily see that
1
m(x).v(x) = sinﬁ(x —Xg).Vg,
where 6 = 0; (resp. 63) if [ab] C [0,1] x {0,1} (resp. {0,1} x [0, 1]) and vy is deduced from v by rotation
of angle —@. Without any restriction, we suppose a.vgy < b.vy.
Then there exists an interface point along [ab] if and only if x belongs to the belt

By ={xc€R?/avy <x.vy<bug}.

In this case, at this interface point x;, we get with similar notations,

1

sin 0

m(x;).7(x1) = (x1 —X0).Tg -
Then additional geometric assumption (7) is not satisfied if xo belongs to half-belt B4 (see Fig. 1).
By

Vg

By

Figure 1: If xq belongs to B, , we get mixed boundary conditions along [ab] and condition (7) is satisfied.

We now can describe every situation by considering only three following cases (see Fig. 2),

™

(C1): 0<91§92<%, (C2): 0<91<g§92<z, (C3): T <01<0:<

2

ol 2

We also show a fully detailled partition in some particular case coresponding to (C2) (see Fig. 3).
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4

Figure 2: Cases (C1), (C2), (C3). Condition (7) is not satisfied in colored regions.
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Figure 3: Example of Dirichlet and Neumann parts of the boundary in a case of (C2)-type.
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