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Abstract— This paper presents the experimental results-based
comparison of two Predictive Current Controls (PCC) for Per-
manent Magnet Synchronous Machines (PMSM) drives.

The first tested control scheme is based on a model including
the inverter and the PMSM and taking into account the discrete
nature of the inverter leg states. It predicts the future evolution of
the currents for each possible configuration of the inverter. The
switching state which minimizes a given cost function is selected.
The selected inverter state is applied during the next sampling
time.

The second tested control scheme uses a model of the PMSM to
predict the output voltages which allow to reach desired currents
after one modulation period. A new algebraic method is presented
to directly compute the duty cycle of each leg. Then a modulator
generates the corresponding gate drive pulses of the inverter.

These two control schemes are tested with a 1.6kW PMSM
drive at several operating points during steady state and transient
operation. A detailed comparison of results is given. Advantages
and drawbacks of each method are discussed.

I. INTRODUCTION

Inverter-fed AC-machines are widely used in industrial ap-

plications. When fast torque responses and high-performance

operation are required, Permanent Magnet Synchronous Ma-

chines (PMSM) are often used and high performance current

controls are needed. Many studies have been performed for

the development of such algorithms. Among them, methods

called Predictive Current Control (PCC) show very good

performances compared to classical methods such as Vector

Control or Direct Torque Control (DTC). Predictive current

controls can be separated into at least two different classes.

The first one, introduced in [1–5], consists in predicting the

future value of the load currents for all the voltage vectors

the inverter can generate. Then the inverter configuration

which minimizes a cost function is selected. So one and only

one configuration is selected for application during the next

sampling period. This approach is a direct approach since

the control variable is directly the inverter switching states

(Fig. 1); it is then noted Direct Predictive Control (DPC)

in this paper. It is worth to note that this control scheme is

quite different from DTC [6]. Indeed with DTC the applied

configuration is selected according to a table that is the result

of a heuristics and there is no prediction of the future possible

load currents.
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Fig. 1. Direct Predictive Control Principle
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Fig. 2. PWM Predictive Control Principle

The second class of predictive controls predicts the required

voltages to reach desired currents after a sampling period.

Later a Pulse Width Modulation (PWM) is used to translate

these voltages into switching orders [7] (Fig. 2). This ap-

proach, sometime called Dead Beat Control [8, 9], is noted

PWM Predictive Control (PPC) in this paper. It has been used

in current control for inverters [10,11], as well as for PMSM

[12] where the duty cycles are calculated by using classical

Space Vector PWM (SVPWM). A new algebraic method is

presented in this paper to directly determine leg duty cycles

978-1-4244-1668-4/08/$25.00 ©2008 IEEE
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Fig. 3. Simplified Representation of the Considered System

without trigonometrical functions in order to make easier real

time implementation compared to a classical SVPWM.

Until now no comparative study between DPC and PPC

can be found in literature. This paper expands these two ap-

proaches for a PMSM drive. Comparative study is performed

with the same test bench with equivalent switching frequency

for different operating conditions. Comparative points con-

cerns steady state and dynamic behaviors.

II. DIRECT PREDICTIVE CONTROL

A. Model

A PMSM consists of three phases stator windings and

permanent magnets mounted on the rotor surface (Surface

Mounted PMSM) or buried inside the rotor (Interior PMSM).

This machine can be modeled classically by state-space equa-

tion (1) written in the (dq) rotor flux reference frame.

[
İd(t)
İq(t)

]
=

[ −R
L ω(t)

−ω(t) −R
L

]
·
[
Id(t)
Iq(t)

]

+
[ 1

L 0 0
0 1

L −ω(t)
L

]
·
⎡
⎣Vd(t)

Vq(t)
φ

⎤
⎦ (1)

In (1) Id and Iq are the stator currents expressed in the dq
frame, R and L are the stator phase resistance and inductance

respectively, ω is the rotor electrical speed, Vd and Vq are the

stator voltages expressed in the dq reference frame and φ is

the flux established by rotor permanent magnets.

R, L and φ are considered as constants. So for a short sam-

pling time T which is much smaller than the PMSM electrical

and mechanical time constants, it can be assumed that angular

rotor position and speed variations can be neglected. In this

case, the PMSM can be modeled by discrete-time equations

by means of a Taylor expansion. For a first order expansion,

Eq. (2) is obtain where F , G and H are given in Eq. (3).

[
Id(k + 1)
Iq(k + 1)

]
= F (k) ·

[
Id(k)
Iq(k)

]
+ G ·

[
Vd(k)
Vq(k)

]
+ H(k) (2)

F (k) =
[

1 − RT
L Tω(k)

−Tω(k) 1 − RT
L

]

G =
[

T
L 0
0 T

L

]
H(k) =

[
0

−Tω(k)
L φ

] (3)

For DPC, the vector
[
Vd(k) Vq(k)

]T
must be expressed

as a function of the inverter switching states. So we define

uX (X ∈ {A,B, C}) as an integer than represent the state of

the leg X (Fig. 3) with the following convention : if uX = 0
then VXO = 0; if uX = 1 then VXO = E. Considering the

TABLE I

CORRESPONDENCE BETWEEN THE CONFIGURATION NUMBER (i) AND

THE SWITCHING STATE (u) OF EACH LEG (A, B OR C)

i 0 1 2 3 4 5 6 7

uA 0 1 1 0 0 0 1 1

uB 0 0 1 1 1 0 0 1

uC 0 0 0 0 1 1 1 1

load is balanced, it can be demonstrated that the phase-to-

neutral voltages can be expressed as functions of inverter’s

leg states (4).⎡
⎣VAN (k)

VBN (k)
VCN (k)

⎤
⎦ =

E

3
·
⎡
⎣ 2 −1 −1
−1 2 −1
−1 −1 2

⎤
⎦ ·

⎡
⎣uA(k)
uB(k)
uC(k)

⎤
⎦ (4)

Stator voltages expressed in the αβ stator reference frame are

obtained using Concordia transformation. So using (4) it is

possible to express stator voltages in the αβ reference frame

as functions of inverter leg states (5).

[
Vα(k)
Vβ(k)

]
= E ·

√
2
3
·
[
1 − 1

2 − 1
2

0
√

3
2 −

√
3

2

]
·
⎡
⎣uA(k)

uB(k)
uC(k)

⎤
⎦ (5)

Finally stator voltages in the (dq) rotor flux reference frame

can be expressed as functions of inverter leg states by using

a rotation matrix M(k) (6).

[
Vd(k)
Vq(k)

]
=M(k) · E

√
2
3
·
[
1 − 1

2 − 1
2

0
√

3
2 −

√
3

2

]
·
⎡
⎣uA(k)

uB(k)
uC(k)

⎤
⎦

=M(k) · D · u(k)

(6)

where M(k) =
[

cos θ(k) sin θ(k)
− sin θ(k) cos θ(k)

]
(θ is the angular rotor

position), u(k) =
[
uA(k) uB(k) uC(k)

]T
and D is a

constant matrix.

For a two-level three-phase voltage inverter, there are two

switching states for each leg, so there are eight possible

switching states represented by eight different vectors u(k)
(Tab. I). Configurations 0 and 7 lead both to zero voltages

(free response).

Finally the model used by DPC (7) is obtained by applying

(6) in (2).

Xi(k+1) = F (k) ·X(k)+G ·M(k) ·D ·ui(k)+H(k) (7)

In (7) X(k) =
[
Id(k) Iq(k)

]T
is the state vector; ui(k) is

the control vector corresponding to the ith configuration. This

model allows to predict the state vector Xi(k + 1) after a

sampling period if the ith configuration is used.

B. Control Scheme

At each computation cycle, the direct predictive control

scheme measures stator currents and angular position to com-

pute the state vector and matrices F , M and H (Fig. 4) For

each configuration i (i = 1 . . . 7), a prediction of Xi(k + 1)
is calculated by using (7). Then the algorithm selects the

configuration which minimizes a cost function gi. In this paper

the used cost function is the distance between the desired

reference state X# and the predicted state vector Xi(k + 1).

|Xopt(k + 1) − X#| = min
1≤i≤7

|Xi(k + 1) − X#| (8)
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Fig. 4. Steps of Direct Predictive Control

The selected configuration is applied during the next sampling

time.

III. PWM PREDICTIVE CONTROL

A. Model

For PWM predictive control, duty cycle of each leg is

introduced as follows: ρX is the duty cycle of the leg X
(X ∈ {A,B, C}). For a sampling time T , if Vd,q(k) is the

mean value of Vd,q(t) during this period, it can be written:

ρX(k) =
1
T

∫ (k+1)T

k·T
uX(t) dt (9)

V d,q(k) =
1
T

∫ (k+1)T

k·T
Vd,q(t) dt (10)

As for (6), stator voltages can be expressed in the (dq)

reference frame as functions of the duty cycle vector ρ(k) =[
ρA(k) ρB(k) ρC(k)

]T
(11):[

V d(k)
V q(k)

]
= M(k) · D · ρ(k) (11)

Then applying (11) in (2) leads to the model (12).

X(k +1) = F (k) ·X(k)+G ·M(k) ·D ·ρ(k)+H(k) (12)

B. Control Scheme

In a conventional PWM predictive control [10], the stator

voltages which force the state vector to reach the reference

currents are computed using the model (2). These voltages are

obtained with (13) under the condition that G is invertible:[
Vd(k)
Vq(k)

]
= G−1

(
X# − F (ω) · X(k) − H(ω)

)
(13)

A classical space vector Pulse-Width Modulation (PWM)

generator is used to translate these voltages to switching

signals applied to gate drivers.

Generally the used relationship between the voltage space

vector and the calculated voltages depends on trigonometrical

functions as shown in [12]. As a consequence the implementa-

tion is difficult if Field-Programmable Gate Array (FPGA) or

B

7

4

7

4

7

2

A

C

uB t

uA t

uC t

kT s k 1 T s

Fig. 5. Example of Switching Sequence During a Modulation Period

Erasable Programmable Logic Devices (EPLDs) are used and

the calculation duration is large if a Digital Signal Processor

(DSP) is used.

The proposed PWM predictive control uses the model (12)

to directly determine duty cycles ρ(k) as explained in the

following section.

C. Duty Cycle Calculation

Since G and M are invertibles (14) can be used in order

to calculate the duty cycles which allows to reach the desired

state vector X# in one modulation period.

D · ρ(k) = M−1(k) · G−1 ·
(
X# − F (k) · X(k) − H(k)

)
(14)

By replacing D by its expression, (14) becomes (15).

[
1 −1

2 − 1
2

0
√

3
2 −

√
3

2

]
·
⎡
⎣ρA(k)

ρB(k)
ρC(k)

⎤
⎦

=
1
E

·
√

3
2
· M−1(k) · G−1 ·

(
X# − F (k) · X(k) − H(k)

)

≡
[
ρ1(k)
ρ2(k)

]
(15)

The resolution of (15) gives one degree of freedom that can

be added to adapt duty cycles with the desired modulation

pattern. Many kinds of modulation patterns are reported [13].

Indeed different duty cycle vectors can lead to same mean

value of stator voltages during a modulation period.

For a conventional sequence as presented in Fig. 5, config-

urations 0 (uA = uB = uC = 0) and 7 (uA = uB = uC = 1)

corresponding to null voltages are applied for same duration.

This is obtained by choosing ρC =
ρ7

2
and ρB = 1 − ρ7

2
,

where ρ7 is the duty cycle for the null voltage application. In

this case, it can be seen that ρB +ρC = 1 and ρB > ρA > ρC .

Any possible cases are be summarized by (16) and (17):

ρB + ρC = 1 ⇔
{

or
ρB > ρA > ρC

ρC > ρA > ρB

ρA + ρC = 1 ⇔
{

or
ρA > ρB > ρC

ρC > ρB > ρA

ρA + ρB = 1 ⇔
{

or
ρB > ρC > ρA

ρA > ρC > ρB

(16)

min(ρA, ρB , ρC) =
ρ7

2
max(ρA, ρB , ρC) = 1 − ρ7

2

(17)

So (18) and (19) characterizes the chosen modulation pattern.

max(ρA, ρB , ρC) + min(ρA, ρB , ρC) = 1 (18)
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Fig. 6. Steps of PWM Predictive Control

max(ρA, ρB , ρC) − min(ρA, ρB , ρC) = 1 − ρ7 (19)

One of them, for example (18), can be added to (15) for

determining duty cycles ρ(k).
For the example of Fig. 5 (ρB + ρC = 1), (15) becomes

(20). ⎡
⎣1 − 1

2 − 1
2

0
√

3
2 −

√
3

2
0 1 1

⎤
⎦ ·

⎡
⎣ρA(k)

ρB(k)
ρC(k)

⎤
⎦ =

⎡
⎣ρ1(k)

ρ2(k)
1

⎤
⎦ (20)

For the three possibilities offered by (18) ( ρA + ρB = 1,

ρB + ρC = 1 or ρA + ρC = 1 ), the obtained matrix is a

constant invertible matrix, and its inverse can be calculated

off-line. ⎡
⎣1 − 1

2 − 1
2

0
√

3
2 −

√
3

2
0 1 1

⎤
⎦
−1

=

⎡
⎢⎣

1 0 1
2

0
√

3
3

1
2

0 −
√

3
3

1
2

⎤
⎥⎦ (21)

⎡
⎣1 − 1

2 − 1
2

0
√

3
2 −

√
3

2
1 0 1

⎤
⎦
−1

=

⎡
⎢⎣

1
2

√
3

6
1
2

− 1
2

√
3

2
1
2

− 1
2 −

√
3

6
1
2

⎤
⎥⎦ (22)

⎡
⎣1 −1

2 − 1
2

0
√

3
2 −

√
3

2
1 1 0

⎤
⎦
−1

=

⎡
⎢⎣

1
2 −

√
3

6
1
2

− 1
2

√
3

6
1
2

− 1
2 −

√
3

2
1
2

⎤
⎥⎦ (23)

It is then possible to determine algebraically duty cycles

ρ(k). Indeed a possible computing method consist in comput-

ing duty cycle vectors with (21), (22) and (23). Among the

three obtained vectors one and only one is consistent with

the hypothesis (16)1[14]. This duty cycle vector can then be

selected for application during the next modulation period.

This method of duty cycles calculation is independent to

the section where the voltage space vector is and any trigono-

metrical function is necessary. The overall control scheme is

summarised in Fig. 6.

IV. EXPERIMENTAL STUDY

A. Hardware and Software

The experiment study was conducted with an equipment

composed of a 1.6KW PMSM (parameters given in Tab. II)

with a 4096-pulse incremental encoder. Another identical

PMSM is used as a load torque generator.

A commercial 15 kW three-phase inverter based on

Insulated-Gate Bipolar Transistors (IGBTs) is supplied by two

1For example, a duty cycle vector computed with (21) assume ρB +ρC =
1. Then it must verify ρB > ρA > ρC or ρC > ρA > ρB .

TABLE II

PARAMETERS OF THE PMSM

Rated Torque 5 Nm
Rated Speed 3000 rpm

R 2.06 Ω
L 9.15 mH
φ 290 mWb

Number of pole pairs (p) 3

Fig. 7. Added Integral Compensation

voltage sources XANTREX which provide 540V with current

limitation of about 10A. The dead-time is fixed to 3μs. Three

LEM current sensors (LEM LA 100P) are used.

The direct predictive control (DPC) and the proposed PWM

predictive control (PPC) algorithms are implemented in C lan-

guage and computations are performed by a DSpace DS1104

controller board. Data recording and reference value tuning

are performed within the ControlDesk environment except for

spectra2.

The compensation method proposed by [12] is used for both

control schemes in order to take into account the calculation

time delay, i.e. the duration between the current measure and

the application of the control vector.

As proposed in [10] and [15], an integral compensation
is added to compensate steady state errors for both control

schemes. Reference values are compared to actual values (e.g.

for Id, εId
(k) = I#

d (k) − Id(k)) and error’s integrals are

computed (e.g. for Id,
∫

εId
(k) = εId

(k−1)+εId
(k)

2 T ). For pre-

dictive control schemes, corrected reference values are given

by I##
d (k) = I#

d (k)+ 1
Ti

∫
εId

(k), where Ti is set to 10 times

the sampling period. During transient operation, to overcome

overshoots due to windup of the integral compensator, this

corrector is not active and
∫

εId
and

∫
εIq

are set to 0. This

additional loop is illustrated on Fig. 7.

B. Experimental Conditions

For a PMSM, the electromagnetic torque is proportional to

the current Iq. Then the minimization of the Joule power losses

leads to fix the current Id to zero. Consequently, reference

values are I#
d =0 and I#

q proportional to the desired torque

Te# (I#
q = Te#

p∗φ ).

The comparative study between DPC and PPC is performed

for different operating points. Firstly, the desired torque is

set very smaller than the nominal value (I#
q = 1A). It is

not possible to obtain high speed with this small torque. The

maximum speed that can be obtained is ≈200rpm. Secondly,

for nominal torque (I#
q = 5.75A), two load conditions

corresponding to high rotor speed (≈2100rpm) and low rotor

speed (≈200rpm) are tested.

2Spectra are recorded with Tektronic hardware: a A 6302 current sensor,
a AM 503 current probe amplifier and a TDS 7045.Measures are sampled at
1μs during 2s.The 125kHz bandwidth spectrum is obtained using a 1s wide
Gaussian window.
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The dynamic performances of both control schemes are

compared for each of these operating points. Transient opera-

tions are obtained by changing the sign of the torque desired

value.

It is worth to note that the tested control schemes are

equivalent to a torque controls. Indeed there is no speed loop.

Generally torque controllers are used inside a speed loop. It

is not the case in the presented experiments. Angular speed is

not controlled, it is just an outcome of test bench mechanical

parameters like inertia, frictions or load torque.

C. Sampling periods

DPC computations are started with a timer interrupt. As

there are only 7 possible directions for the state vector

during each computing period, the reference point could not

be exactly reached and the smallest the sampling period T,

the lowest the oscillation amplitude. This leads to choose a

sampling period as short as possible in order to maintain the

state vector as near as possible to the reference point. Then

the sampling period is fixed just larger than the computation

duration i.e. 26μs here.

With DPC, between two computation cycles, the number of

leg state changes can be 0 (if iselect(k) = iselect(k+1)), 1 (e.g.

iselect(k) = 7 and iselect(k + 1) = 2), 2 (e.g. iselect(k) = 2
and iselect(k + 1) = 4) or even 3 (e.g. iselect(k) = 1 and

iselect(k+1) = 4). So, DPC leads to an unpredictable variable

switching frequency. Experimental results show that the mean

switching frequency depends from the operating point (e.g.

the mean number of leg state changes between two computing

periods is 0.84 at 200rpm / 0.9Nm, 1.06 at 200rpm / 5Nm or

1.25 at 2000rpm / 5Nm).

For PPC, at each sampling period, there are six switching

(Fig. 5). In order to have a similar switching frequency at high

speed / high torque, the modulation period of the PPC scheme

is fixed to 125μs (6*26/1.25) although the period could be very

low since the computing duration is almost the same for both

control schemes.

D. Results

In this paper, due to the lack of space, results are only shown

for one operating point (high torque and low speed). Figures

for other conditions are available on line [16].

Phase currents can be compared with Fig. 8. With DPC,

oscillations are quite independent of the operating point. With

PPC, oscillations are a little larger for high torque and the

larger the speed, the larger the amplitude of oscillations; the

presented case is then the less favorable for PPC. However

oscillations are smaller for PPC than for DPC for every case.

Phase current spectra are shown in Fig. 9 for the operation

point considered. The harmonic distribution of PPC (Fig. 9(b))

is very well concentrated near the sampling frequency (8kHz)

and its multiples while the harmonic components of DPC

(Fig. 9(a)) are distributed over a large low-frequency span.

For the other tested operating point, it can be seen that under

PPC, the harmonic content in phase current is significantly

reduced.

For both control schemes, the transient operation (Fig. 10)

is very fast (almost 200μs). There is no overshoot for PPC

(Fig. 10(b)) and it is quite small for DPC (Fig. 10(a). It can

be seen that the transient operation of the current on the q-axis

has no important consequence for the current control on the

d-axis.

V. CONCLUSION

Two predictive current controls for PMSM has been pre-

sented and experimentally compared. The dynamic perfor-

mance of DPC and PPC are similar but some superiorities

can be noted with PPC since its current ripples are generally

reduced and its current harmonic distribution is well con-

centrated near known frequencies in the high-frequency area.

Computation durations for both controls are similar. However,

if the same switching frequency is required, PPC leads to a

very larger sampling periods by determining more than one

configuration of the converter during a computation period.

Then the real-time constraint is less than for DPC, so cheaper

controllers can be used. Furthermore, at the opposite to DPC,

PPC allows to have a known and constant switching frequency.

It can be noted also that the proposed method of duty cycle

calculation for PPC is easy to implement without sines and

cosines computations.
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