N

N

Real-Time Simulation and Interaction of Percussion
Gestures with Sound Synthesis
Alexandre Bouénard, Sylvie Gibet, Marcelo M. Wanderley

» To cite this version:

Alexandre Bouénard, Sylvie Gibet, Marcelo M. Wanderley. Real-Time Simulation and Interaction of
Percussion Gestures with Sound Synthesis. 2009. hal-00369254v1

HAL Id: hal-00369254
https://hal.science/hal-00369254v1

Preprint submitted on 18 Mar 2009 (v1), last revised 1 Apr 2009 (v2)

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-00369254v1
https://hal.archives-ouvertes.fr

Real-Time Simulation and Interaction of Percussion

Gestures with Sound Synthesis
Alexandre Boénard *f Sylvie Gibet * Marcelo M. Wanderley

(*) SAMSARA / VALORIA, Université de Bretagne Sud, Vannes, France

(1) IDMIL / CIRMMT, McGill University, Montreal, Qc., Canada

Abstract

Virtual characters playing virtual instruments must interact in real-time with the
sounding environment. Dynamic simulation is a promising approach to finelg-repr
sent and modulate this interaction. Moreover, captured human motion cadee
database covering a large variety of gestures with various expressigtypropose in
this paper a physics-based environment in which a virtual percussixighamically
controlled and interacts with a physics-based sound synthesis. We siparhasyn-
chronous architecture, including motion and sound simulation, as well aal\dad
sound outputs can take advantage of the parameterization of both gesduseland

that influence the resulting virtual instrumental performance.
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| ntroduction

Playing a musical instrument involves complex human behagi While performing, a
skilled musician is able to precisely control his motion amgerceive both the reaction of
the instrument to his action and the resulting sound. THaiomship between performer
actions and the effects on the produced sound is crucialfderstanding the mechanisms
underlying musical learning or performance. Transpodmegé¢ real-world experiences into
virtual environments provides the possibility to exploowel solutions for designing virtual
characters interacting with virtual instruments, and bieegion for designing animated
entities interacting with objects producing sounds.

This paper proposes a physically based framework, in whigh@al character dynam-
ically interacts with a physical simulated percussiverunsient. Our emphasis is to show
the influence of the motion control on the produced sound.s Tiffluence may be char-
acterized by the subtle physical interactions that occuhastick makes contact with the
drum, as well as the characteristics of the preparatorygesin order to take into account
the main characteristics of real performers, our approaafbines human motion data and
physically based simulation with the goal of achieving ceiltipg percussion gestures and
producing convincing contact information.

This approach thus provides a way to interactively manteuéand process both ges-
ture and sound data. Since these data have a physical mgtrmirgnanipulation should

guarantee the preservation of the realism of the generatdéidmand sound. Furthermore,



this multisensory virtual environment opens new perspestio explore gesture and sound
parameters, as well as the mapping between these lattelsoleahances the perception
(gestural, visual and auditory) of such complex experience

In this paper, we discuss the interaction and mapping betwlgsics-based synthesis
of motion and sound, especially with the focus on percussiotion. We first review re-
lated literature and compare our approach to other existicigniques. Next we present an
overview of our integrated system. We present details omptiysics-based motion con-
trol approach and the way it exploits motion capture datd,taen propose an interaction
scheme between motion and sound synthesis. The main raseilisen presented and dis-

cussed. Finally, we conclude with further perspectives.

Related Work

Two main problems have to be addressed in animating chasgateforming percussion
gestures. First, physically based simulation driven byiomotapture data have to be con-
sidered, so that the physical interaction with the virtuakiel can be taken into account,
and the generated movements can be driven by real exampgeszofd critical issue is the
sound synthesis techniques which have to be used so thdeativef mapping can be settled
between parameters generated from motion and sound sigpla@gameters. We report also
insights on the necessity of considering the synchromnati different modalities and its

use in interactive applications.



Controlling adaptative and responsive virtual charactas leen intensively investi-
gated in computer animation research. Most of the contabathave addressed the control
of articulated figures by using robotics-inspired propmrtial derivative (PD) controllers
[1]. This has inspired many works for handling differentegpmf motor tasks such as walk-
ing, running [2], composing these tasks[3] and easying #nd &nd time-consuming process
of tuning such PD controllers [4]. More related to our work agbrid methods combining
physics-based controllers and kinematic motion data, vhim at associating the advan-
tage of user controllability of kinematics methods and #sponsiveness of dynamics con-
trollers. Our work is based on the tracking of motion captiata but differs from previous
works by having a fully dynamically controlled charactehelspecificity of our contribu-
tion lies also in the integration and the possible collaborabetween inverse kinematics
(IK) and inverse dynamics (ID) controllers, rather thandiary strategies for transtionning
between kinematic and dynamic controllers [5, 6, 7]. We daa ind in [8] the use of IK
as a pre-process for modifying the original captured magiod simulating it on a different
character anthropometry, we rather use IK as a basis of duichynethod for specifying
the control of a dynamic character from end-effector tri@ges. This hybrid collabora-
tion is particularly consistent for the synthesis of sucHigtec motion that is percussion
performance, with respect to related work [8, 9].

Alongside to the dynamic animation of virtual charactels;gics-based sound synthesis
methods have been widely studied, namely with the analogoakof creating adaptative
sounds towards changes in environment or objects properance the introduction into
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the graphics community of modeling the surface vibratiohshgects for sound synthesis
[10], most of works have either focused on the direct uselmfational modes [11] based on
measurements [12], or the simulation of surface vibratigisg the finite element method
[13]. More recently, the high interest to modal synthesis yialded to acceleration algo-
rithms for handling huge and complex environments [14]. ®@ark involves in a similar
maneer physical models based on modal synthesis, but weé @atirthe difficulty of re-
lating these sound synthesis schemes to its cause in thextaftmusic performance, i.e.
the instrumental gesture. Here the focus is on the simulationstrumental (percussion)
gestures, as well as on the mapping between motion and sgatitesis.

We therefore propose an architecture for physically expipthe interaction between
motion and sound synthesis, and which eases the synchtionip&different modalities and
heterogenous data types (motion capture, simulation,dsoantrol parameters). Pioneer
works involved also a motion-driven approach for the syanlred generation of sound-
tracks from animations [15]. But as recalled in [16], despiigny recent improvements,
most of computer animation and simulation frameworks allegsluctant to integrate such
synchronization method, moving therefore away from theranttive realism and presence
of sound. Our viewpoint on this state is to show how a physiosleting of the motion-
sound interaction, combined with a well-designed systerhitacture can be of interest to
that mean. Such a contribution has been proposed for hapiitering systems [17], but to
our knowledge this has not been exploited for the simuladiwehinteraction of instrumental
gestures with physics-based sound synthesis.
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Overview

The architecture of our system is presented in Figure lwailpthe physics simulation of
percussion gestures to interact with sound synthesis gsese The physics-based motion
control of the virtual character involves a motion captuatathase for planning percussion
gestures, as well as the hybrid combination of IK and ID cdlgrs. The interaction ex-
presses the mapping between the percussion motion sionulatid the sound synthesis
module, and namely features a specially designed architetdr accelerating and easying

this interaction process.

Physics-based Motion Control

The approach that we adopt for physically controlling pesion gestures from motion
capture data is described in Figure 2. It involves the playsiodeling of the virtual percus-
sionist from pre-recorded percussion performances, anddhtroller which tracks motion
capture data, requiring either a simple inverse dynamigscbntrol mode, or a combined

inverse kinematics (IK) and inverse dynamics control mode.

Virtual Character Modeling

The physics-based modeling of the virtual character is ameag of rigid bodies articu-

lated by mechanical joints. Motion capture data of perarsgierformances are used to



physically model and parameterize both the anthropomeialytlze mechanical joints of the
virtual character, making a direct correspondence betweereal performer and the virtual
character. The physical properties of each rigid body camgpthe virtual character, such
as mass, size of the links, density and inertia matrix arsistant with the anthropometry
extracted from motion capture data.

In addition, each mechanical joint has three rotationateleg of freedom, restricted to
the angular limits of the human body, in order to avoid norisga motion. Two formula-
tions are available to extract the "lower” and "upper” listf the angular joints, based on
a statistical analysis of the motion capture data. The fnghiéilation uses the Euler angles
representation, and computes basic statistical featarelsaracterize joint limits. The sin-
gularity of this represention is however frequent, therefwe propose another formulation
based on the quaternionic representation. Following tpecaeh of [18], we compute joint
limits in the quaternion space. The rotational (quatericiotmajectory of a joint over time
is transposed in the tangential space of its quaternionanmea which an SVD decompo-
sition is applied. The resulting eigen values and axes ad 8 representing the motion

distribution and for computing the joint limits.

M otion Control

Our approach to dynamic character control uses percuseginmgs from a capture database,

allowing to take into account all the variability and exmigeness of real percussion ges-



tures. The variability can be due to various percussionoperdnces using different drum-
stick grips, various beat impact locations and several caliplaying variations. We propose
two ways for achieving the motion control (Figure 2), eitbgrtracking motion capture in

the joint space (angular trajectories), or tracking erfidetdr trajectories in the 3D cartesian
space. Tracking motion capture in joint space requiresrgg/dynamics control, whereas
tracking in the end-effector space requires both inverserkiatics and inverse dynamics

control. In this latter case, the two inversion processesaongly linked.

Tracking Motion Capturein Joint Space

This control mode is related to motion capture tracking byagisnverse dynamics con-
trollers. Angular trajectoriesd”) are first extracted from motion capture data, and used to
drive the fully dynamically controlled virtual charactewe use traditional proportional-
derivative (PD) feedback controllers, modeled as dampeithgsp and parameterized by
manually-tuned damping and stiffness coefficieri{s €.). Knowing the current state of
the mechanical jointd®, 65) and the joint target&”) to be reached, the torque)(is
computed and exerted to the articulated rigid bodies, aatgly to equation 1.

7=k (05 —OT) — k.05 (1)

Tracking Motion Capturein 3D Cartesian Space

A more intuitive physics control of the virtual charactepi®posed by combining inverse

kinematics and inverse dynamics controllers. Insteadrettly tracking angular trajectories



from the motion capture database, this tracking mode cisnsisextracting end-effector
positions in the 3D Cartesian space. From these Cartesiagtsa@n inverse kinematics
(IK) method computes the kinematic postures (joint ve@br {04, ..., 0, }, equation 2)
which are used as desired input of the inverse dynamicsaltars (described above), thus
providing the required torques to control the physical abtar (Figure 2).

AOT = N JJ.(X® —XT), 6T =e° + AeT (2)

J& is the Jacobian pseudo-inverse of the system to be comtyallé and X7 represent
the current and target end-effector positions in the Camespace. In this paper, we imple-
mented a slightly modified version of the pseudo-inversé gliaranties that singularities
are avoided, referred to as the damped or singularity rdl8R} pseudo-inverse. We may
use other IK techniques, such as the transpose of the Jacobiar the learning technique
described in [19].

Using such an IK formulation necessitates the computatigheoJacobian matrix, and
therefore we defined an equivalent representation of theubated chain, both in the kine-
matics and dynamics spaces. The main difficulty with the togmf both kinematics and
dynamics controllers is that the convergence of the IK aligor is added to the difficulty
of tuning the parameters of the PD dynamic controllers. Bigtdpproach enables the ma-
nipulation of motion capture data in the 3D Cartesian spacefigurationX”) instead of
the angular spaced(’), which is more consistent and intuitive for controllingrpassion

gestures, using end-effector trajectories, for instamaendticks extremities.



I nter action between Motion and Sound Synthesis

We propose a general architecture (Figure 3) that allowssiimultaneously and asyn-
chronously running the physics simulation of percussiastges, graphics and sound ren-
dering processes, as well as handling their interactioreak-time. This architecture is
effective for managing different modalities and data tyesl for specifying at the physics

level the mapping between these.

Asynchronous Client-Server Architecture

Our system allows the multimodal integration, interactma synchronization of visual and
sounding media, and builds up four components represesfguyaics, graphics, interaction
and sound managers.

Multimodal processes such as graphics and sound rendegrfgredamently different,
and achieving a real-time interaction between the two camalzardous. The first difficulty
that appears when managing such media is their discrepetiaya constants, graphics ren-
dering is usely admitted effective at about 33Hz, whereasidoendering needs a higher
time sample around 44kHz. Moreover, the graphics rendesirige visible layer of a far
more demanding process that is the physics simulationjmmegio handle two other differ-
ent time rates since our method lies in motion capture treckihe original motion capture
time rate and the time step of the physics simulation. An@ggn could consist in running

synchronously every manager at the sound rate, but suchpaneagh falls short in real-time
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considerations.

We propose an asynchronous client-server scheme for ngrttie interaction between
the physics, graphics and sound managers. This enable$séle distribution of the
different managers on distinct platforms, thus reducimgabmputational cost of each man-
ager and its impact on the others. In addition, we adopt thenCgound Control (OSC)
communication protocol [20] which is traditionally usedtite computer music community
and allows the exchange in real-time of multimodal data flolwee asynchronous exchange
of data is materialized here by the mapping between the bofpuotion synthesis and the
input of sound synthesis. Events produced during the palsimulation are dealt by the

interaction module which triggers the sound synthesisgsees and the visual outputs.

Motion-Sound Physics M apping

For sound synthesis, we consider in this paper the modahsgist technique, which is an
efficient way of representing the vibrations of resonatibgpots as the motion simulation of
systems composed of masses connected with springs and idanijpés physically-based
approach enables the direct modeling of the contact for@aatn According to previous
work [21], this force depends on the state (displacemenvalwtity) of the colliding modal
objects.

The interaction manager includes a collision detectiom@igm that can retrieve the

physical features of any contact event produced when th& @swexcited. In particular it

11



provides information on the impact position, velocity andcke (direction and amplitude),
which can be the input to the physics-based sound synthexisegs, accordingly to a direct
one-to-one mapping.

As for the sound synthesis system, it can be parameterizedlitime by the membrane
properties (size, mass, tension), as well as by the parasrathe modal synthesis (number

of modes, resonances), thus rendering different soundbéeceffects .

Results

We firstly present results regarding the physics-basedaostheme described in the pa-
per, where original motion capture data are compared batietdata synthesized with the
ID controller (Joint Space Tracking) and the combinationkofind ID controllers (Carte-
sian Space Tracking). Secondly, an application of the sctire of our system is then
presented, namely the integration of the Open Sound Cordrohraunication protocol and
a user interface in which the simulation of percussion perémces can be parameterized

from the motion to the sound.

Physics Motion Capture Tracking: Joint Spacevs. Cartesian Space

The physical model of the virtual character is composed gbitfis, totalling 57 degrees of
freedom. The Open Dynamic Engine [22] is used for the overation simulation. Masses,

inertia, link lengths, as well as joints limits are estinthfeom real percussion performers.
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The results obtained by the two tracking modes, used to palgicontrol the virtual per-

cussionist are compared: a) Motion capture tracking intjepace, involving an inverse
dynamics controller, and b) Hybrid control in Cartesian gpaavolving a combination be-
tween inverse kinematics and inverse dynamics controlléacerning the hybrid control
mode, different inverse kinematics methods may be comdm&mD inverse dynamics con-
trollers. In this paper, we implemented the Damped Leasa&gumethod [23], a simple
yet more robust adaptation of the pseudo-inverse regattmgingularity of the inverse
kinematics problem.

Figure 4 compares raw data from captured motion with the twdes of control (ID
only, and the hybrid combination of IK and ID). In these twatol modes, we kept the
same parameterization of the damped springs of the virtualacter. We ran the simula-
tion on a set of pre-recorded percussion gestures (FremngHegato), that we recorded at a
sample rate of 250 Hz (we found it high enough to capture th@evbody of the performer
as well as the drumsticks). The hybrid control scheme tracks percussion gesture for
synthesizing the whole arms movements only from the spatibic of the tip of the drum-
sticks trajectories. Figure 4 (top) presents the compati@iween raw motion capture data
and data generated by the IK process. It shows that dataajeddsy the IK formulation
are consistent with real ones, especially for the elbowdlexingle that is one of the most
important degree of freedom of the arm in percussion gesii@specially during prepara-
tory phases). We finally present the comparison of the twarobmodes (ID control only
and hybrid control) in Figure 4 (bottom). One interestinguis is the accuracy of the hybrid
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control mode compared to the simple ID control. This obg@adies in the fact that the
convergence of motion capture tracking is processed iroihegpace in the case of ID con-
trol, adding and amplifying multiple errors on the diffetgoints and leading to a greater
error than processing the convergence in the Cartesian $patiee hybrid control. The
main drawback of this improvement is however the additiamuahputationnal cost of the
IK algorithm which is processed at every simulation stepprdtvides nevertheless a more
flexible motion edition technique for controlling a fully yp$ics-based virtual character, that
eases the co-articulation between successive motion. ufits is illustrated in Figure 5,
which shows the composing of a gesture score from a musigabwsation score, and the

animation of the virtual percusionist following this score

Fast-Easy I nteraction for Sounding Virtual Character Animation

Our software architecture implements the Open Sound Coptotbcol, without any as-
sumption about the hosting of OSC clients and servers, rgakpossible to run the graph-
ics, physics and sound managers on distinct computers. arbistecture has been suc-
cessfully tested by running the graphics/physics and soarek on two different platforms
linked by an ethernet connexion, providing an effective matidble communication between
the two.

The user interface presented in Figure 6 was implemented &sire Data [24], which is

considered as the sound OSC server in our architectureowsshow users can instantiate
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and access OSC components (top control panels) by modjfgiegiting and registering

new interaction messages between the physics (left cquaral), graphics (middle control
panel) and sound (right control panel) managers. Usersataatslifferent percussion grips
(French or German), musical nuances (legato, tenuto, gogatical accent and staccato),
and different tempi, to be simulated by the virtual peromsist. The parameterization of
the visual and sound feedback is also possible. During thelation, the interface provides
users with different sound synthesis models such as thdesimplay of sound clips, signal-

based sound synthesis, and eventually physics-based éooddl) synthesis. Every sound
synthesis technique proposed by the interface can be tarredlitime. For instance for the
modal sound synthesis module, one can tune the paramétanizd the drum membrane

physics properties (radius size, mass, tension).

Conclusion

We proposed in this paper a physically-enabled environimesmhich a virtual percussionist
can be physically controlled and interact with physicseobsound synthesis schemes. The
physics-based control from real percussion performanoasagtees to maintain the main
characteristics of human motion data while keeping theiphi/soherence of the interaction
with the simulated instrument. Furthermore, the hybridtcmnmode combining IK and ID
controllers leads to a more intuitive way of editing the rantio be simulated only from

drumstick extremities. Alongside, the asynchronous tissmver architecture of our system
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takes advantage of motion and sound physics formulaticrsengting in real-time virtual
percussion performances that can be parameterized fromdhen to the sound.

Among the perspectives of such work is the improvement ofitteractions between
motion simulation and sound synthesis. This can involvedisign of a more powerful
collision detection module. If we consider the physicaldtion of the instrument, it might
be interesting to include mechanical interactions, sud¢taasmered or plucked interactions,
or even modeling the mechanical structure of a finger or a .h&vel also plan to extend
the mapping possibilities beween gesture parameters andlsoput parameters, and to

develop efficient methods for editing percussion capturetion in the 3D Cartesian space.
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Figure 1. System architecture and multimodal outputs. Fhgsics-based Motion Control
and Synthesistep involves aMotion Capture Databaseand results in th&isual Feedback
The Interactionexpresses the mapping between the percussion motion siomuéand the

Sound Synthesigvhich results in th&ound Feedback
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Figure 2: Physics-based Motion Control and Synthesis. Mbé&on Capture Database
is used for the physics modeling of tMertual Character and for expressing two levels
of Tracking These two levels allow the physics-based motion captakiing, either in
the Joint Spacdrom angular trajectorie®’, or in theCartesian Spacérom end-effector
trajectoriesX”. The hybrid control involves the combination of inverseddmatics (K) and

inverse dynamics controllert).
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vs. data generated by the IK algorithm (red). Bottom: congmerof drumstick trajectories:
original motion capture data (black) vs. joint space (IDygibs tracking (blue) vs. cartesian

space (IK + ID) physics tracking (red).
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Figure 5: Score (top) performed by the virtual percussiotsnbining legato and accent
beats under tempo variation, and the resulting height ofigjt (middle) and left (bottom)

tip trajectories of the drumsticks during the simulation.
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Figure 6: Users can parameterize the percussion gestuessimilated (drum grip, musical
variation, tempo), as well as the graphics rendering andsthund feedback to be used

(sound replay, signal-based and physically-based sountiesis).
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