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We study numerically the influence of contact araieslow evaporation in 2D model porous
media. For sufficiently low contact angles, theidgypattern is fractal and can be predicted
by a simple model combining the invasion percofatimodel with the computation of the
diffusive transport in the gas phase. The ovenmgiing time is minimum in this regime and is
independent of contact angle over a large rangeonfact angles up to the beginning of a
transition zone. As the contact angle increasekdriransition region, cooperative smoothing
mechanisms of the interface become important aedwidth of the liquid gas interface
fingers that form during the evaporation processedases. The mean overall drying time
increases in the transition region up to an uppemd which is reached at a critical contact
angleé. The increase in the drying time in the transitiegion is explained in relation with
the diffusional screening phenomenon associatet thi¢ Laplace equation governing the
vapor transport in the gas phase. Abd#ethe drying pattern is characterized by a flat
traveling front and the mean overall drying timedmmes independent of the contact angle.
Drying time fluctuations are studied and are fodade important belowd, i.e. when the
pattern is fractal. The fluctuations are of thensaorder of magnitude regardless of the value
of contact angle in this range. The fluctuatiores faund to die out abruptly & as the liquid

gas interface becomes a flat front.
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PACS number(s): 47.56+r.

I.INTRODUCTION

Prediction of evaporation from porous media is meiest for many environmental and
industrial applications, such as the water exchahgeveen soil and atmosphere, drying of
many products or the recovery of volatile hydrooad from underground oil reservoirs, to
name only a few. In these applications, the ligaidenerally wetting and drying can then be
regarded as a drainage process, where the evaypragtting liquid is replaced by a
nonwetting gas. This case has been the subjectaofy studies in recent years within the
framework of pore—network models and invasion peton theory, e.g. [1], [2] and
references therein. However, there are also irapbrapplications in which evaporation
occurs in a hydrophobic porous medium. For examipleldings stones can be rendered
hydrophobic in order to limit the salt weatheringzbrds due to the salt crystal formations
resulting from evaporation, [3]. More generallyndering the porous medium hydrophobic is
often considered for reducing the evaporation fpmrous surfaces or soils. PEFCs (polymer
electrolyte fuel cells) is another example in whakaporation, as well as other two-phase
flow processes, takes place in partially hydropbdibeflonized) porous (fibrous) layers. A
proper understanding and modeling of two phased]dancluding evaporation, in teflonized
systems is needed in relation with the problem atewmanagement of PEFCs, [4]. Yet, it is
often considered that the wettability condition nwdmange in time and this may be the cause
of performance degradation. Hence it is importangétudy the impact of wettability change
on evaporation. Here we explore the case wheravtteability condition, i.e. the contact
angle, is uniform throughout the porous medium. $heldy of situations implying spatial
variations of contact angle is left for future werkAs shown in [5] for the simpler process of

mechanical quasi-static displacement, the invagattern changes from a fractal pattern to a



compact one as the contact angle rises. The conpadtetrn is obtained for contact angles
greater than a critical anglé. We are especially interested in the transitiogia® right
below & where the invasion pattern changes significariflie expect a similar pattern

transition for the slow evaporation process conedén this paper.

Experimentally, it is not obvious to study in dé&taithe effect of contact angle on drying
pattern in the transition zone since it is no dasynpose at will a given value éf As shown

in Figure 1, a partial illustration on the effe¢tcontact angle can, however, be obtained from
a simple drying experiment of a model porous mafla monolayer of 1mm glass beads
randomly distributed and sandwiched between twesgtdatesWithout additional treatment,
this leads to a contact angle130-40° (measured in the liquid phase). To ob&amuch
higher contact angle, the glass beads and the glasss are rendered hydrophobic by
silanization, a process which leads to a contagteanf the order of 105°-107°, [6]. The
model is initially fully saturated by pure waterapbr escapes through the four open lateral
edges of model. The 8.8 clong and 7.5 cm wide model is placed horizontatlyai small
transparent Plexiglas chamber of controlled tentpeeg22+ 1°C ). The relative humidity in
the chamber is stabilized using a LiCl saturatddtem (RH =12 %) and the evolution of
phase distribution within the porous medium is rded using a CCD camera set above the
chamber More details on this experiment can be found in [#or § [030-40°, one can
observe in Figure 1 the highly ramified capillainygerings and trapped liquid clusters typical
of invasion percolation patterns as expected. olmtrast, the invasion pattern is much more
compact with no trapping fo# [1105°-107° and resembles the faceted pattern thatoei
shown bellow for=99° (see Figure 7). In [8], we analyzed and companedwo regimes
flanking the transition region. In the present dffeve concentrate on the transition region.
This is made possible by taking into account in siraulations all the local mechanisms

involved in the growth of the liquid-gas interface.



Throughout the text the wettability of the systentharacterized by the contact angle
6 measured in the dense phase, i.e. liquid wattrampresent context. This contact angle can
be interpreted as the receding contact angle simeresci recedes during invasion of pores as
a result of evaporation. As shown in a previausl [8], the change in wettability from a
hydrophilic materials << 90°) to a hydrophobic on@ £>90°) leads to a major change in
terms of invasion pattern and therefore also imgeof evaporation rate. As in [8], we study
this change and its impact on drying rates in thasgstatic limit, i.e. when the pressure
evolution in the liquid phase is only due to capyl effects. The study is conducted for a
simple two dimensional (2D) model porous mediumstartted by placing disks of random
radii on a square lattice under the assumptionlofedconcentration of water vapor in the gas
phase (which is acceptable for evaporation at teatypess close to the ambient temperature).
For convenience, the liquid is referred to as “watleroughout the text. It is obvious that the
results are general and apply to other volatileuitlg (under the condition of slow
evaporation).

As shown in previous works, e.g. [8], [9], [10] arederences therein, liquid films can
be a major transport mechanism in the drying obpsrmaterials. Liquid films in drying
refer to “thick” films trapped by capillary effect® corners, grain contacts or surface
roughness in the pores (as opposed to the this fldsorbed by solid surface forces). For the
not too small contact angles of interest in thiglgt it is, however, reasonable to neglect the
effect of films, see [8] for more details.

The paper is organized as follows. In Sec.ll thelehof drying developed to simulate
the evaporation process in the two dimensional {@Dj)lel porous medium is presented. The
influence of contact angle on drying is discusse&ec. 11l through the analysis of evolution
of mean overall drying time and drying time statest fluctuations with the contact angle.

We close in Sec. IV by offering some concluding aeks.



Il MODEL

A. Model porous medium, transport mechanisms and external boundary condition

For simplicity, we consider a situation where heamsfer can be neglected. This corresponds
typically to evaporation of a not too volatile ligue.g. water, at the ambient temperature. As
in [5], we use a 2D array of disks with random radhigure 2). As shown in [5], a
distinguishing advantage of this model is to alfowa full solution of the interface shape. In
particular, it is possible to study in detail tndluence of contact angle on the invasion pattern
resulting from the evaporation process. In this ebothe liquid-gas interface consists of
circular arcs connecting disks. One can refer {ddbmore details on the advantage of this
model compared to the more traditional pore nétwmodels made of interconnected
channels. In our case, the disks are placed ouaradattice with lattice constaat There
areL disks per row and rows on the lattice. Disk radii are distributedadamly according to

an uniform distribution law in the rangEEmm,r ] see details in Table | regarding the

particular systems considered in this paper. Thegiy £ in Table | is the fraction of area
not covered by disks.

Initially, the pores of the model porous medium aegurated with liquid, which is then
allowed to evaporate isothermally. As depictediguFe 2, the three upper sides of the square
domain are sealed, i.e. they represent the impaswsorfaces. The fourth lowermost side of
the domain is open to air for drying. On this sides use a standard mass-flux boundary

condition of the form

j=h(P, —R.) (1)



where | is the evaporation flux densith, is the mass transfer coefficier®, jis the vapor

partial pressure at the porous medium surface, Bndis the vapor partial pressure in the

surrounding air. The mass transfer coefficierd expressed as

_ D
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whereD is the diffusion coefficient of water vapd, is the universal gas constalt, is the
vapor molecular weight is temperature, andlis the external transfer length-scale (we took
0 = a throughout this paper). Referring to the classomalvective drying situationj canbe
seen as the average thickness of the mass boulagarydeveloping at the porous medium
surface.

At the surface of the menisci, the vapor partigisgure is the saturation vapor partial pressure

Pys and the difference in partial pressgi, — P,,,) can be regarded as the mass transfer

potential driving the evaporation process.

B Fluid interface geometry and interface growth mechanisms

As in [5], the interface between the gas phasethadiquid phase consists of sequence of
arcs between pairs of disks. As sketched in Figyreach arc intersects both disks at the
proper contact anglé. At the beginning of the process, we assume tthatmedium is
saturated with liquid and the interface is formegdLbstable arcs attached all along the first
row of disks, see Figure 2. Then as a result opesation, the curvature of the arcs increases
until one arc becomes instable. This leads to tivasion of adjacent pore as depicted in
Figure 3 and new arcs are positioned at the ergrahthe new interfacial pores. Then this

process is repeated until full invasion of the syst Hence, in this quasi-static limit, it is



assumed that the invasion is characterized by @esamn of stable configurations, with very
rapid motion of the interface between two successtable configurations.
As discussed in [5], three basic types of locdabgity may be distinguished:

1) “burst” when the capillary pressure between the fluals is such that it becomes
impossible to find a stable arc between two diskercepting them with the right
angleé.

2) “touch” the arc connecting two disks intersectsimyits growth another disk at the
wrong 6.

3) “overlap” = menisci coalescence, two neighboringsan the interface intersect.

Figure 4 shows the relative importance of variowswvh mechanisms as a function of contact
angledin our system to reach breakthrough, i.e. whenrthading gas phase reaches the top
edge. As can be seen from Figure 4, the interfacevty is dominated by bursts for
sufficiently small contact angles whereas the @agerhechanism is dominant for sufficiently
high contact angles. As discussed in details in 6 change in the probabilities of each
local growth mechanism is responsible for majornges in the invasion pattern, from
invasion percolation patterns to a compact pattetim no trapping.

To construct the evaporation algorithm, we begincbysidering the simpler case of the
guasi-static mechanical displacement of the flaighlace by the invading fluid. Contrary to
[5] where the interface growth was driven by snalinges in the pressure applied to the
system, the procedure is slightly different in @ase and can be considered equivalent to
imposing a very small flow rate. In particular, ynbne pore is invaded between two
successive stable configurations of the interf&égure 5 shows the various cases of pore
invasion considered in our model. A pore occupigdhe liquid phase and adjacent to a pore

occupied by the invading gas phase is defined astarfacial pore. We determine for each



interfacial pore the local instability mechanisnur@t, touch or overlap) that is encountered
first during the growth of the interfacial arcs athehote byR(i) the corresponding curvature
radius of the arc(s) associated with the considaredfacial pore, i.e. the curvature radius at
the onset of the local instability. The instaliliadii R(i) are obtained by computing the
evolution of the curvature radius of each intedidairc, as it moves between the two disks it
connects. The computation is analogous to thatpted in [5]. For this reason, the details,

which are presented in [11], are omitted here. Afetben define as pore invasion potential

p(iy=R1) 3)

a

which is inversely proportional to the pressurdedénce between the two fluids needed for

the invasion of the pore FR% wherey is the surface tension). Under these circumstances
[

the invasion algorithm becomes analogous to thasion percolation algorithm, [12], i.e. the
interfacial pore of greatest potential is invade@ach step of the invasion. The fundamental
difference lies in the computation of invasion i@ (3), which takes into account all
possible local instability mechanisms and not dhly burst mechanism as in the invasion
percolation algorithm. If one adds the rule tha trapped pores, i.e. the liquid pores that
become completely surrounded by the invading pheaenot be invaded, one obtains an
algorithm describing the quasi-static displacemehtone phase by the other under the
condition of a very small flow rate of injectedifiyi.e. when the capillary forces dominate
the displacement.

As first proposed in [13], the algorithm describisigw evaporation can be constructed by
combining the mechanical quasi-static displacemagbrithm described above and the
computation of diffusive transport of the water @gjin the gas phase. This will make the
process time dependent through the computatiovayiaration rate, the (variable) time step

being of the order ofaV,/F, wheren,V, andF are the liquid density, average volume of one



pore and evaporation mass flux at the boundaryiqufid cluster to which belongs the

considered pore, respectively. More precisely(thmasi-)steady diffusion equatiakP, = 0.

is solved in the part of the pore space occupiethbyas phase with the boundary conditions:
P.= Pyson the interfacial arcs, and Eq.(1) at the en&afgore located along the first row of
model porous medium, see [13] for more details nédigg the computation d?, thanks to a
finite volume type discretization technique, whitds been straightforwardly adapted here to
the particular case of disks array.

For the sake of completeness, the drying algorittrsummarized here: (1) every liquid
cluster present in the network is identified, (B tinterfacial pore of greatest invasion
potential is identified for each cluster, the wakiof liquid contained at timeein this pore is

V.., (3) the evaporation fluk. at the boundary of each cluster is computed froenfinite

volume computation of the liquid vapor partial g@® in the gas phase (obtained from the

numerical solution of equatiod\P, = )0.(4) for each cluster, the timg required to

evaporate the amount of liquid contained in theerfiacial pore identified in step (2) is

computed:t, =

V :
%, (5) the element among the elements selectedem (&) eventually

invaded is that corresponding tt@i, = min (), (6) the phase distribution within the network
is updated, which includes the partial evaporatbhquid contained in the interfacial pores
selected in step (2) witpp,V, (t +t_.,,) = p,V, (t) - F.t_.., (Wherep, is the liquid density and

cmin
V, the volume of liquid contained in the interfaciabre) except for the interfacial pore

selected in step (5) which becomes completely atadrby the gas phase. The procedure can

be repeated up to full drying or stopped at sortermmediate stage.



1l RESULTS

As mentioned in the introduction the two regimeasiting the transition zone were studied in
[8], where it was shown that the dimensionless ayeroverall drying time of a hydrophilic
system was system size dependent approaching expalyea limit for large size system.
However, the dependence with the size is relativeak. Furthermore, the statistical
fluctuations of the drying time were found to belod same order of magnitude for all system
sizes investigated. Therefore, we can concentrate bn small systems without loss of
generality and do not explore again the (weakuarice of system size. In passing, it can be
noted that the computational time of drying for aealization is significantly greater here
due to the consideration of all local instabilitgchanisms of the interface. This makes more
difficult the numerical study since fewer realipgs can be computed for a similar

computational effort.

A. Influence of contact angle on overall average drying time and drying pattern

The overall drying timd, is the time needed to fully evaporate the liquashtained in the
model porous medium. Figure 6 displays the evatutiboverall drying time as a function of
contact angle for the four systems considered. Gtain the results shown in Figure 6, we
have considered water at a temperature of 20°Coakinvg fluid and takera = 1mm. Unless
otherwise mentioned, the results presented in pliser were obtained considering 100
realizations of a 25x25 disk array.

Interestingly, the average overall drying timendependent of contact angle for sufficiently
low or high contact angles (as shown by the plateauthe left hand side and the right hand
side of the curves in Figure 6). These plateausspond to the regimes studied in [8], i.e. the
invasion percolation regime for sufficiently low rdact angle when the growth of the

interface takes place in the largest local constncavailable along the interface of a liquid
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cluster (this regime corresponds to bursts as damifocal instability mechanisms) or, for
sufficiently high contact angle, when the pattesncharacterized by a flat traveling front
(menisci overlaps are then the dominant local biktya mechanism). These two regimes are
termed IP (invasion percolation) regime and FR (flaasion front) regime in the following.
The results shown in Figure 6 for the IP and Fkneg are consistent with the ones obtained
in [8] for a pore network model of interconnectdthenels of rectangular cross-section, i.e.
drying in the hydrophilic model (IP regime) is fasthan in the hydrophobic one (FF regime).
The ratio between the lowest and largest averagegltimes is slightly greater than 0.6 as
shown in the inset of Figure 6 for the disk arrdyeweas a ratio slightly higher of 0.7 was
obtained with the pore network model in ref. [8]r fa network of comparable size.
Interestingly, Figure 6 shows that the transiti@tween the IP and FF drying times occurs
over a relatively narrow range of contact anglessAown in Figures 4 and 6, the greater the
porosity, the wider the transition zone.

In the analysis of the pressure driven quasi-statiasion process considered in [5], a critical
contact angled. was introduced to characterize the transition betwuniform flooding and
fractal invasion patterns. Noting that the contaugle is defined in the invading phase in [5]
and not in the invaded phase as in our case, geeeF2, the results reported in [5] indicates
that uniform flooding occurs abow& (using our definition for the contact angle). Aswill

be made clear from the consideration of dryinggeatt and drying time fluctuation.
corresponds to the contact angle marking the encansition region on the right hand side in
Figure 6, i.e. the contact angle marking the begmiof the FF regime. Approximate values
of 8. deduced from Figure 6 are reported in Table fdor porosities. Consistently with the
results of [5],8 appears to increase monotically with porosity. Yéhae 8. increases with
porosity, the contact angle marking the beginnifighe transition region is found to be

independent of porosity and close to 90°, as caseba from Figure 6.
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It is interesting to observe that the simple dryingdel proposed in [13], which is based on a
the IP algorithm for modeling the capillary effedss sufficient to predict the average overall
drying time over the full range of contact angle90°] , provided that liquid film effects can
be neglected, see [9] and references therein foe metails on the effect of films. Referring
to both Figures 4 and 6, it can be seen that tleeage overall drying time begins to be
affected only when the probability of overlap meuken becomes greater than the burst
mechanism probability.

Figure 7 shows examples of drying patterns foresydd (¢ = 0.7). The same realization of
the 25x25 disk array is considered for four différ@alues of the contact angle, namely
6=80° (invasion percolation (IP) regime#-94° (transition region) &=99°(transition region)
and 6=120° (flat traveling front = FF regime). The IP regim@&80°) is characterized by
ramified fractal patterns and the occurrence afiyrdisconnected liquid clusters whereas the
FF regime @&120°n Figure 7) is characterized by an almost flat traveling invasfront
with no trapping. As shown in [5] for the case loé¢ fquasi-static fluid invasion and illustrated
in Figure 7 for the case of the evaporation probtemsidered here, the trapping phenomenon
progressively disappears as the contact angleasesein the transition region. The growth of
the interface is increasingly smoother as the @bratagle is increased in the transition region
and this is due to the increasingly cooperativaineaof invasion as the overlap mechanism
becomes the dominant local instability mechanism.efplored in detail in [5], larger and
larger segments of the interface move forward cafiter as the contact angle increases in the
transition region and this leads to the “faceted&iface shown in Figure 7 fé=99°. For a
sufficiently high contact angle (abo#with the convention for the contact angle used here
the entire interface advances coherently andehis to the FF regime.

The fact that the average drying time increasel thié contact angle in the transition region

can be understood, at least qualitatively, fromefelution of the drying patterns shown in
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Figure 7 and the results reported in [5]. If oneoiges the external mass transfer resistance (~
h* from Eq.(1)), which is independent of the contangle, the evaporation flux roughly
varies asd * whered is the average distance between the evaporationifiside the porous
medium and the exposed surface (bottom side inr€iguof the porous medium. Hence the
deeper the evaporation front inside the porous umedihe lower the evaporation rate. When
the invasion pattern is flat and compa@t120° in Figure 7, the evaporation front coincides
with the flat invasion interface. For a given numbg&invaded pores (or equivalently a given
overall liquid saturation), this corresponds to theepest evaporation front position that is
possible to obtain since there is no “holes” in doenain occupied by the remaining liquid.
Hence this type of invasion pattern leads to thrgelst drying time. In the other cases
(transition region and IP regime), the evaporafromt does not coincide anymore with the
interface between the two fluids and this lead$aster drying time. Note that the equation

governing the transport of water vapor in the daasp is the Laplace equatiahP, = 10is

well known that the transport governed by the Lepl@&quation is characterized by the
phenomenon of diffusional screening when it takiesg from an irregular interface,e.qg.
[14] and references therein. Here this means tmatldcal evaporation flux density is not
uniform along the interface but strongly variesnfrone place to another. For example in the
case of the IP patterns shown in Figur&#30°), the evaporation flux density is quasi-null at
the boundary of the fjords located deep insideptirous medium due to diffusional screening
and the evaporation flux density is in fact onlgrsiicant at the menisci located along the
outermost boundary of the liquid / gas region shawiigure 7.

A simple manner of illustrating the diffusional sening effect is to shown the invasion

pattern together with the vapor partial pressueddfi P,. This is shown in Figure 7. As

expected the most marked screening effect is adddior the IP regime where the interface is

the most ramified and the numerous liquid clustelsse to each other, contribute to the
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screening phenomenon. From the vapor isoconcesrirtities shown in Figure 7, it is obvious
that the “effective” evaporation front is much led=ep inside the porous model for the IP
regime than for the FF regime (for the same ovesailiration in both systems). Hence the
faster drying observed in the IP regime is a conerge of the diffusional screening effect
together with the fact that bursts are the locahid@ant instability mechanisms in this regime
(which lead to the IP highly ramified structure) héh the growth of the interface becomes
more coherent, the screening effect is less effeds the ramified fjords of the IP regime
transform into large gulfs. This is illustratedRigure 7 @ = 99°). As a result, the effective
evaporation front is located deeper in the poroesliiom on the average and this leads to
greater average overall drying time compared tdRhegime. This can be expressed in terms
of the average finger widtiw studied in [5]. The finger width can be interpceteere as the
mean distance between two menisci. In the IP regimeés on the order of pore size and the
screening effect is very effective. In the tramsitregion,w (the size of gulfs) increases (up
to divergence af) with 8and the screening effect becomes less and lesdiede

This can be characterized quantitatively througé dtonsideration of the equivalent flat
evaporation front, which can be defined as follo&sppose thgi (t) is the evaporation flux

density at time for the FF regime, i.e. fa# = &. j« (t) can be expressed as

j&(t):ﬁ';([f’ +dg(”] (P.-P,.) 4)

ext pm

wheredg, Dext and Dpm are the position of the flat front (= distanceviEtn the front and the
porous medium surface), the effective diffusionfoent in the external boundary layer and

the porous medium effective diffusion coefficieespectively. Defining the external mass

14



transfer resistance aGe = Di it can be seen from Eq. (4) thgi(t) scales as

ext

-1
(Ge +%J . Hencefrom the numerical data faf = 4., we can plojg™ as a function of

pm
dy.(t) and determine the values @f andDpm, Then, according to Eq.(4), the equivalent flat

front position for any flux densityy can be defined as

deq = Dmp(( e _ = )% B Gej 5)
le RT

Figure 8 shows the evolution df{6) /da (averaged over 100 realizations) as a function of
the overall mean saturation (the overall satunaisothe volume fraction of the pore space
occupied by the liquid). As can be seen from Feg8r the diffusional screening is very
effective for@< &, which explains the faster drying as discussed@bo

To conclude this section, it can be observed thatinfluence of contact angle on average

drying time can be still more marked when an intlrate low overall saturation is sought.

This is shown in Figure 9 wherg,), is the average drying time needed to reach thexmea

overall saturation< S> when the contact angle & As can be seen from Figure 9, the
evolution of the relative difference in drying tinag a function of mean overall saturation is
not monotonic. The maximum difference is reached &w saturation close to 0.5 for our
computations. The decrease in the drying differdncdower saturations is associated with

the drying of the last row of pores, see [8] fomgodetails on this very last period of drying.

B. Influence of contact angle on statistical fluctuations
As shown in [8], the drying time is subject to sfgrant statistical fluctuations in the IP
regime whereas the drying time variability was heawll for the FF regime, which is

obvious from the invasion pattern. More precisélwas found that the distribution of overall
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drying time was nearly Gaussian wah <t0>|P = 0.1 for a 25 x 25 network, wheeeis the

standard deviation of overall drying time over masaglizations. Hence it is interesting to

study how the magnitude of statistical fluctuatimasies in the transition zone. Figure 10

shows the evolutions af / (t,) in the transition zone. As can be seen the @tio(t,)

increases in the transition zone up to the suddecredse when the invasion pattern
corresponds to the FF regime, i.e. when there ismiae spatial fluctuations in the growth of
the interface. Hence it is remarkable to obserat tihe statistical fluctuations of the drying

time are important up té, which is consistent with the existence of randowasion patterns

below &. The behavior ob / <t0> near@ is shown in Figure 11 and is consistent with a

linear variation of the forrrU/<t0> 0(1.-6/6,). Figure 12 shows the evolution of PDF

(probability density function) of overall dryingnie in the transition region. As mentioned
earlier, the computational time of one realizati®rsignificantly greater than for the simpler
drying models used in [5]. As a result, the PDFswsh in Figure 12 were obtained
considering 10000 realizations of a 15x15 modebps medium and not 100000 as in [8]
(recalling that only the IP regime was consideref8]). Despite the more limited number of
realization considered here, a clear evolutionhaf overall drying time PDF is observed
through the transition region. Fée &, the drying time fluctuations die out and the ABR
dirac delta function (not shown in Figure 12). FHoe IP regime € = 80° in Figure 12), the
PDF is consistent with the nearly Gaussian distitiouobtained in [8] for a 2D square
network of interconnect channels. As noted in [Bf drying time distribution is in fact
slightly dissymmetric and skewed to the left foe tF regime. As can be seen from Figure 12,
this dissymmetry of the PDF significantly increas@th the contact angle in the transition
region. This can be also shown from the valuesi®@fskewness reported in Table 1. Note the

tail on the left hand side fa# = 99° and the complete dissymmetry f@r= 102°, i.e. a¥} is
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approached from below. Although probably difficuto obtain experimentally, the
dissymmetry of the drying time PDF is a clear stigna of the transition zone, i.e. of the
changes in the local interface growth mechanisms.

These results are for the overall drying time drhn be surmised that the effect of statistical
fluctuations can be still greater for intermediateerage drying time. This is illustrated in
Figure 13 which shows, for several values of canéagle, the evolution of the standard

deviationgos of the overall liquid saturation over 100 reafisns of a 25 x 25 disks array as a

function of the average saturati«é8> over the 100 realizations, whereas the insert gure
13 shows how<S> varies with timet. As can be seen from Figure 13, the maximum

magnitude obys is similar for all values of contact angle beléywand close to 0.08. However,
the average saturation at which this maximum i®odesl increases with the contact angle.

It can be concluded that the drying time fluctuasi@re significant below, and die out at
&.. However, one should recall here that the ligudd have been ignored in the analysis. As
stated in the introduction, it is reasonable toleetghe effect of films for the relatively high
contact angles of interest in this study, see {8] rhore details. Interestingly, the results
presented in [8] about the influence of liquid fiimthe IP regime indicates that the statistical
fluctuations are strongly dampen when the films dawelop over a significant distance
toward the surface of porous medium ahead of itjugdl cluster region. Although the details
remain to be elucidated, this effect is due tor@maaced screening effect of the heterogeneity
of liquid phase distribution in the liquid clustegion.

This suggests that the drying time statistical ttlatons and related fluctuations are
significant only over a limited range of contacgkes. The upper bound of this range is well
defined and is given bg.. Thelower bound is less well defined since the requiesented in

[8] (noting in passing that the “critical” angl® used in [8] should not confused with the

17



angle & considered in the present study) suggests thatangping of fluctuations due to

films is not abrupt but takes place over a (albairow) range of contact angle.

IV CONCLUSIONS

In this paper, we have studied the influence otatmangle on slow evaporation in 2D model
porous media. For sufficiently low contact angldse drying pattern is fractal and can be
predicted by a simple model combining the invagercolation model with the computation
of the diffusive transport in the gas phase. Therall drying time is minimum in this regime
and is independent of contact angle over a langgeraip to the beginning of a transition zone.
For the cases considered in this study, the tians#one spans over about 10° in contact
angle variation. As the contact angle increasdlartransition region, cooperative smoothing
mechanisms of the interface become important aadvitith of the liquid gas interface gulfs
that form during the evaporation process increadssa result, the diffusional screening
phenomenon becomes less effective and the meamllodeying time increases up to an
upper bound which is reached at a critical condéagfle 8. Above &. the drying pattern is
characterized by a flat traveling front and the mewerall drying time becomes independent
of the contact angle. Drying is found to be alm@s% slower for contact angles abo#&e
compared to the minimum drying time observed famtaot angles below the contact angle
marking the beginning of the transition region @° ¢ our case).

Below &. the drying time fluctuations induced by the spdtiectuations in the liquid phase
distribution associated with each realization agmiicant. The drying time distribution
standard deviation is of the same order of mageitegardless of the value of contact angle
in this range. However, there is a significant geamn the drying time PDF. The PDF is

nearly Gaussian at the beginning of the transitione and becomes more and more skewed
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to the left as the contact angle increases in taesition zone. The fluctuations die out
abruptly até. as the liquid gas interface becomes a flat front.

Liquid films were neglected in the analysis. Frpravious studies, e.g. [8],[9] it is expected
that films do not affect significantly the invasipatterns but do affect the mean drying time
and drying time fluctuations. However, this shouldl affect the analysis of the transition
region presented in this study since film effeats expected to be non negligible only for
sufficiently low contact angles, i.e. for contacgies expected to be significantly lower than
&.

Our study was restricted to a square lattice afdigith random radii. Disks on a triangular
lattice were also considered in [5] and the vaoiatiof invasion pattern witlg, exhibited the
same behavior as the square lattice. Thus, evapoiattriangular lattices as well as in other
similar random systems is expected to exhibit Hmestrends as the system considered in the
present study. This is illustrated in part by tkperimental results shown in Figure 1 as well
as those reported in [15] for a 2D network of cresmf rectangular cross section.

As pointed out in [5], a transition region is exigetto be observed also in 3D. According to
[5], the critical contact anglé. is, however, expected to be lower in 3D. The mditcdlty
with a 3D model is that an accurate descriptiorthef evolution of the liquid-gas interface
shape becomes much more involved. Despite thigculify, it is certainly desirable to
consider the 3D case, which is obviously more regm&ative of real porous media, since it is
well known that there are significant differencesthe structure of the phase distribution
during drying (for contact angle below) compared to the 2D case owing to the fact that
each phase can form a percolating cluster in 3@, [&6]. To develom 3D pore network
model a evaporation for any value of contact angie option is to use the approximate
parametric models of pore capillary entry pressieneeloped in previous works on two-phase

flows , e.g. [17]. Work in this direction is inqmress.
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Also, only capillary forces were considered in #tiedy and the increase in the drying time in
the transition region and fd> &, is entirely associated with the change in thendrypattern
due to the change in the local instability mechasi€ontrolling the growth of the interface.
Under other circumstances, in particular when ttyend pattern is not only controlled by the
capillary forces but by the competition betweeniltay forces and gravity or viscous forces,
the increase in drying time with the contact angé® be due to a completely different
mechanism, i.e. a change in the invasion patteen tduthe reduction in capillary forces
compared to gravity or viscous forces (and theeefuot to a change in the interface local
growth mechanisms). As discussed for instancé&8i, [it is well know that gravity forces as
well as viscous forces can contribute to stabilimedrying patterns, i.e. to the formation of a
drying front. This should be kept in mind when gumalg experimental data, especially when
@ is close to 90°. For example, the change in theraton profiles observed in the drying
experiments analyzed in [19] between a random pgckif 25Qum beads with receding
contact angles of 0° and a similar packing but waitfeceding contact angle of 84° (referred
to as “hydrophobic” beads in [19]) could be inteted at first glance as consistent with the
transition from IP pattern to flat traveling froabalyzed in the present study. However, as
pointed out in [19], the influence of gravity efte is important, compared to capillary
forces, with the “hydrophobic” beads. We notet tih@ front is not sharp in this experiment
with the “hydrophobic” beads and the saturatiorfif@® are in fact quite consistent with a 3D
version of the gravity stabilized front discussed18]. Hence, it can be surmised tligat>
84° for the system studied in [19]. Naturally, bbeffects, i.e. the change in the local growth
mechanisms and the change in the competition betwegillary forces and gravity or
viscous forces can be responsible for the increfdeying time with the contact angle in real

systems.
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List of Tables and Figures

Table | Parameters of the system studied (theéafpacing is used as reference length

scale)
System Range of radi Porosity a.(°)
A 0.32-0.349 0.63 98
B 0.29-0.349 0.65 99
C 0.27-0.349 0.67 100
D 0.23-0.35 0.70 101

Table Il Standard deviatiow), skewness s{ and kurtosisf) for the drying time
distributions shown in Figure 12.

Contact anglé? (°) o/ <to( e)> sk B
80 0.145 -0.243 2.515
94 0.166 -0.339 2.556
99 0.179 -0.705 2.947
102 0.100 -2.487 10.31

Figure 1 Example of phase distribution during dgyin a model porous medium made of a
monolayer of 1 mm glass beads randomly distribbtgd/een two glass plates. Vapor escapes
from the four sides of model porous medium:#d) 30-40° b) ¢ [1105°-107°. The black
areas correspond to liquid saturated regions. QGlassls forming the porous medium are
visible in the regions (in grey) invaded by the phase.

Figure 2 Model porous medium formed by a regulaayaof disks of random diameter.
Distribution of fluids att = O (invading fluid in grey, displaced fluid in white)he interface

is visible as a series of arcs joining the bottomv of disks. Vapor escapes from bottom edge
of system

Figure 3 Schematic example of arcs location beftord after invasion of one pore and
definition of contact angle.

Figure 4 Probability (in %) of interface local gritwmechanisms as a function of contact
angle in the displaced fluid.

Figure 5 Growth of interfacial arcs during the isva. The arrows indicate the meniscus
displacement direction. Local invasion events: @sh b) touch, c) and d) arc coalescence
(overlap)

Figure 6 Mean overall drying tim(sto> asa function of contact angléer = t,;(6, ), i.e. the
overall drying forsystem D for8=6_. The inset shows the evolution (11)>/t0(9c), where
t.(8, ) is the overall drying fothe considered system fé6r= 6, .

Figure 7 Example of drying patterns (liquid phaseark gray, gas phase in light gray) in the
transition region for one realization of a 50x56kdi array (system D). Value of contact angle
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is indicated at top of each vertical series ofgrat; the numbers of invaded pores from top
row to bottom row are 1250, 1500, 1750 and 20C&spectively . The 5 vapor
isoconcentration lines shown together with eackepatorrespond tB,/P,s =0.2 (the closest
to the porous medium surface) , 0.4, 0.6, 0.8 a@€9b (the farthest from the porous medium
surface), respectively.

Figure 8 Equivalent flat front position as a fupnatiof mean overall saturation for various
values of contact angle.

. . ts( ec ) - <ts>9 . . .
Figure 9 Evolution ofw as a function of average overall saturatity(b. )is the
overall drying time for@ = €. <t3>e and t4(06, )are the mean drying time needed to reach a

given average saturati@for &= €. and the drying time to rea@when8= &, respectively.

Figure 10 Standard deviatian of overall drying time as a function of contacgbmnin the
transition region for different porosity

Figure 11 Evolution of overall drying time standatdviation neard, (~101°). The inset
shows the variation a¥ over the transition zone

Figure 12 PDF (probability density function) of o&k drying time for four values of contact
angle (corresponding to symbols on the curve innbket, which shows the evolution of mean
overall drying time as a function of contact angiethe transition region for 15x15 disk
systems).

Figure 13 Evolution of standard deviation of ovketmjuid saturationos as a function of
average saturatio{SS). The inset shows the evolution (8) as a function of time.

24



b)

a)

Figure 1

25



(L-Da

Figure 2

Figure 3

26



T | T | T | T | T | T | T | T | T | T | T | T | T | T | T | T
100l &« = e — = —— - -~ —
L \ €=0.65 _
90 1 T | T | T ] ' n
=080 | | _
80 coalescenca ‘ coalescence —
70 J =
S 60 q 1 -
2 T 3 .
5 50 \, _burst 7
2 - * I
© 40 1 [ ~
o T \ .
30 100 120 140 160 . ]
\ i
20— \ burst .
10— —
- touch .
— |
O —_ —— s sss————eet s S s s T . — — —]

| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |

O 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150

0
Figure 4

Figure 5

27



- |||||||||||||||||I| -
1 ‘.. .,'Q‘_.;

1,1 S _

) o @ £=063
A =-m0.65 -
A 0.67
44070 | ]

o5 L ol e L L
80 82 84 8 8 90 92 94 96 98 100 102 104

Figure 6.

28



5%

e

dedil

—rrre

—

e rrr oo

sesss

! ] 4 hiidisis il
3
:
: 3 313128031
38858 ¢ 3
: : $ $oedets
: $ 3438 344
2 ot $ H
3 i
3 B 13883
¢ $ 33383
- i g . 22323
3¢ 3338
3 s
: 3 :
b 22t
i 13
+133ket 3 3

1321t
seses

o4

944

sel

ot

93850944

5433

b

6=120°

)

d

6=99°

c)

6=94°
29

b)

6= 80°
Figure 7

)

a



120

L=

% /(0)°p

0,8

0,7

0,6

0,5

0,4

0,3

0,2

Co) 1 (85> -UoAmva

0,3 0,4 0,5 0,6
<S>

0,2

0,1

Figure 9

30



0,2
] | T T | ‘ . . T | T | T T T | T |
.l * .. N .‘ l.‘
., " ®-0:=0.63
i : A = -m0.65 ]
o
IREUr SDE TSR TN 0.67
0,151 g ¢ 4-4070 | |
’ I I R T .‘ LAY 3 .
I R ™ "
— - —
/\ - . .
S : 3
(@) .
7 01 . . —
o}
B A i
0,05 T : ]
©om. AL
0 | | | | | | | | | | | | , . & '.,' 'g e -'.':'.'.1.'."¢
86 88 90 92 94 96 98 100 102 104
)
Figure 10

31



| T | T | T T
- 0!2 | T | I: | T | T
0,25/~ I Ay |
0,15 ¢ \ —
A e !
02 ¥ 01 | ]
A o | i i
) 0,05 “ —
o
Y 0,151 _ ‘ i
B | | 1 | 1 | ‘.I_ -——-—9
85 90 95 100 105 . 110 /=8.216%.0.06678
0,1
0,05
i €=0.65
oL@ | | | | | | |
0,01 0,015 0,02 0,025
1-6/6
C
Figure 11.

32




0,5

1_
0,4+ i
~> 09
D
N—rt
_4—10 -
~
A 08
—
03 L
o
- +~
] \%
'(j. -
o
02 9fr

I|I|I|I|I|I|I|I|I|I ..e=80

.

I|I|I|I|I|I|I|I|I|I .‘.-

m-mY :
. 99 o
A--A 102 ;

75 80 85 90 95 100 105 110 115 120 125 ="’

e . K o |
o ’ AR
.. &
. .
.. .
« " LY
. " .
.
N
] |

0,16 €=0.70
0,14+
0,12+

0,1+

0,08—

0,04— /¢

0,02

0.2 \\ _|
B Nl
T S R

i o SO 0 02 04 06 08 1
L / ’,’ \.\\ t/to(Gc)
Pt N\
0,06~  %,~-7 10 100 NG

L = N

7 NN

~ A
Vi S
;’ =105 BN

0 ) 1 | I | 1 | P— 1 ] 1 i T | 1 |
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
<S>

Figure 13

33




