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INTRODUCTION

In the domain of knowledge discovery in databases and
its computational part called data mining, many works
addressed the problem of association rule extraction that
aims at discovering relationships between sets of items
(binary attributes). Anexampleassociationrulefittingin
the context of market basket dataanalysisiscereal A milk
— sugar (support 10%, confidence 60%). Thisrulestates
that 60% of customerswho buy cereal sand sugar al so buy
milk, and that 10% of all customers buy all three items.
When an association rule support and confidence exceed
some user-defined thresholds, the rule is considered
relevant to support decision making. Association rule
extraction hasproved useful to analyzelargedatabasesin
a wide range of domains, such as marketing decision
support; diagnosis and medical research support; tele-
communication processimprovement; Web site manage-
ment and profiling; spatial, geographical, and statistical
data analysis; and so forth.

Thefirst phase of associationruleextractionisthedata
sel ection from data sources and the generation of the data
mining context that isatriplet D = (O, I, R), where O and |
arefinite setsof objectsand itemsrespectively,andRc O
x | isabinary relation. Anitem is most often an attribute
valueor aninterval of attributevalues. Each couple(o,i) €
R denotesthefact that theobject oe Oisrelatedtotheitem
iel.Ifanobjectoisinrelationwithall itemsof an itemset
| (aset of items) we say that o contains|.

Thisphase helpsto improve the extraction efficiency
and enablesthetreatment of all kindsof data, often mixed
in operational databases, with the same algorithm. Data-
mining contexts are large relations that do not fit in
main memory and must be stored in secondary memory.

Table 1. Example context

OoID Iltems
ACD
BCE
ABCE
BE
ABCE
BCE

o O WN PR

Consequently, each context scan isvery time consuming.

BACKGROUND

The support of an itemset | is the proportion of objects
containing | in the context. An itemset is frequent if its
support isgreater or equal to the minimal support thresh-
old defined by the user. An association rule r is an
implicationwiththeformr:1, — 1,-1, wherel andl,are
frequentitemsetssuchthat I, c I,. The confidenceof r is
the number of objectscontaining |, divided by thenumber
of objects containing I,. An association ruleis generated
if its support and confidence are at least equal to the
minsupport and minconfidence thresholds. Association
ruleswith 100% confidence are called exact association
rules; others are called approximate association rules.
Thenatural decomposition of theassociation rule-mining
problemis:

1  Extractingfrequentitemsetsand their support from
the context.

2. Generatingall validassociation rulesfrom frequent
itemsets and their support.

Thefirst phaseisthe most computationally expensive
part of the process, sincethe number of potential frequent
itemsets2lisexponential inthesize of theset of items, and
context scans are required. A trivial approach would
consider all potential frequent itemsets at the sametime,
but this approach cannot be used for large databases
where | is large. Then, the set of potential frequent
itemsets that constitute a lattice called itemset lattice
must be decomposed into several subsets considered one
at atime.

Level-Wise Algorithms for Extracting
Frequent Itemsets

Thesealgorithmsconsider all itemsetsof agivensize(i.e.,
all itemsetsof alevel intheitemset lattice) at atime. They
are based on the properties that all supersets of an
infrequent itemset are infrequent and all subsets of a
frequent itemset are frequent (Agrawal et al., 1995).
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Figure 1. Itemset lattice

Using this property, the candidate k-itemsets (itemsets
of sizek) of the k™ iteration are generated by joining two
frequent (k-1)-itemsets discovered during the preced-
ing iteration, if their k-1 first items are identical. Then,
one database scan is performed to count the supports of
the candidates, and infrequent ones are pruned. This
processisrepeated until no new candidate can be gener-
ated.

This approach is used in the well known Apriori and
OCD agorithms. Both carry out anumber of context scans
equal to the size of the largest frequent itemsets. Several
optimizations have been proposed to improve the effi-
ciency by avoiding several context scans. The COFI* (El-
Hajj & Zaiane, 2004) and FP-GrowTH (Han et al., 2004)
algorithms use specific data structures for that, and the
PascaL algorithm (Bastide et al., 2000) uses a method
called pattern counting inference to avoid counting all
supports.

Algorithms for Extracting Maximal
Frequent Itemsets

Maximal and minimal itemsetsaredefined accordingtothe
inclusionrelation. Maximal frequent itemsetsarefrequent
itemsets of which all supersetsareinfrequent. They form
aborder under which all itemsets are frequent; knowing
all maximal frequent itemsets, we can deduceall frequent
itemsets, but not their support. Then, the following ap-
proach for mining association rules was proposed:

1  Extracting maximal frequent itemsetsandtheir sup-
ports from the context.

2. Deriving frequent itemsets from maximal fre-
guent itemsets and counting their support in the
context during one final scan.

3. Generating all valid association rules from fre-
guent itemsets.

These algorithms perform an iterative search in the
itemset lattice advancing during each iteration by one
level from the bottom upwards, asin Aprriori, and by one
or more levels from the top downwards. Compared to
preceding algorithms, both the number of iterations and,
thus, the number of context scans and the number of CPU
operationscarried out arereduced. The most well known
algorithmshbased on thisapproach are PINCER-SEARCH (Lin
& Kedem, 1998) and Max-MINER (Bayardo, 1998).

Relevance of Extracted Association
Rules

For many datasets, a huge number of association rulesis
extracted, even for high minsupport and minconfidence
values. This problem is crucial with correlated data, for
which several million association rules sometimes are
extracted. Moreover, amajority of these rules bring the
same information and, thus, are redundant. To illustrate
this problem, nine rules extracted from the mushroom
dataset (ftp://ftp.ics.uci.edu/pub/machine-learning-data-
bases/mushroom/) are presented in the following. All
have the same support (51%) and confidence (54%), and
the item free gillsin the antecedent:

free gills® edible

free gills® edible, partial_veil
free_gills® edible, white veil

free_gills® edible, partial_veil, white veil
free gills, partial_veil ® edible

free_gills, partial_veil ® edible, white veil
free_gills, white veil ® edible

free_gills, white veil ® edible, partial_veil
free_gills, partial_veil, white veil ® edible

©CoONO P, WDNE

Themost relevant rule from the viewpoint of theuser is
rule 4, since al other rules can be deduced from this one,
including support and confidence. Thisruleisanon-redun-
dant association rulewith minimal antecedent and maximal
consequent, or minimal non-redundant rule, for short.

Association Rules Reduction Methods

Several approachesfor reducing the number of rulesand
selecting the most relevant ones have been proposed.

Theapplication of templates (Baralis& Psaila, 1997)
or Boolean operators (Bayardo, Agrawal & Gunopulos,
2000) allows selecting rules according to the user’'s
preferences.

When taxonomies of items exist, generalized asso-
ciation rules (Han & Fu, 1999) (i.e., rules between
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items of different levels of taxonomies) can be ex-
tracted. This produces fewer but more general associa-
tions. Other statistical measures, such as Pearson’s cor-
relation or c?, also can be used instead of the confidence
to determine the rule precision (Silverstein, Brin &
Motwani, 1998).

Several methods to prune similar rules by analyzing
their structures also have been proposed. This allows the
extraction of rulesonly, with maximal antecedentsamong
those with the same support and the same consequent
(Bayardo & Agrawal, 1999), for instance.

MAIN THRUST

Algorithms for Extracting Frequent
Closed Itemsets

In contrast with the (maximal) frequent itemsets-based
approaches, the frequent closed itemsets approach
(Pasquier etal.,1998; Zaki & Ogihara, 1998) isbased onthe
closure operator of the Gal ois connection. Thisoperator y
associates with an itemset | the maximal set of items
commontoall theobjectscontainingl (i.e., theintersection
of these objects). The frequent closed itemsets are fre-
guent itemsets with y(1) = 1. An itemset C is a frequent
closed itemset, if no other itemi ¢ Cis common to all
objects containing C.

The frequent closed itemsets, together with their sup-
ports, constitute a generating set for all frequent itemsets
and their supportsand, thus, for all associationrules, their
supports, and their confidences (Pasquier et al., 1999a).
This property relies on the properties that the support of
afrequent itemset isequal to the support of itsclosure and
that the maximal frequent itemsets are maximal frequent
closed itemsets. Using these properties, a new approach
for mining association rules was proposed:

1  Extracting frequent closed itemsets and their sup-
ports from the context.

2. Deriving frequent itemsets and their supports from
frequent closed itemsets.

3. Generatingall valid association rulesfrom frequent
itemsets.

The search space in the first phase is reduced to the
closed itemset lattice, which is a sublattice of the itemset
lattice.

The first algorithms based on this approach proposed
are CLose (Pasquier et al., 1999a) and A-CLosk (Pasquier
et al., 1999b). To improve the extraction efficiency, both
perform a level-wise search for generators of frequent
closed itemsets. The generators of a closed itemset C are
the minimal itemsets whose closureis C; anitemset G is

Figure 2. Closed itemset lattice

a generator of C, if there is no other itemset G'c G
whose closure is C.

During aniteration k, CLose considersaset of candi-
date k-generators. One context scan is performed to
computetheir supports and closures; for each generator
G, the intersection of all objects containing G givesits
closure, and counting them gives its support. Then,
infrequent generators and generators of frequent closed
itemsets previously discovered are pruned. During the
(k+1)™ iteration, candidate (k+1)-generators are con-
structed by joining two frequent k-generators having
identical k-1 firstitems.

Inthe A-CLose algorithm, generatorsareidentified by
comparing supportsonly, since the support of agenera-
tor isdifferent from the supportsof all itssubsets. Then,
one more context scan is performed at the end of the
algorithm to compute closuresof all frequent generators
discovered.

Recently, the CHarwm (Zaki & Hsiao, 2002), CLoseT+
(Wang, Han & Pei, 2003) and BIDE (Wang & Han, 2004)
algorithms have been proposed. These algorithms effi-
ciently extract frequent closed itemsets but not their
generators. TheTITANICalgorithm (Stummeetal., 2002)
can extract frequent closed sets according to different
closures, such as functional dependencies or Galois
closures, for instance.

Comparing Execution Times

Experiments conducted on both synthetic and opera-
tional datasetsshowed that (maximal) frequent itemsets-
based approachesare moreefficient than closed itemsets-
based approaches on weakly correlated data, such as
market-basket data. In such data, nearly all frequent
itemsets also are frequent closed itemsets (i.e., closed
itemset lattice and itemset lattice are nearly identical),
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and closure computations add execution times.

Correlated data constitute a challenge for efficiently
extracting associationrules, sincethe number of frequent
itemsets is most often very important, even for high
minsupport values. On these data, few frequent itemsets
arealso frequent closed itemsets. Thus, the closure helps
to reduce the search space; fewer itemsetsaretested, and
the number of context scans is reduced. On such data,
maximal frequent itemsets-based approachessuffer from
the time needed to compute frequent itemset supports
that require accessing the dataset. With theclosure, these
supportsarederived from the supports of frequent closed
itemsets without accessing the dataset.

Extracting Bases for Association Rules

Basesareminimal sets, with respect tosomecriteria, from
which all rules can be deduced with support and confi-
dence. The Duquenne-Guigues and the L uxenburger ba-
sis for global and partial implications were adapted to
associationruleframework in Pasquier et al. (1999c) and
Zaki (2000). Thesebasesare minimal regarding thenumber
of rules; no smaller set allows the deduction of all rules
with support and confidence. However, they do not
contain the minimal non-redundant rules.

Anassociationruleisredundant, if it bringsthe same
information or less general information than those con-
veyed by another rule with identical support and confi-
dence. Then, an association rule r is a minima non-
redundant association rule, if thereisno association rule
r’ with the same support and confidence whose anteced-
ent is a subset of the antecedent of r and whose conse-
guent is a superset of the consequent of r. An inference
system based onthisdefinition wasproposedin Cristofor
and Simovici (2002).

The Min-Max basis for exact association rules con-
tainsall rulesG — g(G) - G between agenerator Gandits
closure y(G) such that y(G) # G. The Min-Max basis for
approximate association rulescontainsall rulesG — C-
G between a generator itemset G and a frequent closed
itemset Cthat isasuperset of itsclosure: y(G) c C. These
bases, also called informative bases, contain, respec-
tively, theminimal non-redundant exact and approximate
association rules. Their union constitutes a basis for all
association rules: They all can be deduced with their
support and confidence (Bastide et al., 2000). The objec-
tive is to capture the essential knowledge in a minimal
number of rules without information loss.

Algorithmsfor determining generators, frequent closed
itemsets, and the min-max bases from frequent itemsets
and their supportsare presented in Pasquier et al. (2004).

Comparing Sizes of Association Rule
Sets

Results of experiments conducted on both synthetic and
operational datasets show that the generation of the
bases can reduce substantially the number of rules.

For weakly correlated data, very few exact rules are
extracted, andthereductionfor approximaterulesisinthe
order of five for both the min-max and the L uxenburger
bases.

For correlated data, the Duquenne-Guigues basis re-
ducesexact rulesto afew tens; for themin-max exact basis,
the reduction factor is about some tens. For approximate
associationrules, both the L uxenburger and the min-max
bases reduce the number of rules by a factor of some
hundreds.

If the number of rules can be reduced from several
million to afew hundred or afew thousand, visualization
tools such as templates and/or generalization tools such
astaxonomies are required to explore so many rules.

FUTURE TRENDS

Most recent researches on association rules extraction
concern applications to natural phenomena modeling,
gene expression analysis (Creighton & Hanash, 2003),
biomedical engineering (Gao, Cong et al., 2003), and
geospatial, telecommunications, Web and semi-struc-
tured dataanalysis(Han et al ., 2002). These applications
most often require extending existing methods. For in-
stance, to extract only rules with low support and high
confidence in semi-structured (Cohen et al., 2001) or
medical data (Ordonez et al., 2001), to extract temporal
association rules in Web data (Yang & Parthasarathy,
2002) or adaptive sequential association rules in long-
term medical observationdata(Brissonetal., 2004). Fre-
guent closed itemsets extraction also is applied as a
conceptual analysistechniqueto explorebiological (Pfaltz
& Taylor, 2002) and medical data (Cremilleux, Soulet &
Rioult, 2003).

Thesedomainsare promising fieldsof applicationfor
association rules and frequent closed itemsets-based
techniques, particularly in combination with other data
mining techniques, such as clustering and classification.

CONCLUSION

Next-generation data-mining systems should answer the
analysts' requirementsfor high-level ready-to-useknowl-



Mining Association Rules using Frequent Closed Itemsets

edge that will be easier to exploit. This implies the
integration of data-mining techniques in DBMS and
domain-specific applications (Ansari et al., 2001). This
integration should incorporate the use of knowledge
visualization and expl oration techniques, knowledge con-
solidation by cross-analysis of results of different tech-
niques, and theincorporation of background knowledge,
such as taxonomies or gene annotations for gene ex-
pression data, for example, in the process.
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KEY TERMS

Association Rules: Animplication rule between two
itemsets with statistical measures of range (support) and
precision (confidence).

Basis for Association Rules: A set of association
rulesthat isminimal with respect to somecriteriaand from
which all association rules can be deduced with support
and confidence.

Closed Itemset: Anitemset that isamaximal set of
items common to a set of objects. Anitemset isclosed if
it isequal to theintersection of all objects containing it.

Frequent Itemset: Anitemset contained inanumber
of objects at least equal to some user-defined threshol d.

Itemset: A set of binary attributes, each correspond-
ingtoan attribute value or aninterval of attributevalues.



