N

N

Control of the Continuity Equation with a Non Local
Flow

Rinaldo M. Colombo, Michael Herty, Magali Lécureux-Mercier

» To cite this version:

Rinaldo M. Colombo, Michael Herty, Magali Lécureux-Mercier. Control of the Continuity Equation
with a Non Local Flow. 2009. hal-00361393

HAL Id: hal-00361393
https://hal.science/hal-00361393

Preprint submitted on 14 Feb 2009

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-00361393
https://hal.archives-ouvertes.fr

Control of the Continuity Equation
with a Non Local Flow

Rinaldo M. Colombo? Michael Herty! Magali Mercier?

February 14, 2009

Abstract

This paper focuses on the optimal control of weak (i.e. in general non smooth) solutions
to the continuity equation with non local flow. Our driving examples are a supply chain
model and an equation for the description of pedestrian flows. To this aim, we prove
the well posedness of a class of equations comprising these models. In particular, we
prove the differentiability of solutions with respect to the initial datum and characterize
its derivative. A necessary condition for the optimality of suitable integral functionals
then follows.

2000 Mathematics Subject Classification: 35L65, 49K20, 93C20
Keywords: Optimal Control of the Continuity Equation; Non-Local Flows.

1 Introduction

We consider the continuity equation in N space dimensions

dp+div(pV(p)) =0
{ p(07x) = po(x) (1.1)

with a non local speed function V. This kind of equation appears in numerous examples, a
first one being the supply chain model introduced in [, f], where V(p) = v ( fol p(x) dzng.
]

Besides, this equation is very similar to that obtained in a kinetic model of traffic, see |
Another example comes from pedestrian traffic, in which a reasonable model can be based
on ([.1)) with the functional V' (p) = v(p*n) ¥(x). Throughout, our assumptions are modeled
on these examples.

The first question we address is that of the well posedness of ([.T)). Indeed, we show in
Theorem P.J that ([.1) admits a unique local in time solution on a time interval I... For
all t in Iy, we call Sy the nonlinear local semigroup that associates to the initial condition
po the solution Syp, of ([[.1]) at time #. As in the standard case, S; turns out to be non
expansive.
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Then, we present a rigorous result on the Gateaux differentiability of the map p, —
Stpo, in any direction r, and for all ¢t € I. Moreover, the Gateaux derivative is uniquely
characterized as solution to the following linear Cauchy problem, that can be obtained by

linearising formally (L.)):

Or +div (rV(p) + pDV(p)(r)) =0
{ r(0,z) = ro(x) . (1.2)

The well posedness of ([[.3) is among the results of this paper, see Proposition .4 below.

We stress here the difference with the well known standard (i.e. local) situation: the
semigroup generated by a conservation law is in general not differentiable in L, not even in
the scalar 1D case, see [0, Section 1]. To cope with these issues, an entirely new differential
structure was introduced in [[], and further developed in [f], [Lq], also addressing optimal
control problems, see [, [[4]. We refer to [fi, B, P4, P, B9 for further results and discussions
about the scalar one-dimensional case. The presented theories, however, seem not able to
yield a “good” optimality criteria. On the one hand, several results deal only with smooth
solutions, whereas the rise of discontinuities is typical in conservation laws. On the other
hand, the mere definition of the shift differential in the scalar 1D case takes alone about
a page, see [[4, p. 89-90]. Therefore, in the following we postulate assumptions on the
function V' which are satisfied in the cases of the supply chain model and of the pedestrian
model, but not for general functions. To be more precise, we essentially require below that
V is a non local function, see (R.J).

Then, based on the differentiability results, we state a necessary optimality condition.
We introduce a cost function J:C° (ICX, LY(RN ;R)) — R and, using the differentiability
property given above, we find a necessary condition on the initial data p, in order to
minimize J along the solutions to ([[.]) associated to p,.

We emphasize that all this is obtained within the framework of non smooth solutions,
differently from many results in the current literature that are devoted to differentiabil-
ity [RI]}, control [[I§, [[9] or optimal control [LF] for conservation laws, but limited to smooth
solutions. Furthermore, we stress that the present necessary conditions are obtained within
the functional setting typical of scalar conservation laws, i.e. within L' and L*°. No re-
flexivity property is ever used.

The paper is organized as follows. In Section [}, we state the main results of this paper.
The differentiability is proved in Theorem and applied to a control in supply chain
management in Theorem B.4. The sections B and [| provide examples of models based
on ([L.1)), and in Section [ we give the detailed proofs of our results.

2 Notation and Main Results

2.1 Existence of a Weak Solution to ([L.1)

Denote Ry = [0, +oo[, R% = ]0,+o00[ and by I, respectively I, or Ie, the interval [0, 77,
respectively [0, 7| or [0, Tex[, for T, Ty, Tex > 0. Furthermore, we introduce the norms:

o]l = sup [jo(z)], [vllwra = [vllps + [[Vavllpa,
z€RN
Iolhweos = ol + 190l + [ F20] o ol = ol + Vot




Let V:LY(RV;R) — C%(RY;R") be a functional, not necessarily linear. A straightforward
extension of [RJ, Definition 1] yields the following definition of weak solutions for ([L]).

Definition 2.1 A weak entropy solution to on e 1s a bounded measurable map p
which is a Kruzkov solution to

Op+ div (pw(t,z)) =0, where w(t,x) = <V(p(t))) (x).

In other words, for all k£ € R and for any test function ¢ € C(‘:’°(feX x RV:R,)

+o0
/ /[,o ko + (p— k) V (())(x)-vzw—div<k:V(p(t))(:E))gp]
x sgn(p — k) de dt >0

and there exists a set £ of zero measure in R such that for all ¢ € I, \ € the function p
is defined almost everywhere in RY and for any § > 0

li t,x) — po(z)|der =0.
tﬁo,;g}ex\g /;(075) ‘p( ':U) P (:U)‘ o

The open ball in R centered at 0 with radius J is denoted by B(0,6). Introduce the spaces
X =(L'NL*NBV)RY;R) and X, = (L'NnBV)(R"Y;[0,a]) for a >0

both equipped with the L' distance. Obviously, X, ¢ L>®(R™;R) for all a > 0.

We pose the following assumptions on V, all of which are satisfied in the examples on
supply chain and pedestrian flow as shown in Section [ and Section [], respectively.

(V1) There exists a function C' € LS (R ;R.) such that for all p € L1(RY R),

V(p) € L¥RYRY),
Hva(P)HLm(RN;RNxN) S C(HPHL“’(RN;R))7
Hvxv(p)HL1(RN;RN><N) < C(HPHLOO(RN;R))’

HV?CV({))‘ Ll(RN.RNxNxN) S C(HPHLOO(RNJR)) ’

There exists a function C € L (R4 ;R;) such that for all py, ps € LY(RY,R)

[V(p1) = V()| pwo@rviery < Cllprliemyzy) o1 = p2llpr@vigy . (2:3)
HVwV(m) - vmv(p2)HL1(RN;RN><N) < C(leHLOO(RN;R)) lp1 — P2||L1(RN;R) :

(V2) There exists a function C' € L2 (R4 ;R.) such that for all p € L1(RY,R),

HV?EV HLoo(RN;waNxN) < C(HpHLOO(RN;R))-

(V3) V:LY(RY;R) — C3(RM;RY) and there exists a function C' € L (Ry;R.) such
that for all p € LY(RY,R),
[vivip) < Cllollym gz

HLoo(RN;RNxNxNXN)



Condition (R.J) essentially requires that V be a non local operator. Note that (V3) im-
plies (V2). Existence of a solution to ([.1) (at least locally in time) can be proved under
only assumption (V1), see Theorem R.4. The stronger bounds on V ensure additional
regularity of the solution which is required later to derive the differentiability properties,
see Proposition P.5.

Theorem 2.2 Let (V1) hold. Then, for all o, 3 > 0 with 3 > «, there exists a time
T(a,3) > 0 such that for all p, € X,, problem ([[.1) admits a unique solution p €
co ([O,T(a,ﬂ)]; Xﬁ) in the sense of Definition .4. Moreover,

1. ||p@)|| o < B for all t € [0,T (e, B)].

2. There exists a function L € L{S (R4;R4) such that for all po1, po2 in Xy, the corre-

loc

sponding solutions satisfy, for all t € [0,T (v, 3)],
p1(t) = p2(t)|| 1 < L) || o1 — po2]|1a

3. There ezists a constant L = L(B) such that for all p, € X, the corresponding solution
satisfies for all t € [0,T(c, 5)]

TV (p(t) < (TV (po) + Ltlpollpe) € and  [|p(t) | < 9ol €™

The above result is local in time. Indeed, as t tends to T'(«,3), the total variation of
the solution may well blow up. To ensure existence globally in time we need to introduce
additional conditions on V:

(A) V is such that for all p € LY(RY;R) and all z € RY, (divV(p)) (z) > 0.
(B) The function C in (V1) is bounded, i.e. C' € L®(Ry;Ry).

Note that in the supply chain model discussed in Section [}, condition (A) applies.

Lemma 2.3 Assume all assumptions of Theorem [2.3. Let also (A) hold. Then, for all
a >0, the set Xy is invariant for ([I1), i.e. if the initial datum p, satisfies || pollyo @y gy <
«, then,

p(t)HLOO(RN;R) < « as long as the solution p(t) exists.

Condition (B), although it does not guarantee the boundedness of the solution, does
ensure the global existence of the solution to ([L.1]).

Theorem 2.4 Let (V1) hold. Assume moreover that (A) or (B) holds. Then, there
exists a unique semigroup S:Ry X X — X with the following properties:

(S1): For all p, € X, the orbit t — Sip, is a weak entropy solution to (I.1).
(S2): S is Lt-continuous in time, i.e. for all p, € X, the map t — Sip, is in CO(Ry; X).

(S3): S is LY-Lipschitz with respect to the initial datum, i.e. for a suitable positive L €
L (Ry;Ry), for allt € Ry and all p1,p2 € X,

loc

1Se01 = Stpalpr @y gy < L) o1 — p2llprmvig) -



(S4): There exists a positive constant L such that for all p, € X and allt € Ry,
TV (p(t)) < (TV (o) + L1 ol e e ) ) €
Higher regularity of the solutions of ([.]) can be proved under stronger bounds on V.

Proposition 2.5 Let (V1) and (V2) hold. With the same notations as in Theorem .3,
if po € Xa, then

po € (WHNALX)RY;R) = Vi € [0,T(a,f)], p(t) € WHHRN:R),
po € WIx([RNR) — Vi € [0.T(P) o) € WESRNR),

and there exists a positive constant C = C(8) such that
lo®llwes < € lloolwra and  [lo@®llyaee < 2 ool
Furthermore, if V' also satisfies (V8), then
po € (WHLAL®)RY [0, 8)) — Vi€ [0,T(a,@)], plt) e W2L(RY;R)
and for a suitable non-negative constant C' = C(f3), we have the estimate

o)l yan < €126 = 1) [l pollyyzr -

The proofs are deferred to Section f.

2.2 Differentiability

This section is devoted to the differentiability of the semigroup S (defined in Theorem P.9)
with respect to the initial datum p,, according to the following notion. Recall first the
following definition.

Definition 2.6 A map F:LY(RY;R) — L1(RY;R) is strongly L' Gateaux differentiable
in any direction at p, € L*(RY;R) if there exists a continuous linear map DF(p,): L1 (RY;R) —
LY(RN;R) such that for all r, € LY(RY;R) and for any real sequence (hy) with h, — 0,

F(po+ hnro) — F(po) n—00

W DF(po)(ro)  strongly in L.

Besides proving the differentiability of the semigroup, we also characterize the differen-
tial. Formally, a sort of first order expansion of ([[.]) with respect to the initial datum can
be obtained through a standard linearization procedure, which yields ([[.9). Now, we rig-
orously show that the derivative of the semigroup in the direction r, is indeed the solution
to ([.9) with initial condition 7,. To this aim, we need a forth and final condition on V.

(V4) V is Fréchet differentiable as a map LY(RY;R,) — C2(RY;R") and there exists a
function K € LS (R4 ;R ) such that for all p € LY(RY;R,), for all r € LY(RY; R),

V(e +7) = V(p) = DV (0) (1) |y,
1DV (o)

2
K ([lpllgee + llp 4 7llgs) lI7llze s
K (HPHLOO) HT”Ll'

IN A

]| .



Consider now system ([.J), where p € C%(I.x, X) is a given function. We introduce a notion
of solution for ([.J) and give conditions which guarantee the existence of a solution.

Definition 2.7 Fiz r, € L®(RY;R). A function r € L*®(I; L (RY;R,)) bounded,

mesumbleo and right continuous in time, is a weak solution to ([[.3) if for any test function
€ C(Iex X RV:R)
+o0o
/ / [r O +ra(t,z) Ve —divb(t,z)e] de dt =0, and
RN
r(0) =1, a.e in RY,

where a = V(p) and b = pDV (p)(r).

(2.4)

We now extend the classical notion of Kruzkov solution to the present non local setting.

Definition 2.8 Fiz r, € L°(RY;R). A function r € L (Iex; L, (RY;Ry)) bounded,

mesurable and right continuous in time, is a Kruzkov solution to the nonlocal problem ([L.2)
if it is a Kruzkov solution to

{ Qyr + div (ra(t,z) + b(t, 2)) =0 (2.5)

r(0,x) = ro(x)
where a =V (p) and b= pDV (p)(r).

In other words, r is a Kruzkov solution to (2) if for all k € R and for any test function
p e COO(ICX X RN§R+)

“+oo
/ /RN r—k)oyp+ (r —k)V(p) - Vap — div (kV (p) + pDV (p)r) 90] sgn(r — k)dzdt >0

lim ‘7‘ —7‘0|dx—0 for all 6 > 0.
t—0t B(0,6)

Condition (V4) ensures that if p € WH(RY:R), then DV (p)(r) € C2(RY;RY) and hence
for all ¢t > 0, the map = — p(t,z) DV (p(t)) r(t,z) is in WHL(RY;R), so that the integral
above is meaningful.

Proposition 2.9 Let (V1) and (V4) hold. Fiz p € CO(Iox; (Wh 0 WHL)(RY:R)).
Then, for all r, € (L' NL®)(RY;R) there exists a unique weak entropy solution to (1.3)
mn L (IeX;Ll(]RN;R)) continuous from the right in time, and for all time t € Io, with

c=cC (HpHLoo([O’t]XRN;R)) asin (V1) and K = K <||pHL°°([O,t}><]RN;R)) as in (V4)

Kt”p”LOO(];wlyl) e

€ ct ”TOHLl

lr®lles <
K o (1,
< eCt ||r0‘|LOO + Kte20t e tllplly, (I;wl1 HpHLO"(I;Wl’O") ||TOHL1 .

Ir ()]l

If (V2) holds, p € L™ (Iox; (WE° N W) (RY:R)) and r, € (WHL NL®)(RY;R), then
for all t € Iy, r(t) € WHY(RY;R) and

1rOlwas < 1+ rollrs + Kt +C8) ' irollpa ol s -

where C' = maX{C,KHPHLOO(IeX;W?vl(RN;R))}' Furthermore, full continuity in time holds:
r € CO(Ioy; LY(RY; R)).



With these tools, we can now state a theorem about the weak Gateaux differentiability.

Theorem 2.10 Let (V1) and (V4) hold. Let p, € (WL N WL (RN:R), and de-
note Tox the time of existence for the solution of (I.1). Then, for all time t € I,
for all r, € X and all sequences (hyp)nen converging to 0, there exists a subsequence of

<hL (St(po + hpro) — St(,oo))) N that converges weakly in L to a weak solution of ([.3).
n ne

This theorem does not guarantee the uniqueness of this kind of weak L' Gateauz deriva-
tive. Therefore, we consider the following stronger hypothesis, under which we derive a
result of strong Gateaux differentiability and uniqueness of the derivative.

(V5) There exists a function K € LS (R ;R;) such that Vp, p € LY (RY;R)

|aiv (V(7) = V(o) = DV (p) (5 p))|

v K (ol +17l0) (1= plies)’

and the map r — div DV(p)(r) is a bounded linear operator on L!(RY;R) —
LY(RY;R), i.e. Vp,r € L1(RY;R)

|aiv (DV (p)(r))|

e < K (IPle@vm) sz

Theorem 2.11 Let (V1), (V3), (V4) and (V5) hold. Let p, € (WH*NW2Z1)(RY;R),
ro € (WEHINL®)(RN;R), and denote Toy the time of existence of the solution of with,
initial condition p,. Then, for all time t € I the local semigroup defined in Theorem .2
is strongly L' Gateauz differentiable in the direction r,. The derivative DS(p,)(ro) of S
at po in the direction r, is

DSi(po)(ro) = Etpo (7o) -

where XP° is the linear application generated by the KruZkov solution to , where p =
Stpo, then for allt € .

2.3 Necessary Optimality Conditions for Problems Governed by ([L.1])

Aiming at necessary optimality conditions for non linear functionals defined on the solutions
to ([.])), we prove the following chain rule formula.

Proposition 2.12 Let T > 0 and I = [0,T[. Assume that f € CHY(R;R,), v € L*°(I x
RM:R) and that S: 1 x (L' N L*®)(RY;R) — (L' N L*®)(RY;R) is strongly L' Gateauz
differentiable. For allt € I, let

Koo = [ £ Sip) wit.)do (2.

Then, J is strongly L™ Gateauz differentiable in any direction r, € (W11 N L®)(RY;R).
Morever,

DIporo) = [ £(Sipo) S (r)bt2) do



Proof. Since |£(ps) = £(p) = F()(pn — p)| < Lin(f') |on — pl*, we have

'J(po : hrfi) e / F'(Stpo) DSt(po)(ro) ¥(t, x) da
RN

St(po + hro) - St(pO)
h

< /]R 150

FLip(f') ﬁ /RN 15490 + Biro) — Su(po) | [(t, )| d

— DSi(po)(10)

W(t,:n)‘ dz

The strong Gateaux differentiability of S; in L' then yields
S o + h/’"o - S o
/ |f/(5tpo)‘ t(p ) t(p )

RN

h
thanks to S;p, € L and to the local boundedness of f’. Furthermore,

— DSi(po)(10)

[W(t,x)| dz=0(1) ash—0

Si(po); St(po +hry) € L™

1 (St(po + hro) — Si(po)) = DSi(po)(ro) pointwise a.e.

h
St(po + hry) — Se(po) =9 pointwise a.e.

the Dominated Convergence Theorem ensures that the higher order term in the latter
expansion tend to 0 as h — 0. O

The above result can be easily extended. First, to more general (non linear) functionals
J(po) = T (Stpo), with J satisfying

(J) J: X — Ry is Fréchet differentiable: for all p € X there exists a continuous linear
application DJ(p): X — R such that for all p,r € X:

‘J(p+hr)—J(p)
h

h
190.

- DJ(p)(r)

Secondly, to functionals of the type

T T
J(po) :/0 /RN f(Stpo)¥(t,x) de dt  or  J(po) :/0 J(Stpo) dt .

This generalization, however, is immediate and we omit the details.

Once the differentiability result above is available, a necessary condition of optimality
is straightforward.

Proposition 2.13 Let f € CVY(R;R,) and ¢ € L®(Iex x RY;R). Assume that S: 1 x
(LY NL*®)(RY;R) — (L' NL®)(RY;R) is strongly L' Géteauz differentiable. Define J as
in (B8). If po € (LY NL>®)(RY;R) solves the problem

find min J(p) subject to {p is solution to (1.1)}.
Po
then, for all ry € (L' NL®)(RY;R)

/]RN I (Stpo) Xforop(t,z) dz = 0. (2.7)



3 Demand Tracking Problems for Supply Chains

Recently, Armbruster et al. [f], introduced a continuum model to simulate the average
behavior of highly re-entrant production systems at an aggregate level appearing, for in-
stance, in large volume semiconductor production line. The factory is described by the
density of products p(x,t) at stage x of the production at a time t. Typically, see [, i, 4],
the production velocity V is a given smooth function of the total load fol p(t,z)dx, for
example

1
v(u) = Vmax/(1+u) and V(p)=vwv </ p(t,s) ds) . (3.8)
0
The full model, given by ([.I)-(B.§) with NV = 1, fits in the present framework.

Proposition 3.1 Let v € C! ([0, 1];R). Then, the functional V defined as in ([5.§) satis-
fies (A), (V1), (V2), (V3). Moreover, if v € C%([0,1;R), then V satisfies also (V4)
and (V5).

The proof is deferred to Paragraph [.4.

The supply chain model with V' given by (B.§) satisfies (V1) to (V5) and (A). There-
fore, Theorem P-4 applies and, in particular, the set [0,1] is invariant yielding global well
posedness. By Theorem R.11], the semigroup S;p, is Gateaux differentiable in any direction
o and the differential is given by the solution to ([L.2).

Note that the velocity is constant across the entire system at any time. In fact, in a
real world factory, all parts move through the factory with the same speed. While in a
serial production line, speed through the factory is dependent on all items and machines
downstream, in a highly re-entrant factory this is not the case. Since items must visit
machines more than once, including machines at the beginning of the production process,
their speed through factory is determined by the total number of parts both upstream and
downstream from them. Such re-entrant production is characteristic for semiconductor
fabs. Typically, the output of the whole factory over a longer timescale, e.g. following
a seasonal demand pattern or ramping up or down a new product, can be controlled by
prescribing the inflow density to a factory p(t,x = 0) = A(¢). The influx should be chosen
in order to achieve either of the following objective goals [

(1) Minimize the mismatch between the outflux and a demand rate target d(t) over a
fixed time period (demand tracking problem). This is modelled by the cost functional

Lfo (d(t) = p(1,0))* dt.

(2) Minimize the mismatch between the total number of parts that have left the factory
and the desired total number of parts over a fixed time period d(¢). The backlog of a
production system at a given time ¢ is defined as the total number of items that have
been demanded minus the total number of items that have left the factory up to that
time. Backlog can be negative or positive, with a negative backlog corresponding to
overproduction and a positive backlog corresponding to a shortage. This problem is

2
modeled by 3 [T ( JEd(ryu - p(l,T)dT) dt.

In both cases we are interested in the influx A(t). A numerical integration of this problem
has been studied in [§]. In order to apply the previous calculus we reformulate the



optimization problem for the influx density A(t) = p,(—t) where pg is the solution to a
minimization problem for

1
) = 3 [ (@)= Srofe)? s

no) = 3 [ ([ e - sroufe)ac) o

respectively, where S;p, is the solution to ([[.]) and (B.§). Clearly, J; and Jy satisfy the
assumptions imposed in the previous section. The assertions of Proposition then state
necessary optimality conditions, which we summarize in the theorem below.

(3.9)

Theorem 3.2 Let T > 0 be given. Let the assumptions of Proposition 3.4 hold. Let
po € (WL N W2L)(R;R) be a minimizer of J; as defined in (3.9), with S being the
semigroup generated by ([1)-(5-§). Then, for all r, € (W1 N W21)(R;R) we have

1
[ @) = o) (o) as = 0. when

1 1
r [y pdz+p [y rde
Opr + Oz | Vmax ( ° ’ ) = 0, T(Ov :E) = 7"0(33‘) :

(1 + fol pdaz>2

The latter Cauchy problem is in the form ([[.3) and Proposition P.9 proves its well posedness.
The latter proof is deferred to Paragraph p.4.

4 A Model for Pedestrian Flow

Macroscopic models for pedestrian movements are based on the continuity equation, see [,
B3, 7], possibly together with a second equation, as in [2{]. In these models, pedestrians
are assumed to instantaneously adjust their (vector) speed according to the crowd density
at their position. The analytical construction in Section P allows to consider the more
realistic situation of pedestrian deciding their speed according to the local mean density
at their position. We are thus led to consider ([L.I)) with

Vi(p) =v(p*n)v (4.10)

where
n € C2(R?;[0,1]) has support sptn C B(0,1) and ||n|[p. =1, (4.11)

so that (p * n)(z) is an average of the values attained by p in B(z,1). Here, ¥ = ¢(x)
is the given direction of the motion of the pedestrian at 2 € R?. Then, the presence of
boundaries, obstacles or other geometric constraint can be described through @, see [[3, B7].

Note here that condition (A) is unphysical, for it does not allow any increase in the
crowd density. Hence, for this example we have only a local in time solution by Theorem ..

As in the preceding example, first we state the hypotheses that guarantee assump-
tions (V1) to (V5).
Proposition 4.1 Let V be defined in ([[-10) and n be as in {{.11).

10



1. If v € C?(R;R) and 7 € (C2NW2L)(R2;SY), then V satisfies (V1) and (V2).
2. If moreover v € C3(R;R), 7 € C3(R%;R?) and n € C3(R%;R) then V satisfies (V3).

3. If moreover v € C*(R;R), v € C2(R%;R?) and n € C%(R?;R), then V satisfies (V4)
and (V5).

The proof is deferred to Paragraph [.4.

A typical problem in the management of pedestrian flows consists in keeping the crowd
density p(t, z) below a given threshold, say p, in particular in a sensible compact region {).
To this aim, it is natural to introduce a cost functional of the type

T
Koy = [ [ 1 (Sipolw) btt.2)da (1.12)
where

(f) feCH (R;Ry), f(p) =0 for p € [0,4], f(p) >0 and f'(p) >0 for p > p.

(v) g € C®(RY;[0,1]), with sptg = €, is a smooth approximation of the characteristic
function of the compact set Q, with Q # .

Paragraph P.3 then applies, yielding the following necessary condition for optimality.

Theorem 4.2 Let T > 0 and the assumptions of 1.-3. in Proposition .1 hold, together
with (f) and (). Let p, € (WEH® N W2ZL)(R;R) be a minimizer of J as defined
in ({.13), with S being the semigroup generated by ([.1)-{4.14). Then, for all r, €
(Whoe n W2 (R;R), p, satisfies (B-7).

The proof is deferred to Paragraph f.4.

5 Detailed Proofs

Below, we denote by Wy the Wallis integral

w/2
Wy = / (cos ) da . (5.13)
0

5.1 A Lemma on the Transport Equation

The next lemma is similar to other results in recent literature, see for instance [].

Lemma 5.1 Let T > 0, so that I = [0,T[, and w be such that

w € COI x RY;RY) w(t) € C2RN;RYN) vtel

w € LRI xRY:RYN)  Vow € LI xRN;RVN), (5.14)

Assume that R € L™ (I; LI(RN;R)) N L (I X RN;]R). Then, for any r, € (L' N
L>®)(RY;R), the Cauchy problem

{ Or + div (rw(t,z)) = R(t,z) (5.15)

r(0,2) = ro(x)

11



admits a unique Kruzkov solution r € L (I; Ll(RN;]R)), continuous from the right in
time, given by

r(t,x) = 1, (X(O;t,x)) exp (—/0 divw (T,X(T;t,x)) d7'>

t t (516)
—I—/ R (T,X(T;t,x)) exp <—/ divw (u,X(u;t,x)) du) dr ,
0 T
where t — X (t;t,, o) s the solution to the Cauchy problem
dx
o~ W) (5.17)
X(to) = Zo

Note that the expression (p.16) is formally justified integrating (b.19) along the char-
acteristics (5.17) and obtaining

d

2 (o en®)) 7 x0)  00) = R,

Recall for later use that the low X = X (¢;t,,%,) generated by (p.17) can be used to intro-
duce the change of variable y = X (0;¢, ), so that = X (¢;0,y), due to standard properties
of the Cauchy problem (f.17). Denote by J(t,%) = det (VyX(t; 0, y)) the Jacobian of this
change of variables. Then, J satisfies the equation

dJ(t,y)
dt

= divw (¢, X (¢;0,9)) J(t,y) (5.18)

with initial condition J(0,y) = 1. Hence J(t,y) = exp (fot divw (T,X(T; O,y)) d7'> which,
in particular, implies J(t,y) >0 forall t € I, y € RN,
The natural modification to the present case of [25, Definition 1] is the following.

Definition 5.2 Let T > 0, so that I = [0,T[, and fiz the maps w € C°(I x RY;R) as
in (1) and R € L*(LLY(RY;R)) N LI x RV;R). Choose an initial datum 1, €
L>®(RN:R). A bounded mesurable map r € LOO(I; LIIOC(RN;R)), continuous from the

right in time, is a Kruzkov solution to if for all k € R, for all test function ¢ €
Co(]0, T[xRY; R )

/+oc>/ [(r —k)(Oip+w - Vi) + (R — kdiv w)cp] sgn(r —k)dz dt >0 (5.19)
0 JRN

and there exists a set € of zero measure in Ry such that for t € Ry\E the function r is
defined almost everywhere in RN and for any § > 0

lim / r(t,z) —ro(x)|de =0. 5.20
t—0,t€]0,T[\E B(0,5) ‘ ( ) ( )‘ ( )

Proof of Lemma [5.4. The proof consists of several steps.

1. (p.19) holds. ]
Let k € R and ¢ € C°(I x RV;Ry). Then, according to Definition f.3, we prove (5-19)

12



for 7 given as in (p.16). By (b.1§), the semigroup property of X and denoting R(t,y) =
fo (7, X(7;0,y)) J(7,y) d7, we get

+oo
/0 /RN[(T — k) (Orp +w - Vi) + (R — kdivw)p] sgn(r — k) dz dt

[ Gal s B )

X <8t<p (6, X(t;0,y)) +w (¢, X (¢;0,y)) - Voo (£, X (0, y)))

1 (R (t, X(t;0,y)) — kdiv (w (t,X(t;O,y)))> @ (t,X(t;O,y))]

ngn<7’ o(y) R( Y)

- /<;> J(t,y)dy dt

_ /*""/[ 4 tX(toy>)—kJ(t,y%eo(t,X(t;o,y))
RN

—k o (t, X (t;0, y)) 2 (6y) + % (R(t,y)cp (t, X (¢ 079))>]

x sgn (7o +Rty) kJ(t,y))dy dt

+0o0
= // t( y) + R(t,y) — kJ(t,y))w(t,X(t;O,y)))
RN
x sgn (ro(y) + R(t,y) — k J(t,y)) dy dt

+00
= / /Rth( y)+R(t,y) — kJ(t,y)|cp(t,X(t;O,y)))dydt

>

2. r € L®(I x RY;R).
Indeed, by (p.16) we have

Tl|dives]|p oo ;g
17l oo (rxmN ) (HTOHLOO rVR) T TRl oo (rxr, R)) el Moo mviay (5.21)

3. r is right continuous.
Consider first the case
5.22
r(0,2) = rofa) (5.22)
where we can apply Kruzkov Uniqueness Theorem [@, Theorem 2]. Therefore, it is suf-
ficient to show that (f.16) does indeed give a Kruzkov solution. To this aim, it is now
sufficient to check the continuity from the right at + = 0. Since r, € (L' N L*®)(RY;R),
there exists a sequence (7, ) in C 1(RN R) converging to 7, in L!. Then, the corresponding
sequence of solutions (r,,) converges uniformly in time to r as given by (5.16). Indeed, by
the same change of variable used above, we get

Ton(y)  To(y)

/RN‘rn(t,x)—r(t,:E)‘d:E = /RN T(ty) J(,y)

= rom = rollpa-

{ Opr +div (rw(t,z)) =0,

J(t,y)dy

13



Furthermore, by (5.16), 7, is continuous in time, in particular at time ¢ = 0. Finally, for
any 6 > 0,

/B(0,5) !r(t,az) - 7‘0(@‘ dr < /B(O,é) ‘T(tﬂﬁ) - Tn(t,a:)‘ dz +/ ‘Tn(t,x) — ro,n(x)| dx

B(0,5)

+ /B(O,é) ‘Tom(a:) — ro(x)| dz

IN

~+ / |rn(t,2) — Tom(x)| dz , for n large enough
2 JB0s
< ¢, for t small enough.

Next, we consider the system

r(0,z) =0, (5.23)

{ Or +div (rw(t,z)) = R,
and introduce the map
t t+h
F(t,h,7,y) = exp / divw (u,X(u; O,y)) du — divw <u,X (u;t + h, X(t; O,y))) du
0 T
so that the solution to (5.23) satisfies by (5.16), for all h > 0,

|7t +h) —rt)| i

:/RN

t+h
/ R <7,X (r3t+ h, X (t; 0,y))> F(t, h,7,y) dr
0

—/0 R(T,X(T;O,y)) J(r,y)dr|dy

[

+/sz /Ot J(T,y)‘R(T,X(T;t+h,X(t§an))) — R (1,X(7;0,y))

IN

R <T, X (75t + h, X (0, y))> ‘ | F(t, h7yy) — J(r,y)| dr dy

drdy

t+h
—I-/ f(t,h,T,y)‘R<7',X(T;t+h,X(t;0,y))>'dyd7’.
t RN

The former summand above vanishes as h — 0 because the integrand is uniformly bounded
in L' and converges pointwise to 0, since X (u;t + h,X(t;O,y)) =9 X (u;0,y) and also

F(t,h,7,y) =0 J(1,y). The second one, in the same limit, vanishes by the Dominated
Convergence Theorem, R being in L' and by the boundedness of J. Indeed, if (R,,) is a
sequence of functions in C1(RY;R) that converges to R in L' we have

/RN /Ot J(T,y)‘R (T,X (Tst 4 h, X (t; o,y))) — R (7, X(7;0,y)) ‘ drdy

< /RN/OtJ(T,y)

R, (T,X (st +h, X(t; O,y))) — Ry (7, X(50,9)) ‘ drdy
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+/RN/OtJ(T,y)

+/RN /Ot J(T,y)‘R <T,X (7:0,4)) ) = Ra (T,X(T;O,y))‘dey .

R, (T,X(T;t+h,X(t;0,y))) —R(T,X(T;t+h,X(t;0,y)) dr dy

J(7,y) is uniformly bounded on [0,#] x RY. We can first fix n large enough so that the
second and third terms will be small, independently of h. Then, taking h small enough,
we know from Dominated Convergence Theorem that the first term will shrink to 0. The
integrand in the latter summand is in L since R is in L1.

In general, right continuity follows by linearity adding the solutions to (f.23) and (f.23).
4. r e L>(L;LY(RY;R)).
Indeed, for all t € I we have

@) < (Irollis + I Rlgeran) ) exp (Hldivae] o)

5. The solution to (p.17) is unique.

First, assume that w € C2(I x RV;RY) and R € C2(I x RY;R). Then, Kruzkov
Uniqueness Theorem [R5, Theorem 2] applies.

Second, assume that w € C%#(I x RV;RY) and R satisfies the present assumptions.
Then, we use the same procedure as in the proof of [I§, Theorem 2.6]. There, the general
scalar balance law dyu + div f(t,x,u) = F(t,z,u) is considered, under assumptions that
allow first to apply Kruzkov general result and, secondly, to prove stability estimates on the
solutions. Remark that these latter estimates are proved therein under the only require-
ment that solutions are Kruzkov solutions, according to [R§, Definition 1] or, equivalently,
Definition p.2. Here, the existence part has been proved independently from Kruzkov result
and under weaker assumptions.

Let (R,,) be a sequence in C2 that converges in L' to R € C%(I; L*(RY,R)). Also with
reference to the notation of [[Ifl, Theorem 2.6], consider the equations

Oyry + div (rp w(t, x)) = Rp(t,x) and let { ;Ei:i::; B ;1:((;”;)) (5.24)
Or +div (rw(t,z)) = R(t,z) and let { gEZ;:;; - 7]1271;(72)33) (5.25)

with the same initial datum r, € (L1 N L>®)(RY;R).

Note that here the sources F' and G do not depend on r, hence the proof of [,
Theorem 2.6] can be repeated with G' € C9 (I; LY(RY, ]R)) instead of C° (IXRN; ]R). Indeed,
in the proof of [[[d, Theorem 2.6], it is sufficient to have the (t, x)-regularity in the source
term F' of the first equation and existence and continuity of the derivative 9, (F —G), which
here vanishes. Besides, here the two flows f and g are identical, hence we do not need the
BV estimate provided by [[[f, Theorem 2.5].

Thus, to apply the stability estimate in [[[f, Theorem 2.6], we are left to check the
following points:

e the derivatives 0,f = w, 0,V.f = Vyw, V2f = rV2w, 0,F and V. F exist and are
continuous;

15



e 0.f =wand F —div f = F —rdivw are bounded in I x RY x [~ A, A] for all A > 0;
e 0.(F —div f)(t,z,r) = —divw € LI x RNV x R;R),
o V.0 f(t,z,7) = Vyw € LX(I x RY x R;RVXN),

Hence, if r is any solution to (p.2) and r, is the solution to (p.24) in the sense of Defini-
tion .3, then for t € I, z, € RV, § >0, M = ||'UJ||LOO(R+XRN;RN):

t
1 = P) O (Bey iz < /0 B = B (500,64 2100 m) 35 -

where & = 2N||Vaw|| oo xry mv<v). Therefore, if (Ry) converges in L! to R, then (r,) is a
Cauchy sequence in L (I L1(RY; R)) and r € L (I ;LY(RY; R)) is uniquely characterized
as its limit.

Third, we consider the general case. Again, we rely on the proof of , Theorem 2.6]
extending it to the case of w € CO(I x RV;RY). Indeed, therein the higher regularity in
time of the flow is used to apply Kruzkov Existence Theorem [RF, Theorem 5], to prove the
BV estimates in I, Theorem 2.4] and to obtain the limit [Id, (5.11)]. In the former case,
our existence proof in the previous steps replaces the use of Kruzkov result. BV estimates
are here not necessary, for we keep here the flow fixed. In the latter case, a simple argument
based on the Dominated Convergence Theorem allows to get the same limit. O

Remark that as an immediate corollary of Lemma [.] we obain that any solution

to (p.17) in the sense of Definition p.J is represented by (f.16).

5.2 Proof of Theorem 2.2
Lemma 5.3 Let T > 0, so that I = [0,T[, and w be as in ([5.14) such that
divw € L™ <I; LRV ;R)) (5.26)
V,divw € L™ <I; Ll(}RN;]RN)> . (5.27)
Then, for any p, € (L1 N L>®)(RN;R), the Cauchy problem (5.13) with R = 0 admits a

unique solution p € L* (I; Ll(RN;R)>, right continuous in time and satisfying

Hp(t)HLOO(RN;R) < Hpo”LOO(RN;R) exp <t ”dikuLw([O,t]XRN;R)) (528)
for allt € 1. Moreover, this solution has the following properties:

1. po >0 ae. = p(t) >0 ae., foralltel

divw >0 ae. = ||pt)]|ge < llpollgee, for all t € I.

2. If po € X then, for all t € I, we have p(t) € X and setting k, = NWx(2N +
1)Hvxw”L°°(I><RN;RN><N), we also get

TV (p(t)) < TV (po)e™
t
—|—NWN/ eHo(t—S)/ es||divw||1,o<>Hvm diVU)(S,:E)H dz ds ||p0||L°° .
0 RN

Furthermore, p € C° (I; L(RY; }R))
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3. If p1, p2 are the solutions of ) associated to wy, wy with R4 = Ry = 0 and with
initial conditions p1,, p2.o in X, then for allt € I

(o1 = p2) ()| 11

enot _ okt
< thle,O - P2,0HL1 + P TV (pl,o)”wl - w2||Loo
o
t eno(t—s) _ en(t—s) .
+NWN/ / eSlldive|gco Hvx divwl(s,m)H dz ds
0 Ko — R RN

X[ pollgee lwr — wallye

t
+/ efi(t=s) gslldivw|ly,ce / |div (wy — w2)(s’m)| dz ds || poll e »
0 RN

where £ = 2N|[|Vawi [ oo (rxpymyxvy and ko as in B above.

4. If there exists C > 0 such that

<C and ”Vx'w”]-_‘oo(IXRN;RNXN) < C (529)

H : H
xw
Loo([XRN;RNxNXN)

then

p(t) € WHLRN:R)  foralltel
1P|l w1 < € lpollwra s

p(t) € WLX(RN:R)  foralltel

{,O(t)le,oo < 20t 10l w100 -

po € WHL(RN;R) = {

po € WL2(RV;R) = {

A

5. If there exists C > 0 such that (5.29) holds together with va‘wHLOO(IxRN-RNXNXNXN) <
C, then p, € W2L(RY;R) implies

p(t) € WELRN;R)  foralltel and Hp(t)HWZl < (14 0t)23 | pollvwaa -

Proof. The existence of a Kruzkov solution follows from Lemma [.J. But we can also
refer to [R5, theorems 2 and 5], the assumptions in [R5, § 5] being satisfied thanks to (f.14).
The L* bound directly follows from (p.I6), which now reads

p(t,x) = po (X(O;t,x)) exp (—/0 divw (T,X(T;t,x)) dT) . (5.30)

The representation formula (5.3() also implies the bounds at [

The bound on the total variation at P follows from [[[§, Theorem 2.5], the hypotheses
on w being satisfied thanks to (f.14) and (5.27). More precisely, we do not have here the
C? regularity in time as required in [, Theorem 2.5], but going through the proof of this
result, we can see that only the continuity in time of the flow function f(¢,z,7) = rw(t, )
is necessary. Indeed, time derivatives of f appear in the proof of [Id, Theorem 2.5] when
we bound the terms J; and Ly, see [Lf, between (4.18) and (4.19)]. However, the use of the
Dominated Convergence Theorem allows to prove that J; and L; converge to zero when 7
goes to 0 without any use of time derivatives. The continuity in times follows from [id,
Remark 2.4], thanks to (p.2() of w and the bound on the total variation.
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Similarly, the stability estimate at [J is based on [ifl, Theorem 2.6]. Indeed, we use
once again a flow that is only C© instead of C? in time. Besides, in the proof of [,
Theorem 2.6], the L™ bound into the integral term in [Ifl, Theorem 2.6] can be taken only
in space, keeping time fixed. With this provision, the proof of f§ is exactly the same as that
in [[id], so we do not reproduce it here. The same estimate is thus obtained, except that
the L*° bound of the integral term is taken only in space.

The proofs of the W1 and W1 bounds at [} are similar. They follow from the
representation (5-30), noting that |V, X||p« < e“’. Indeed,

t
V. X(t;0,z) = Id—l—/ Vw(r; X(7;0,2))V, X (7;0,2) d7 , hence
0
t
HVQDX(t;O,:E)H < 1—1-/ Hvxw(T;X(T;O,x))HHVzX(T;O,:E)HdT
0
t
< 1—1-/ C||VoX(7;0,2)| dr
0

and a direct application of Gronwall Lemma gives the desired bound. Hence, we obtain
Vo)l < (2" =) [P0l + € V0l g0
and consequently

0] a0 < €210l lpyr.oc -

The L' estimate is entirely analogous.

The W21 bound at [f. also comes from the (5.30)). Indeed, again thanks to Gronwall
Lemma, we get HV%XHLOO < 20t — ¢Ct, Using the estimates above, together with

[V2o0)|| , < (262 = 3e% + 1) poliga +3(" = D™ [Vpolipa + €™ || V20|,
we obtain
Hp(t)sz,l < (2€Ct - 1)260t ”/70”W2»1
concluding the proof. O

We use now these tools in order to obtain the existence of a solution for ([L.1]).
Proof of Theorem [2.4. Fix o, 3 > 0 with 3 > a. Let T, = (In(3/a)) /C(B), with C as
in (V1). Define the map
CO (1 X)) — €% (L)

o — p

Q :
where I, = [0, T%[ and p is the Kruzkov solution to

with

Op+div(pw) =0 w = V(o)
{ p(0,2) = po() po € . (5:31)

The assumptions (V1) imply the hypotheses on w necessary in Lemma .3 Therefore, a
solution p to (5.31]) exists and is unique. In particular, the continuity in time of p follows
from P in Lemma .3, due to the boundedness of the total variation. Note that by (f.25),
the choice of Ty and (V1), | p(t)HLoo < [ and hence Q is well defined.
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Fix 01,09 in CO(I; X3). Call w; = V(0;) and p; the corresponding solutions. With the
same notations of [[Lf, Theorem 2.6], we let

Ko = NWNE2N + 1) |Vowr|lpeo (f, xrvgvxny, £ =2N[[Vowi|lgeo s, xpv gy -
Note that by (5.13)

Ko 1\ [™/? 2 \¥V I 1 3
oS (N4Z 1-= ——(1-— > >
ez (veg) [ () ae=F () 2

hence k, > k. Then, by 4 of Lemma .3 and (V1), we obtain a bound on k,. Indeed,
VeV (@)l 1wy < € (01 mr ey )
and since o1 € C°(I,; Xp), finally k, < NWy (2N + 1) C(8). Let us denote
C=C(B) and C'=NWy(2N+1)C(B). (5.32)
Again, (V1) implies the following uniform bounds on all o1, 05 € CO(L,; Xj3):

[v2vion)|

IN

c,
Loo([*;Ll(RN;RNxNxN))

HV(Ul) - V(Uz)HLoo(I*XRN;RN) < C Ha'l - U2HL°O([*;L1(RN;R)) ;

Hdiv (V(Ul) — V(O’Q)) HLOO(I*;Ll(RN;R)) < Cllor — O'QHLOO([*;Ll(RN;R)) .

Thus, we can apply [[[6, Theorem 2.6]. We get, for all ¢ € I,

(o1 = p2)(®)|[pa < Cte“ TV (po)llor — oallpe 0,411

t
+C’2NWNeCt/O (t — 5)e® (=5) 4 HpmlHLoo”Ul = 02l (j0.4:L1)

#e [ (o1 = (9 5 -
Therefore, we obtain the following Lipschitz estimate:
|Q(e1) - Q(Uz)HLOO(I;Ll)
< CTeCT [TV (po) + (NWNCT + 1)eCTHpO,1HLOO] o1 = o2llpee(r11)-
Here we introduce the strictly increasing function
F(T) = CTeC'T [TV (po) + (NWNCT + 1)eCTHpO,1 HLM]

and we remark that f(7) — 0 when 7" — 0. Choose now T; > 0 so that f(T1) = 1/2.
Banach Contraction Principle now ensures the existence and uniqueness of a solution p*
to ([.1) on [0, 7] in the sense of Definition R1], with T' = min{T, T} }. In fact, if Ty < Tk, we
can prolongate the solution until time 7. Indeed, if we take p*(77) as initial condition, we
remark that ||p* (Tl)HLoo < lpol g €€ P, Consequently, the solution of (5:31) on [T7, T.]
instead of I, satisfy, thanks to (.2§)

o)l < 107 (@) | ™D < ol @O EDET) < gy | T
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which is less than § thanks to the definition of T, and since p, € X,.

Now, we have to show that T,, > T, for n sufficiently large. To this aim, we obtain the
contraction estimate

HQ(01) - 9(02)HL0<>([Tn,Tn+1};L1)
< C(Tnir = T)e T = [TV (o(Ty) + (NWNC(Tgs = T) + e o |

xllor = o2llpee (1, 1Lt

[TV (po) €T + C' T T + (NWNC/(Trs1 — Tp) + 1)en IIPOHLOO}

IN

XC/(TnJ’-l _ Tn)eC/(TnJrl—Tn)Ho'l — 0-2HL°°([T,1,T,L+1};L1)

where we used the bounds on TV (p(73,)) and HP(T")HLOO(RN-R) provided by Lemma [.3

associated to the conditions (A) and (V1). We may thus extend the solution up to time
Ty+1, where we take T), 11 > T, such that

TV (po) e T + CTpe” T + (NWNC(Trgr — To) + 1) €77 poll oo | %
: 1
XC(Tn+1 — Tn)ec (Tn41=Tn) 5 .

If the sequence (7T},) is bounded, then the left hand side above tends to 0, whereas the right
hand side is taken equal to 1/2 > 0. Hence, the sequence (7},) is unbounded. In particular,
for n large enough, T), is larger than T}; thus the solution to ([[.) is defined on all I,.

The Lipschitz estimate follows by applying the same procedure as above, in the case
when the initial conditions are not the same.

The L* and TV bounds follow from (5.2§) and from point f in Lemma [.3. O

The proof of Lemma P.J directly follows from the second bound in [l of Lemma f.3.
Proof of Theorem [2.4. We consider the assumptions (A) and (B) separately.

(A): Let T > 0, so that I = [0,T][, and fix a positive . As in the proof of Theorem P.3,
we define the map
COL; X)) — CO(I1X)

o — p

Q :

where p is the Kruzkov solution to (5.31) with p, € X,. The existence of a solution
for (B-31) in L°°(I, LY (RY; R)) is given by Lemmaf5.J, the set of assumptions (V1) allowing
to check the hypotheses on w. Note that furthermore (A) gives an L> bound on p, thanks
to Lemma P.J, so that for all t € I, p(t) € [0,q], a.e. in z. Fix 01,092 in C°(I; X,), call
w; = V(o) and let p1, p2 be the associated solutions. With the same notations of ,
Theorem 2.6], we let as in the proof of Theorem P.3,

Ko = NWN(2N + 1) HvxleLm(IxRN;RNxN) s k=2N ||Vmw1||Loo(IxRN;RNxN) .

so that #, > k. Then we use Lemma [.J and assumptions (V1) in order to find a bound
on k,. Indeed, by (V1) we have:

Hvrv(al)HLw(lxRN;RNXN) <C (HJIHLOO(IxRN;RNxN)) )
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and since o1 € C° (I; X,), we have |o]| < a so that kK, < NWx (2N + 1)C(«). Denote
C'=NWx(2N +1)C(a) and C=C(a). (5.33)

The following bounds are also available uniformly for all oy, 09 € C° (R4; X,), by (V1):

[v2vio)| < .
Loo([;Ll(RN;RNxNxN))

HV(Ul) - V(U2)HL°°(I><RN;R) < Cllor - U2HLoo(1;L1(RN;R)) )
Hle (V(O’l) - V(O'Q)) HLOO(];Ll(RN;R)) S C HO’l - 0-2HL°°(I;L1(RN;R)) .

Applying [, Theorem 2.6], we get
(o1 = p2)(®)|[ 12 < Cte TV (po)llo1 — o2l 0.4.11)

t
+02NWN/ (t = 5)e“ "9 ds [lo1 = 02| oo (0:00)
0

t
+/ C %= |(o1 — 02)(5)]|a ds -
0
So that
1Q(01) = Q(e2) | oo 111y < CTe™ [TV (po) + NWNCT +1] |lo1 — 02| oo 1,11y -

Here we introduce the function f(T) = CTe'T [TV (po) + NWnCT + 1] and we remark
that f(T') — 0 when T' — 0. Choose now T} > 0 so that f(7;) = 3. Banach Contraction

Principle now ensures the existence and uniqueness of a solution to ([L.1) on [0,7}] in the
sense of Definition P.1.

Iterate this procedure up to the interval [T,_1,T},] and obtain the contraction estimate

H Q(o1) — Q(o2) HLOO([Tn7T7L+1]§L1)

§ C(Tn—i-l - Tn)eCl(Tn+1_Tn) |:TV (p(Tn)) + NWNC(Tn—i-l - Tn) + 1]
x[loy — U2\\Loo([Tn,Tn+1};L1)
< [Tv (90) €T + C'TpeS" T + NWyC(Tpi1 — T) + 1]

XC/(Tn+1 — Tn)ec (Tn+1—Tn)||0'1 — O-2||L°°([Tn,Tn+1];L1)

where we used the bounds on TV (p(73,)) and HP(T")HLOO(RN-R) provided by Lemma .3

associated to the conditions (A) and (V1). We may thus extend the solution up to time
Ty+1, where we take

1
5
If the sequence (T3,) is bounded, then the left hand side above tends to 0, whereas the

right hand side is taken equal to 1/2 > 0. Hence, the sequence (7},) is unbounded and the
solution to ([L.1) is defined on all R.

(SP)) follows from Lemma [.d associated to the assumption (V1) on V that allows to
satisfy the hypotheses on w.

[Tv (90) €T + CTyeC' T + NWnC Ty — To) + 1} O(Tpp1 — Tpy)eC' Tnr1=Tn)
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(SB)) is obtained in the same way as (S[l). Note that the Lipschitz constant obtained
by such a way is depending on time.

The bound (SH) follows from Lemma [f.3, point 2, that gives us
TV (p(t)) < TV (po)et + NWiCteC"t || polly,0 -

(B):  Repeat the proof of Theorem .3 and, with the notation therein, note that if we
find a sequence (av,) such that > T'(a, nq1) = +00 where T'(o, §) = [ln (ﬁ/a)] /C(B),
then the solution is defined on the all R, . It is immediate to check that (B) implies that

~1
ZT(an,anH) > <||CHL°°(]R+;]R+)> Inap — +o00 as k — +oo
n=1
completing the proof. O

Proof of Proposition [2.5. The bounds of p in W1 and W follow from ] in
Lemma p.3, the hypotheses being satisfied thanks to (V2). The bound in W21 comes
from f] in Lemma [.3, the hypotheses being satisfied thanks to (V3). O

5.3 Weak Gateaux Differentiability

First of all, if r, € (L NLY)(RY;R) and p € L™ (Iex; (W1 N W) (RY; R)), we prove
that the equation ([L.9) admits a unique solution r € L* (Iex; L (RY;R)) continuous from
the right.

Proof of Proposition [2.9. We use here once again Lemma p.]] in order to get an

[=(

expression of the Kruzkov solution for (p.15).

We assume now that p € C%(Ix; (WH N W) (RY;R)) and we define w = V(p); we
also set, for all s € L (Ix; LY(RY;R)), R = div (pDV(p)(s)). Thanks to the assumptions
on p and (V4), we obtain R € L® (Iox; L1(RV;R)) NL®(Iox x RV;R). Let ¢ € Iox. Then,
on [0, Tex — €] we can apply Lemma p.] giving the existence of a Kruzkov solution to

or +div(rw) =R, r(z,0) =7, € (L°NLY)RY;R).

Let T € [0,Tex — €] and I = [0,T]. We denote @ the application that associates to
s € L™ (I; LI(RN;R)) continuous from the right in time, the Kruzkov solution r €
L>°(I; L. (R";R)) continuous from the right in time of (E.1§) with initial condition

loc

7o € (L*® N LY)(RY;R), given by Lemma [.1. That is to say

Q : s—r(t,x)=r,(X(0;t,2)) exp <—/0 divV (p) (1, X (71, x)) dT)

—/0 div (pDV (p)(s)) (7. X (75, %)) exp <—/ divV (p) (u, X (u;t, x)) du> dr.

Let us give some bounds on r. The representation of the solution (f.16) allows indeed
to derive a L> bound on r. For all ¢ € I, thanks to (V1) and (V4) we get, with

c=C (Hp”LOO([O,TCX—s]XRN;R)>7

[7(®)||pee < I7ollnee” + te“ llplloo (o.q:-wr00) | OV (0) || xga.o0 18| Loe (0.0, 11) -

22



The same expression allows also to derive a L' bound on r(t)
|7 ()| 2 < lrollpae® + e pllgoeo.g:wr) | PV (0) | wyroe 18]l o.4.0.0) -

Now, we want to show that @ is a contraction. We use once again the assumption (V4).
For all s1, 52 € L°(I; (L' N BV)(RY;R)) continuous from the right, we have

|div (pDV () (51— 52))]

L1(RN;R) < C”pHWLl(RN;R)Hsl - 82HL1(RN;R) .

Thus, we get:
1Q(s1) ~ Q52| 11

IN

T
C”p”Loo([;Wl,l)Hsl - SQ”L‘X’(I;Ll) /0 exXp ((T - T)Hdiv V(P)HLOO) dr

IN

cr
(e — 1)HpHLOO([O,TeX—a];lel)HSI - 32||L°°(I;L1) :

Then, for T small enough, can apply the Fixed Point Theorem, that gives us the existence
of a unique Kruzkov solution to the problem. Furthermore, as the time of existence does
not depend on the initial condition, we can iterate this procedure to obtain existence on
the interval [0, Tex —¢]. Finally, as this is true for all ¢ € fex, we obtain the same result on
the all interval Io.

The L bound follows from (F.16). Let T € I and t € I, then for a suitable C' =
C (HPHLOO(IXRN;R))

t
[0 < Irolloac + ol |4 DV @) e [ )]
A use of (V4) and an application of Gronwall Lemma gives
Hr(t)HLl < cCtE Pl oo (7 w1yt Irollpa

where K = K <HPHL°<>(IxRN;R)) is as in (V4).

The L* bound comes from the same representation formula. Indeed, for T' € I, and
t € I we have

t
)] Lo < e |rollp + ol 00 (7: w100 |div DV (p) || /0 (1) || d7 -

Then, the last H’r’(T)HLl is bounded just as above. We get
@)l ee < e lirollpe + Kte* e W haws g o] o g .o -

Finally, we get a W11 bound using the expression of the solution given by Lemma [.1].
Indeed, assuming in addition (V2) and (V4), we get

[Vr < EVrollp + Cte*rolpa

(t) HLl (RN;R) =

t
+E (14 CHE | pll g0 1wz /0 |7(7)||y,2 d7
N |Vrollga + Cte* ro |

+Kt(1+ Ct)e30teK||p||L°°(I’Wl’l)t”7‘oHL1 ”p”LOO(I;Wzvl) :

IA
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Hence, denoting C" = max{C, K||p||y,=(; w11}, we obtain
[r®)llwra < Irollwra (1 +C1)e* + Kt(1+ Cte' rollpa llpllp (rwza) -

The full continuity in time follows from [[[d, Remark 2.4] and (V1), (V4), since r(t) €
WLL(RN: R) implies that 7(t) € BV(RY;R) with TV (r(t)) = Hvxr(t)HLl(RN;R). O

Now, we can address the question of weak Géateaux differentiability of the semigroup
giving the solution to ([L.1]).

Proof of Theorem [2.10. Let o, > 0 with 8 > « and h € [0,h*] with h* small
enough so that 3 > a(1 + h*). Fix po,7o € X,. Thanks to Theorem P.2, we get the
weak entropy solution p € C%([0,T(c, 3)]; X5) of ([LI]) with initial condition p, and p, €
CO([0, T(a(1 + h), B)]; Xg) of (1) with initial condition p, + hr,. Note that

_ In(5/(a(1 + h))) ~ In(1+4h)
c(B) c(B)

and T(a(l + h),3) goes to T'(cov,3) when h goes to 0. In particular, both solutions are
defined on the interval [0, T (a(1 + h*), 5)].

By Theorem P.3, point 2, the sequence <W(t))h o is bounded in L' for all ¢ €
€[o,h~

T(a(l+h),pB)

= T(, B) < T(e, )

[0, T(c(1+ h*),3)]. By Dunford—Pettis Theorem, it has a weakly convergent subsequence,
see [[J]. Thus, there exists r € L1(RY;R) such that

PP

3 —p—o 7(t) weakly in L.

Write now the definition of weak solution for p, ps. Let ¢ € C°([0, T (a(1+h*), )] xRY; R)

[ [ (oo oV (0) - Vag)dsat = o

T JRY
/ / (ph(?tcp + (pnV (pn)) - VW) dez dt = 0.

G /RN

Now, use (V4) and write, for a suitable function € = (p, pp),
Vipn) = V(p) + DV (p)(pn = p) +&(p pn)
. 2

with HE(p7 ph)HLoo(RN;R) < K(zﬂ) <th - p”Ll(RN;R)> - Then,

pV(p) = prV(pn) = (p — pr)V(p) + pDV (p)(p — pr) + (p — pr)DV (p)(p — pr) — pre(p; pn)-

Consequently,

/i /RN [P —hphatcp—i— (%V(p) + pDV (p) (P —hph>

+2 phDV(P)(P — pn) — Ph%) -V

h dedt = 0.
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Using (V4), p(t) € X3 and the estimate on € we obtain for all ¢t € [0, T (a(1 + h*), 5)]:

p—p e(p, p
/ rvxwr\ LoDV (o) — pn) — on "L
RN

< wep) [ (L5 ple=rele) g gy 92t aa,

h h

and since 24~ is bounded in L> ([O, T(a(l + h*),B)); LH(RY; R)) and 22=L(t) —,_o 7(t)

in L, then we can apply the Dominated Convergence Theorem. We get:

A;éw [“M“+VVUO+PDVOﬂ&D-Vwﬂdxdtzo.

That is to say that r is a weak solution to ([L.9) with initial condition r,. As this is true
for all A* small enough, finally we obtain a solution on the all interval [0, T(ca, §)[. Hence
we conclude that p € CO(Is x RY:R) implies r defined on Io. O

In the proof just above, we can not conclude to the uniqueness of the weak Gateaux
derivative as we do not know if the weak solution is unique In particular, we don’t know if
the derivative is continuous.

We assume now that the assumptions (V4) and (V5) are satisfied by V. We want to

show that with these hypotheses, we have now strong convergence in L' to the Kruzkov
solution of ([[.2)

Proof of Theorem B.11. Let a, 3 > 0 with 3 > «, and h € [0, h*] with ~* small enough
so that 8 > «(1 + h*). Let us denote T'(h) = T'(a(1 + h),3) for h € [0,h*] the time of
existence of the solution of ([.]) given by Theorem P.2.

Fix p, € (WL nWZL)(RN:[0,a]), r, € (LN WBLL)(RY;[0,a]). Let p, respectively
pn, be the weak entropy solutions of ([.1]) given by Theorem R.2 with initial condition p,,
respectively p,+hr,. Note that these both solutions are in C°([0, T'(h*)]; L*(RY; R)). Fur-
thermore, under these hypotheses for p, and r,, we get thanks to Proposition B.§ that the
corresponding solutions p and pj, of ([J) are in CO([0, T(R*)]; (W nW2L)(RY; [0, 5])),
condition (V3) being satisfied. Hence, we can now introduce the Kruzkoz solution r €
Co([0, T(n*)[; LY (RY;R)) of ([.F), whose existence is given in this case by Proposition P.9.
Note that, r, being in WL1(RV:R) and p € L*® ([O,T(h*)];Wz’l(RN;R)> and (V2),
(V4) being satisfied, r(¢) is also in WH(RY;R) for all ¢ € [0, T(h*)[ thanks to the Wh!
bound of Proposition P.9

Let us denote z;, = p+ hr. We would like to compare py, and 2, thanks to [[[6, Theorem
2.6]. A straightforward computation shows that zj, is the solution to the following problem,

@%+&vQﬂvamDvmmﬂ):de@Dwmw»,
Zh(O) = po + hr, € Xa(l-ﬁ-h) .

Note that the source term being in C° ( [0, T(h*) [ :L1(RV; ]R)), and the flow being regular,
we can apply to this equation Lemma p.1] that gives existence of a Kruzkov solution.

As in the proof of Lemma f.], we make here the remark that [Id, Theorem 2.6] can
be used with the second source term in C° ([O,T(h*)[;Ll(]RN;R)) and the flow C? in
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space and only C° in time. Besides, we also use the same slight improvement as in the
proof of Lemma p.3, taking the L™ norm in the integral term only in space, keeping
the time fixed. We get, with k, = NWx(2N + 1) HV V(pn HLOO (0T (h*)] xRN R) and Kk =

2N || V2V (pn HLOO(OT(h*)]xRN Ry for some T € [0,T(h*)],

lon — ZhHLoo(I;Ll)
< TeHOT vV (po + hTO)HV(ph) - V(p) - hDv(p)(T)HLOO([O,T(h*)}x]RN;]RN)

T
—I—NWN/ (T_t)eno(T—t) /RN th(t)HLooHvxdiVV(ph)Hdl‘dt
0

x Hv(ph) - V(p) - hDV(p)(T)HLOO([QT(}L*)}XRN;RN)
> [* er div (rDV dz dt
+h /0 e /RN‘ iv (r (p)(r))‘ x
T
+ /0 er(T=t) / (div (V(ph)—V(p)—hDV(p)(r))‘dx dt

X nax {18 ®) e O } -
Then, setting C' = C () and K = K(23), we use:
e the bound of p and pp in L given by Lemma
o)l < lpolle”® < B and  [|pa(®)||ge < llpo + hrollpce”” < B;
e the properties of V' given in (V1) to get
[V div V(pn)| (R, xrNr) = ¢ and V2 div V(ph)HLOO(I;Ll(RN;R)) <
e the property (V4), respectively (V5), to get
IV(or) = V(6) = ADV (5)() | gy
< K <||Ph - PHioo(I;Ll(RN;R)) + |lpn — ZhHLOO(I;Ll(]RN;]R))) , respectively

Hdw (V(pn) = V(p) = hDV (p)(r)) HLOO(I;Ll(RN;R))
< K (llon = plitee sy + lon = znloeraagnsy)

e the property (V4) to get

|aiv bV () ®)]| , < K lrllwralirips -

Gathering all these estimates, denoting C’ = NWy (2N + 1)C, we obtain

lon — ZhHLoo(I;Ll)
< TC'T (TV (po + hro) + NWNCTﬁ) K <th — p||]2:loo(I;L1) + |lpn — ZhHLoo(I;Ll))

C/
+h2KTe THT”LOO([;WL:[)”T”LOO(I;L:L)

- (6 + hsup Hr(t)HLoo) TeCTK (th — pllioernry + llon — ZhHLOO(I;L1)> :
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Then, dividing by h and introducing
F(T) = KTeC'T [Tv (90) + R TV (o) + NWNCTB + 3 + hHr(t)HLOO} ,

we obtain

Note that Fj, is a fuPction that vanishes in T = 0 and that 7depends also on p,, 7, and h.
Hence, we can find 7' < T'(h*) small enough such that Fj,«(7T") < 1/2. Furthermore, Fj,(T")
is increasing in h consequently, h < h* implies F}(T) < Fp+(T). Noticing moreover that

Ph—p
h

Ph — Zh
h

Ph — Zh
h

< EFR(T)

lon — PHLoo(I;Ll)

+l

L°°(I;L1)]

Lo (I;LY) Lo (I;LY)

+hETe" ||| oo rowrny 7 oo 1.0y -

‘ %HL L) has a uniform bound M in h by 2. in Theorem .3, we get for ' < T
}‘Ph—ﬂ_ _ }‘ph—Zh
2l A L (ILY) 2l b e

M »
< S llen = pliyee () + hETe Irligoe . wray 17 oo (:p.0y -

The right side above goes to 0 when A — 0, so we have proved the Gateaux differentiability
of the semigroup S for small time. Finally, we iterate like in the proof of Theorem P.9 in
order to have existence on the all interval [0,7'(h*)]. Let T7 be such that Fp«(T1) = 1/2
and assume 77 < T'(h*). If we assume the Gateaux differentiability is proved until time
T, < T(h*), we make the same estimate on [T},, T}, +1], Tp,+1 being to determine. We get

lon = 2hllyee (i, 70 00)50)
< (Tpgr — T)eC" Tonr=To) (TV (py(T3,)) + NWNC (Tri1 — Tn))
2
xK (HPh - p”LOO([Tn,TnH];Ll) + llpn — 2hHL°°([Tn,Tn+1};L1))

+h2K(Tn+1 _ Tn)ec (T7L+1_Tn)HT||LOO([T7L7T77,+1]§W1’1) ||T||L°°([Tn,Tn+1} L1)

)

+ (ﬁ +h sup Hr(t)HLoo> (Tt — Tp)eC' @oir=T)

[ ns;Ltn41
2
xK (HPh - p”LOO([Tn,TnH];Ll) + llpn — 2hHL°°([Tn,Tn+1};L1)) :
Then, we divide by h and we introduce, for T' > T,
Fpn(T) = K(T —T,)e¢ T [(Tv (po) + R TV (r,))eCT + BC'T,,eC T

FNWNC(T —T,)3+B+h sup  |r(t)]|p
[TnyTnJrl}

We define T;, 41 > T, such that F}, ,(Th41) = % This is possible since F}, , vanishes in
T = T,, and increases to infinity when 7' — oo. Hence, as long as T),11 < T'(h*), we get
Ph =P
h Lo (T Ty 41 LY)
< KMlpn = pllyee iz, 1000

+2hK (T 41 — Tp)e Tt =T) 17 lwee (11 1) Wy 17 Lo (10 1110 -
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The next question is to wonder if ( ) goes up to T'(h*). We assume that it is not the
case: then necessarily, F}, (7, n+1) = 0, since Ty,11 — T, — 0. This is a contradiction to
Fyn(Thyr) = 1/2.

Consequently, T, =3 oo and the Gateaux differentiability is valid for all time t €
[0, T (h*)]. Then, making h* goes to 0, we obtain that the differentiability is valid on in the
interval [0, T (v, B)].

It remains to check that the Gateaux derivative is a bounded linear operator, for ¢t and
po fixed. The linearity is immediate. Additionally, due to the L! estimate on the solution
r of the linearized equation ([[.7) given by Proposition P.g, we obtain

IDS1 (o) (o)l = [[r(B)][ga < ™t ey s

so that the Gateaux derivative is bounded, at least for t < T < Te. O

5.4 Proofs Related to Sections ] and [

Proof of Proposition [3.1. Note that v(p) is constant in x, hence divV(p) = 0,
and (A) is satisfied. Besides, we easily obtain |0,V (p) =0,

|o2v =0 and

HLOO(]R;]R) = p) HLl(R;R)

p) HLl(R;R)

|V (p1) = V(p2 HLOO(RR) < HU/HLM(R;R) lp1 = p2llys gy -
Haxv(pl 8 V /72 HLl(RR) = 07

so that (V1) is satisfied. Similarly, 92V (p) = 0 and 92V (p) = 0 imply easily that (V2)
and (V3) are satisfied.
We consider now (V4): is v is C? then, for all A, B € R,
1
v(B) = v(A) + v (A)(B — A) —1—/ v (SB +(1- s)A) (1—-3s)(B-— A)2 ds
0

Choosing A = fol p(&)d€ and B = fol p(&)dg, we get

U<Aﬂma%>—v<1fmadﬁ-w/<[?@wﬁ>%f@—pM@dg

LOO
1 ~
< Sl lellp— ol
and we choose K = ||v"|| . DV (p)(r) = ' (fo d§> fol r(§)d¢. Condition (V4) is
then satisfied since there is no x—dependance, SO
V() = V(o) = DV(p)(p = p)|[weee = V(B =V(p) = DV(p)(5—p)|1

IN

1 -
S 10" 17 = plIEs -
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Similarly, |DV(P)(7’)HW2,O<> = HDV(p)(r)HLoo < HU/HLOOHTHL;L. Finally, consider (V5):
_ 1 1 , 1 1
div [ (/0 p(£>d5> v (/0 p(&)dg) v (/0 p(£>d5>/0 (- (©de|| =0,
Ll
1 1
div (v ( / p(£>d£> / r(é)dé) ~0.
Ll
Concluding the proof. d

Proof of Proposition [{.1. The proof exploits the standard properties of the convolution.
Consider first (V1):

IVaVOllge = [l Iollie IVamllgs 17 + 0l Va0
< Cllplg),

VeVl < ol a1+ ol I Varllg)

[v2veo)|| . < Ivllwes I1Flwes

2 2
x [1 + ol IVamliEa + llplleas [ V2|, +2Mole Vol

Cllplye-)
H”/HLOO [Tl e [1nllzee lor — p2llpe s

IA A

V(1) = V(p2)|| 0
V2 (V1) = V)|

Then, we check (V2):

- [Vl [Tl w.oe [1llwra (24 1Venllps llorllpe) lor = p2lps-

V2V . < 2vlwes 1lwes

2 2
< (1 DB o + Dol [ V28], + Dol 9l )

Entirely analogous computations allow to prove also (V3).

Consider (V4). First we look at the Fréchet derivative of V(p): v being C2, we can
write, for all A, B € R,

1
v(B) =v(A) + V' (A)(B - A) + / v'(sB+ (1 —s)A)(1 —s)(B—A)?ds.
0
If we take A = pxn and B = j %, then we get, for p, 5 € L}(RV;R)

1 ~ —
< Sl Il 17 = AT lIT e

(v(Gem) =v(psm) = (o) ((5—p) n)) T )

and

va {(v(ﬁ*n)—v(p*n)—v’(p*n) ((ﬁ—p)*n))ﬁ}

Loe
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3 2 ~ 2 —

< o g IRy 17 = Pl 17wy
1 2 S
5 1 e N Il e Nl 17 = ol 1 e
Vi [(v(ﬁ*n)—v(p*n)—v’(p*n)((ﬁ—p)*n))ﬁ}
LOO
~ 2 2 2 ~ 25

< ||| 17 = ol Il VanlEa (ol + 17l)? 1700

~ 2 2 ~ -
20|15 = plEa s (1ol + 17llge) IV7la [

1 ~ 2 2 —
+5||o @ 15 = s e (ol Inlhvwz + 1) (e
~ 2 2 —
][0 [l 17— U172 0 [ 2. -

Then, DV (p)(r) = v'(p*n)r*no.
In order to satisfy (V4), we have also to check that the derivative is a bounded operator
from C2 to L'. We have,

DV (0)(r)|| [0 e 17l [Tl gee 17l
V2DV ()|l < Iollwaz o 1Tl [l wrce (24 lollpoe Inllwra) I7llge s

V2oV )| < IvlweslnlliweTlwa
x (44 5ol Inllwzs + 013 9002 ) I7le
Finally, we check that also (V5) is satisfied:
div (V(5) = V(o) = DV(0) (5 - p)|

1 N .

vl llp = PlIEa Ll w18l (3 + llolle Inllwra)
Jdiv DV () ()] 1.

Hdiv (W' (p*n)r * nﬁ)HLl

[vlwze Inllwra 1Tl waee (24 lollgee I Vanlips) 7l

IN

Ll

IN

completing the proof. O

Remark 5.4 The above proof shows that condition (B) is not satisfied by ({.10). Indeed,
here we have that C grows linearly: C(a) =1+ «. Hence, with the notation used in the
proof of Theorem R4, for aq > 0, we have

n n

1 Y1 ] Mt ] o
7/ —dt§2/ 7dt§/ —dt
Ltogtr Jo, —Jo, (1+1) o (L1

n
> Tlak, arg) <

k=1 k=1

and the latter expression is bounded. This shows that, in the case of ({{.10), the technique
used in Theorem does not apply.
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