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Abstract

This paper presents an approach to intelligent
information retrieval based on genetic
heuristics. Recent search has shown that
applying  genetic models for query
optimisation improve the retrieval
effectiveness.

We investigate ways to improve this process
by combining genetic heuristics and
information retrieval techniques. More
precisely, we propose to integrate relevance
feedback techniques to perform the genetic
operators and the speciation heuristic to solve
the relevance multimodality  problem.
Experiments, with AP documents and queries
issued from TREC, showed the effectiveness
of our approach.

Keywords: Information Retrieval, Genetic

Algorithm, Relevance Feedback

1. INTRODUCTION

With the proliferation of the World Wide Web anatidespread
use of web search engines, the number of userlgsodif IR
systems grows and the information collections bexaider and
more heterogeneous. Therefore, it becomes morécudiffto
retrieve relevant information.

Several researches continue to deal with this problThe
technique commonly used is automatic query expansiod
reweighting via relevance feedback [23] [22] [14]15]. In
situations where there is no relevance judgememsgugo
{ele]vance feedback technique is used to expandsivequery (7]
21].

Pseudo relevance feedback is based on the assantpéiba set
of the top retrieved documents are relevant. This,retrieval
performance depends on the quality of the initedreh. Pseudo
relevance feedback seems capable of both imprauinighurting
performance for different queries [20]. everal otlséudies in
query improvement were based on hybrid technigsaguneural
approach [29] [23] [3].

Recently, there has been a growing interest in applgenetic
algorithm to handle the process of IR. Genetic dligas have
been shown to be powerful search mechanism and sedme
suitable in IR for the main following reasons [27]:

— The document space represents a high dimensipaaksAs
genetic algorithms have been shown to be powerdakch
mechanisms due to their robust nature and quickclsea
capabilities, they seem to be suitable for inforaratretrieval.
Thanks to their inherent properties of implicit @li&elism, GA
could perform the search in different regions @& ttocument
space simultaneously.

— Contrary to the classical retrieval models, the Ganipulates a
population of queries rather than a single quemchEquery
may retrieve a subset of relevant documents thmbeamerged.
We believe that this is more efficient than usinigilaclimbing
search based on a single query.

- The classical methods of query expansion manipelath term
independently of each other. But several experimdratge
already shown that the terms occur in the docun@ntgoups.
The GA would contribute in this case to preservefuls
information links representing a set of terms odagrin the
relevant documents.

- The classical methods of relevance feedback areefficient
when no relevant documents are retrieved with rtitel query.
In contrast, the probabilistic exploration induceyd the GA
allows the exploring of new zones in the documepdcs
independently from the initial query.

This paper presents our GA approach to query ogditiein. The
GA model we propose is characterised by:

—Using a population of query niches [9] that expl@e&veral
directions in the document space; we believe thiatallows the
exploration mechanism to retrieve documents witfiedint
descriptions in response to vague queries.

—Improving the genetic operators with relevance leet
techniques.

- Integrating virtual individuals in the populatiomirihg the GA
evolution.

Section 2 describes an overview of genetic algmsthin IR.

Section 3 presents the query optimisation modealegcribes the
query optimisation process and presents the maanacteristics
of the GA. Finally, experiments performed on doeuts issued
from TREC [28] program and discussions of the resalts

presented in the last section.

2. OVERVIEW OF GENETIC
ALGORITHMSIN INFORMATION
RETRIEVAL

Genetic algorithms [8] are stochastic optimisatioethods based
on principles of evolution and heredity. A GA maims a
population of potential solutions to a given opsation problem.
The population is renewed at each generation usitly a fitness
measure to evaluate the individuals and genetistoamations to
reproduce the fittest ones.

The general theory of GA proves the main following
properties [9]:

Implicit parallelism

When manipulating an n size population, GA explores
simultaneously a number of directions runningto n
Resolution of exploration/exploitation dilemma

The genetic programming resolves efficiently
exploration/exploitation dilemma by allowing an exgntially
increasing number of copies of the fitter indivibualherefore,
encouraging exploration in good directions.

the
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2.1. An abstract GA

The abstract GA contains the following basic steps:

. Set the initial population P&

1. Compute the fitness of each individual

2. Select parent sets

3. Produce the children of the selected parent sets
4. Check the termination condition
S
6

o

if true then output the best individual analst
. Reduce the extended population
. Goto step 1.

- Nichin
DespitcgeJ no formal description, we believe that rievance
function is multimodal in the sense that relevantudnents
corresponding to the same user query ma
different regions of the document space an
some different descriptors.
According to this assumption, we use the nichinglagical
technique [9] in order to explore the document ephy
encouraging the reproduction queries in differen¢aions
rather than reaching a unique optimal query whangua
classical genetic exploration.

be located
thezethave

- Restrictive application of enhanced operators
Relevance feedback is an effective technique comymonl

used in information retrieval [15] [19] [21] [3]. Reer than

The children of each generation are produced usgigction,
crossover and mutation operators [8.

Several studies have suggested the use of hesristianprove
the control on the genetic exploration. We notehimg and
speciation techniques [9] knowledge based operatwisadaptive
control methods [12] [25].

using blind genetic operators, we propose enhamcess,
which aim to expand and reweight individual quetising
the relevance user’s judgements.

Furthermore, these operators are applied in the sache in
order to renew it and measure the goodness of eéhecls
direction it represents.

- Initial population .
The initial population is not randomly constructdd.is

2.2. Related worksin GA and IR

composed of the user’'s query and the descriptorthef

relevant documents retrieved at the initial seant¢hno

The development of scheme theory invented by Hdl[d®] and
some theoretical studies in GA [1], have attradeiéntists from
several research areas. Some works and studiebbauaedone in
the IR area and we discuss a selection of thesavbelo niche.
Gordon [10] adopted GA to derive better descrigioof Notations
documents. Each document is assigned N descriptpnesented 1

by a set of indexing terms. Genetic operators agldvance N
judgement are applied to the descriptions in oradild the best t
document descriptions. The author showed that thep@duces g

better document descriptions than the ones gemkeragethe i,
probabilistic model. Redescription improved the treéa density d

of co-relevant documents 139, 74% after twenty generations an@:’
56,61% after forty generations. Gordon exploited theselts and ggds)
defined a classification method [11] based on elsy the p®
relevant documents for a specific query. Dy

Yang & Korfhage proposed a GA to query optimisation Dou(fj{L
reweighting the document term indexing without guexpansion Egﬁ)(g)
[31]. They used a selection operator based onchastic sample, rsv(q,p)

a blind crossover at two crossing points, and asital mutation Nb_Niché”

to renew the population of queries. The experimshtsved that Niche-Size
the queries converge to their relevant documentsr afix o™
generations. . . N

Chan proposed a hybrid genetic and neural netwaskddaystem Average_Fit(\)
called GANNET [6]. This system performs conceptimjgation

for user selected document using GA and uses tlienispd

concepts to perform concept exploration in a Hdgpfiaet
representing related concepts. The retrieving mocecyclic and

relevant documents are retrieved at this stagepreeess
adhoc feedback.
All the individual queries are initially grouped the same

Total number of stemmed terms automatically exésdétom the documents
Total number of documents

ith term

Number of documents containing term t

jth document

frequency ofitin d

term weight of tin ¢

query individual u at the generation (s) of the GA
weight of the term i in ¢

Population at the generation (s) of the GA

set of relevant documents retrieved by Pop

set of non relevant documents retrieved bypop
the L top documents retrieved by, Q

assumed local RSV of the document D in the nicta thie generation (s) of the GA

assumed global RSV of the document D at the geoaré) of the GA

Retrieval Status Value of the document D when sttingithe individual query @
number of the niches at the generation (s) of the G

size of a niche

the min number of common documents retrieved byigs®f the same niche

jth niche at the generation (s) of the GA

size of N©

average fitness of ¥

Jaccard measure

is done in two stages. The first stage is the qunaptimisation; 3.1 The query optimisation process

the GA manipulates input documents and their aatedti
keywords to generate an initial set of optimiseshospts. The
second stage is the concept exploration, the sebptimised
concepts that are included

The general query optimisation procesdone as follows :
in GA for the next cpncél-- Submit the initial query and do the search

optimisation. This process is repeated until thisreo further 2. Judge the top thousand documents

improvement.
Kraft & al apply GA programming in order to improvhe

weighted Boolean query formulation [18]. The docutaeare Repeat

3. Build the initial population

viewed as a vector of index terms. A weighted Baolgaery is 4. For each niche of the population

represented as chromosome in Koza's genetic mddgl [The
goal of the GA is to modify the query in order toprove the

search performance in term of recall and precisitmeir first _ Endfor

do the search
build the local list of documents

experiments showed that the GA programming is eiahkthod 5. Build a merged list

for deriving good queries.

Renew the niches

Judge the top fifteen documents

3. THE QUERY OPTIMISATION MODEL

Our GA model handles the process of query optingisathus it
aims to reach optimal or near optimal queries wiuchduce the
best outcomes of the system, according to thequsany.

The main characteristics of our GA model are sursedrin the
following :

Repeat
p

6.
1.
8. Compute the fitness of each individual query
9. for each niche N of the population

arentl= Selection
parent2= Selection
Crossover (Pc , parentl, parent2,son)
Mutation (Pm , son, sonmut)
Add_Niche (sonmut®&?

Until Niche_size (IF*) = Niche_size (I¥)
Until a fixed number of feedback iterations
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3.2. Description of our GA

The following section presents the details of th& Bocessing
the query optimisation

3.2.1. Individual, Niche and population

- Individual
In our approach, the genetic individual is a qué&sgchgene
corresponds to an indexing term or concept. Itae/aklocus is
represented by a real value and defines the impaetaf the
term in the considered query. Each individual repnéing a
query is of the form :
. . Qu (qulr QJZP"!QJT)

Initially, a term weight can be computed by any rgqueerm
weight scheme ; it will then evolve through the g&tions. In
our case, we used the following formula :

(1+Iog(tfui))*log(%)

\/21:1((1+|Og(tfuk))* |Og(%))) 2

Qui=

- Niche
A niche is a set of individual queries exploringanpotential
region of the document space. The theory of gensthing
technique [9] shows that the exploration processcaliers
relevant regions using different directions, thatwe name
parallel and cooperative query search. We define theconiche
operator,(i.e. queries belonging to the same niahddllowing :

[ Q9 5yQ°] = [(Do¥ /L) n (Do /L) > Coniche_Limit]
2

The size and the structure (individual componeotshe niche
evolve at each generation due to both the retripkatess and
genetic transformations. Furthermore, we can nloé niches
are not inevitably independent.

- Population

The population is renewed at each generation. ftados the
whole niches build according to the expression g@dling a
virtual query wich represents the best terms netdeat the
corresponding feedback iteration, and the fittesdividual
query of the latter generation.

- Crossover

The crossover is applied to a pair of individualsttare selected
in the same niche, according to the crossover |ibtyaPc.

We define a crossover based on term weight, witltnossing

point. It allows modifying the term weights accarglito their

distribution in the relevant and in the non-reldvdacuments.

Let us consider and Q¥ two individuals selected for
crossover. The result is the new individugPQiefined as :

QJ(S)( Qul(s), Ouz(;)y ey QIT(S)) Q/(S)( qu(S).gvz(s). ey QT(S))

Q5+1( Qpl(s+1), %t(5+1),

) %T(s+l))

(s+1)— () q.(s

q i = Max (qJ ) i ))

if importance ?tID <3)“2 importance {t Dn®)
Min (g, ;) otherwise

We defined :importame(ti,D):Zdji

dj0D

In other words, if the weight of term ih the set of relevant
documents is higher than its weight in the set @i-relevant
documents, this term is retained as significant #edhighest
weight among (¢ , ) is assigned to this term in the new
query Q(s+1). Otherwise, the lowest weight is assigned to it in
the new query.

- Mutation
This consists essentially of exploring the termsuodng in the
relevant documents in order to expand and/or reweibe
query selected for the mutation [25]. Let us coesi@,® as the
selected individual query and™.as the set of terms from!B)
the relevant documents retrieved at the last gépaeraf the
GA. The mutation will alter genes of the selectedividual on
the basis of the ® terms and on the probability Pm . The
Lmut® terms are sorted according to a score value cablias
follows :

dii

GjuDr(9

Score(ti)=
g

The mutation operation is done as follows :

1.
2.

3. q,¥ = average(¢¥)

3.2.2. Fitness function

The fitness function measures the effectivenesa afuery to
retrieve relevant documents at the top. It is compuwising a
formula built on the Guttman model [13] :

J(QY,dr)-3(Qy,dnr)
Fi tness(Q<3>) =1+ drODr,dnrODNr

Y J(Q,dr)-J(QY,dnr)
arkdbr

4

The most favourable feature of the Guttman modsttion is that
it is highly correlated with the standard goodnessasure in IR
that is average precision [2].

3.

At each generation of the GA, the system presenthd user a
Iik|1nited list of new documents. These documentssatected from
t
population, using a specific merging.

The merging method we propose runs in two stepghénfirst
step, a ranked list of documents is obtained fraoheniche of the
population by computing the following relevance swe :

3.2.3. Genetic operators

The genetic operators defined in our approach ateckassical
ones. They have been adapted to take advantageclufiques
developed in IR. Thus, we qualify them as knowledgesed
operators. Adding to this, they are restrictivelyplied to the
n;c?]es and so do the population size varying dutfiregevolution
of the GA.

- Selection
The selection procedure is based on a variant ef ubual
roulette wheel selection [9]. It consists esselytiaf assigning
to every individual of the population a number opies in the
next generation, proportional to its relative feae

For each term in Lmut®
If (random(p)<Pm) then

. Endif
. Endfor

random(p) generates a random number p in the [@ngdé¢ The
average function is computed as follows :

:
2%
i

average (§%) = = —,

nqt

where 1, is the number of ¥ # 0 in Q.

2.4. Merging method

e whole ones retrieved by all the individual ge®rof the

Re{(D)=rir

N

ZRS\/(Q(S),DJ-)

Qo

In the second step, the local lists of documentsesponding to
the different niches of the population are merged & unique list
using the rank formula :
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limit value fixed in the definition of the conicheperator.

ict e(s) - . .
- ] ) Therefore, the first experiment has been perfortagavarying
Rd (D))= ZAverage_Flt(N<§)*Rel QD) both initial population size and coniche limit vefu
i=1
) 1 ) Iter 1 2 3 4 5 6
Average_Fit(N®)=—" ZFltn&es(Q@) P 5=2
‘ NG &N cL
u 3 94(94) | 62(156) |40(196) |59(255) |48(303) | 45(348)
: . 9 91(91) | 60(151) |40(191) |56(247) |42(289) | 48(337)
The main feature of the relevance measure fornsilthe use of| |- 91(91) | 60(151) |40(191) |51(242) |53(295) | 44(339)

the fitness value of the niches in order to adjustglobal ranking
value of the output list of documents. Thus, ragkamder given

by the fittest niches is more considered when Ingldthe C—SL:4

outcome list of documents. 3 100(100) | 43(143) | 48(192) | 45(237) |38(275) | 40(315)
9 100(100) | 43(143) | 50(193) | 45(238) | 38(276) | 32(308)
15 100(100) | 43(143) |50(193) |40(233) | 45(278) | 35(314)

4. EXPERIMENTSAND RESULTS

4.1. Experiments

The experimentswvere carried out on AP Documents withl
queries issued from TREC program. They were rumgushe
Mercure IR system [3] that process the search usiegpreadin N . .
activation tec%lmique[. ] P gp 9 Table1: Effectsof the GA parameters initial population size
The main goal of these experiments was to evaluhte and coniche limit

effectiveness of our GA model for IR. More pregselve

measure the effects of the initial size of popolaticoniche limit values represent number of relevant documents retrieved at iteration and

value and knowledge based operators comparingbNitl ones.  the yajyesin parentheses represent cumulative total number of documents
The basic experimental conditions are the following retrieved

- There are fifteen (15) judged documents as commaosdy in
relevance feedback works [15] [24].

P
C
3 102(102) | 40(142) | 40(182) | 44(226) | 37(263) | 31(291)
9 102(102) | 40(142) | 42(184) | 43(227) | 41(268) | 28(296)
&5 102(102) | 40(142) | 43(185) | 45(230) | 48(278) | 33(311)

. ] ' Table 1 lists the number of relevant documentsenstd at each
- The number of feedback iterations has been fixebl &ach feedback iteration and the cumulative total numbkrelevant

feedback iteration corresponds to the judgementth® q,cyments retrieved by that point for initial poation size {2
fifteen(15) documents selected from those retridweed new 4, 6} and coniche limit {3, 9, 15}. The table shows also the

query generation of the GA. variation of the population size and the numberpopulation
niches during the evolution of the GA.

- The values of the crossover and mutation probgbdite We notice that for the same initial population sittee coniche
respectively fixed at 0.7 and 0.3. The values &i@sen after limit value has not a great effect on the resule think that
prior experiments [4]. because of the limited number of judged documehésstructure

- The niches are delimited by computing the comm Ethe niche does not vary widely and so it recgllge the similar
documents on the top fifty selected by each imttial query. documents at the top list. . . o

In contrast, it can be seen that the initial popotasize is a
determinant factor in the retrieval process. Weigpaarly notice

- The coniche limit value is fixed as a proportiortld number that the retrieval performances decrease for istmgainitial
of judged documents. population sizes. This supports the idea that gelayopulation

size induces the multiplicity of retrieval direai® due to the
variation of the number of niches.
4.2. Evaluation method The setting highlighted show that the best resarésobtained for
initial pop size equal t® and coniche limit equal t8. We
Because of the multiple iteration aspect of thedeand the useretained these values for our algorithm for the aiming
of relevance judgement, the results reported imptyeer are basedgyperiments
on a residual ranking evaluation [5]. This methedused to '
evaluate the effectiveness of relevance feedbackads. In this
method, all the documents previously judged areokextd from
the document rankings produced by both the ingiary, which | '€ 1 2 3 4 5 6
corresponds to iteration O in our algorithm, ane teedback[withGA | 94(94) | 62(156) | 40(196) | 59(255) | 48(303) | 45(348)
query, which corresponds to iteration 1 in our &tgm.
Precision and recall are computed for these and fbe both | NOGA 71(71) | 78(149) | 50(199) |31(230) |38(268) | 33(303)
residual lists of documents. In the case of mudtipération, the
comparison is done in the same way between theluasi Table2: Resultsfor GA vs. No GA retrieval process
documents retrieved at iteration (i) to the residdacument '
retrieved at iteration (i+1). This tells us how rhuee gained by

doing the next iteration of the GA. Table 2 compares the results using no GA and u€iAgfor
. . different iterations. We notice that with GA, theal number of

4.3. Results and discussion relevant documents aftériterations is much higher than using no
GA. More precisely, in order to show the effects GA
4.3.1. Effects of the GA parameters : processing on the system outcomes at each gemerat® plot

histogram presented in figure 1. A bar above tlais-indicates

. . . . A that the GA processing outcomes a greater numbeelevant
Initial population size, coniche limit documents at the corresponding generation. In ashta bar
below the x-axis indicates that No GA processingcomes a

It is well known in GA literaturg8][9] that the population .Sizegreater number of relevant documents at the coorelipg
has an important effect on the results of the germgttimisation fseqback iteration.

process. ) _ o
In the case of our approach, the population siz¢hef individual
gueries increases from an initial value, accordimghe coniche
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Difference in the number of
relevant documents retrievel

Iter

Figurel: Comparison of the effects of GA and NoGA on the

system recall

We notice that for the first iteration corresporglino the
processing of the initial population in the caseGd\, the bar is
high and above the x-axis. In one hand, this shaihe positive
effect of the method performed to construct thigainpopulation.

In other hand, this allows us to explain the negathange in the

two succeeded iterations (2 and 3). Indeed, asngworiant
number of relevant documents are retrieved at itlse iferation,
the followed iterations did not perform better. Hawer, the GA

processing recall a greater number of relevant mhecs than No

GA processing at all the other succeeded iterations
4.3.2.Effects of the knowledge based operators

Table 3 compares the results of the GA using tteevedge
based operators and the blind ones.

Iter 1 2 3 4 5 6
Knl.Op | 94(94) | 62(156) | 40(196) | 59(255) | 48(303) | 45(348)
Bld.Op | 91(91) | 43(139) | 36(169) |40(209) |27(235) | 30(266)

Table 3 : Resultsfor knowledge based operators vs. blind
operators

We clearly notice that the knowledge-based opesatme more
effective than the blind ones. This supports otwiiion behind
the interesting use of information retrieval tecjuds when
performing the genetic transformations on the iithlial queries.

4.3.3. Effects of the merging method

The merging of the whole documents selected by tladl
individual queries of the population is an impottaperation in
our GA. Indeed, despite a good recall value foruthmn of the
local lists corresponding to the niches, the meygmrethod could
decrease precision in the top rank outcome lisartter to check
this, we performed an experiment using a classmatging
method based on the average RSV at both first arwhdestep of
the method defined above.

Iter 1 2 3 4 5 6
Mrg.

based on | 94(94) | 62(156) | 40(196) | 59(255) | 48(303) | 45(348)
fit. val

Mrg

basedon | 91(91) | 71(162) | 50(212) | 41(253) | 47(300) | 40(339)
rank. val

Table4. : Effect of the merging method

Table 4 compares the results of the GA merging atstlusing at
the second step formula based respectively onstnalue and

and Management CIKM ,Washington 7-9 November 2000

rank value. The table shows that the merging foanhdsed on
fithess value produces fairly better results thare dased on
average rank value. The results might be improwedsing more
suitable ranking formula, probably by revising ttemtribution of

the fitness value of an individual query when cotimmu the

ranking of the corresponding retrieved documents.

5. CONCLUSION

In the study presented in this paper, we invesigatys to
improve a GA for query optimisation. The resultsgented prove
the effectiveness of our GA approach to improvegbdormance
of an information retrieval system. We mainly foedson the
interesting use of niching technique to recall vate documents
at various regions of the document space and kmigsldased
operators to guide the retrieval process by exphpieffective
retrieval techniques. In future, we would like terform further
experiments in several directions. First we aindéwelop a better
merging algorithm and perform adhoc feedback usingreater
number of GA iterations. Our next goal is to use approach on
very large collections in order to make a globamparison
between the several GA parameters.
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