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ABSTRACT

The authors are developing multi-criteria Decision-making support systems (DMSS) for project teams in charge of 
selecting a technical solution among alternatives. They propose a cybernetic framework to emphasize the link 

between decision-making (DM) and knowledge management processes in such projects. These DMSSs rely on the 
tracking of the accompanying knowledge production of long-term decisional processes by a collective with many 
actors. Based on knowledge-production management, this paper explains how to design decisional risk evaluation, 
monitoring and control aids and traceability functions for strategic choices and logical argumentation. The DMSS is 

seen as a recommender system for the project manager. Each possible solution involved in the decision-making 
process (DMP) is evaluated by means of a set of criteria. The evaluation results from an interpretation of the 

knowledge items in terms of satisfaction scores of the solutions according to the considered criteria. Aggregating 
these partial scores provides a ranking of all the possible solutions by order of preference. As criteria are sometimes 

interacting, the aggregation has to be based on adapted operators, i.e. Choquet integrals. Evaluating possible 
solutions by the knowledge contained in the knowledge base (KB) opens the way to automating the argumentation of 
the project team’s decisions: the argumentation principle underlying this approach is based naturally on coupling a 
knowledge dynamical management system (KDMS) with the DMSS. The DMSS also evaluates the decisional risk 
that reflects the eventuality of a wrong selection due to the insufficiency of available knowledge at a given time in 

order to adopt a reliable solution. Decisional risk assessment corresponds to sensitivity analyses. These analyses are 
then exploited to control the decisional risk in time: they enable to identify the crucial information points for which 
additional and deeper investigations would be of great interest to improve the stability of the selection in the future. 
The knowledge management of a collective project is represented as a control loop: the KDMS is the actuator, the 

risk accompanying the decision is the controlled variable and is strongly linked to the entropy of the KB managed by 
the KDMS. Each of the three phases}intelligence, design, choice}of the DMP is identified to a function of the 
control loop: actuator, process and regulator. This cybernetic framework for decision has its origin in knowledge 

management activities for a great-scale project}the EtLD1 project of the French Atomic Commission (CEA) that
concerns the management of high-level long-life radioactive waste in France.

KEY WORDS: decision-making support system; multi-criteria analysis; knowledge engineering; argumentation;

elucidation; decisional risk; Choquet integral aggregation

1. DECISION-MAKING IN AN
ORGANIZATIONAL CONTEXT

A critical examination of actual decision-making
(DM) shows that a decision is not a precise, clearly
identifiable act. Decision-making is a process: it is
constructed, negotiated and follows a sinuous path
over time (Paschetta and Tsoukiàs, 2000; Roy,
2004). According to a first rational model often
associated with operational research, the decision

*Correspondence to: LGI2P, EMA - Site EERIE, Parc
Scientifique Georges Besse, 30035 Nı̂mes Cedex 1,
France. E-mail: jacky.montmain@ema.fr
1EtLD means Entreposage de très Longue Durée. This
project concerns the management of high-level long-life 
radioactive waste in France.



should be the result of a comparative selection
among various possible solutions. The decision
makers and their advisers should carefully assess
the risks and probable outcomes of each option,
weigh their advantages and drawbacks, and
ultimately select the most cost-effective solution.
In terms of rational calculus, this analysis postu-
lates the existence of a single actor who acts
according to a hierarchy of preferences ordered
according to their utility. This attractive theore-
tical model completely ignores the organizational
aspects that are often implicit in the decision-
making process (DMP).

Let us consider the specifications regarding the
organizational decision. They were initially intro-
duced by the economist and Nobel prizewinner
H.A. Simon (1991). The specific characteristics of
a DMP are:

* Knowledge acquisition and processing are
probably a more crucial problem to achieve
the right decision than the search for an
apparently optimum decision. Indeed, the
available information is generally incomplete
and/or contradictory. The decision maker does
not have a comprehensive knowledge of the
situation, hence the term ‘bounded rationality’
used by Simon (1991). The latter opens a major
field of investigation and implies that the
dynamics of the decision process cannot be
ignored (Simon, 1991, 1997). The idea is to
improve the way humans use their reasoning
and information-processing capabilities
through adequate information processing and
reasoning procedures.

* The bounds on knowledge of facts and hypoth-
eses are due to the constraints of the organiza-
tion, which selects or favours certain scenarios
according to its own interests. In this case, the
aim of a decision-making support system
(DMSS) is to support the traceability of
strategic choices and logical argumentation
and develop models and methodologies that
are compatible with cognitive modes used by
human beings when confronted to a complex
situation. Learning and DM are two strongly
linked activities of these cognitive processes.

* Finding an optimum solution is irrelevant when
several actors with different cultures and inter-
ests and many evaluation criteria are involved.

Indeed, there is a multiplicity of different
overlapping, superimposed and conflicting ra-
tionalities (Sfez, 1992). To the same decisional
situation can be associated several interpreta-
tions and several satisfactory decisional strate-
gies depending on the point of view and the
interests of the actors involved. The notion of
an optimum solution is generally unrealistic,
whereas achieving a consensus becomes a
crucial issue in group DM, that is why
argumentation is a basic functionality for a
relevant DMSS.

* Simultaneous information availability in the
whole organization and in time is nearly
impossible. Solving delegation and co-ordination
problems lead to serious difficulties: that is why
the different phases of the DMP are not
presented as a linear sequence but as a process
with multiple possible loops. Thus, intelligence
(information), design (representation), choice
(selection) and review (revision) necessarily over-
lap in a looped DM process unlike the sequential
process outlined (Figure 1 upper part).

* Multi-criteria analysis is more realistic and
clearer to the decision-maker and thus contri-
butes to the understanding of the decisional
situation. In Simon’s bounded rationality model
(Simon, 1997), the manager is naturally inclined
to adopt a single-criterion approach. This does
not reflect the complexity of reality and leads to
the adoption of a satisfactory but non-optimum
solution. Multi-criteria decisions can mitigate
this restriction. Building a model explicitly
based on several criteria reflects and formalizes
a natural and intuitive reasoning mode when
faced with DM consisting in separately analys-
ing each consequence (Roy and Bouyssou,
1993). Different mathematical schemes are used
for combining pieces of information in order to
draw the decision (Slowinski, 1998).

To capture all these different characteristics in the
model supporting our DMSS, our approach is
based on coupling a knowledge dynamical man-
agement system (KDMS) favouring and control-
ling the dynamic cognitive processes of learning,
negotiating and representing knowledge phases,
with a collective multi-criteria DM tool. Whereas
Simon’s model is a descriptive and cognitive model



tial solutions are possible in the project. The
project team must thus develop a corpus of
knowledge required to perform its tasks: evaluat-
ing the competing solutions and selecting the most
relevant one. This corpus is the foundation on
which collective processes of learning and DM can
be built. Coupling a KDMS with a DMSS is
natural: any decision must be based on facts,
hypotheses, reflection, questioning, evidence, and
accounts shared by the project collective and
managed by the KDMS. The dynamics of the
DMP is therefore necessarily founded on the
knowledge corpus dynamics itself. The issue is
then to control this learning phase.

The ability of a decision support system to
justify a decision strategy is an expectation of
project managers and working groups in order to
establish presentation reports throughout the life-
time and on completion of the project (Dasarathy,
2000; Montmain et al., 2002; Moraı̈tis and
Tsoukiàs, 2003; Niculae and French, 2003). As a
consequence, the DMSS must be able to extract
the most significant and decisive items of relevant
knowledge from the associated KDMS. Justifying
the evaluation or the ranking of the rival
alternatives is a basic functionality of the
KDMS–DMSS coupling. Decision elucidation is
thus the first dimension of decision acceptability.

The second dimension to consider in the
acceptability of a decision is the associated risk.
When the potential solutions have been evaluated
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Figure 1. Process and risk control: (a) the cognitive model of Simon and (b) its cybernetic interpretation.

of the DMP, we implement a practical mathema-
tical tool to aid DM in organization.

In summary, this paper explains how to 
transpose the previous specifications into a cyber-
netics modelling. This is achieved thanks to the 
notion of actionable knowledge that allows us to 
introduce control for directing the learning process 
for DM towards an expected issue. In particular, 
this induces controlled dynamics of the DMP. 
Section 2 provides the general outline of the 
control loop interpretation. Sections 3, 4 and 5, 
respectively, develop the intelligence–design–
choice phases of Simon’s model in terms of 
actuator, controlled process and regulator. The 
involved multi-criteria aggregation is based on the 
Choquet integral that allows taking mutual inter-
actions between criteria into account. This multi-
criteria and cybernetic framework has its origin in 
the knowledge management of the EtLD project of 
the French Atomic Commission (CEA) which is 
described in Section 6. This project concerns the 
management of high-level long-life radioactive 
waste in France, and brings the specific function-
alities of our DMSS}argumentation and decision 
sensitivity analyses}to light.

2. A DMP CYBERNETIC FRAMEWORK

Let us consider an organization getting involved in 
a project. Several technical or economical poten-



then the selection must be carried out. An error of
judgement}i.e. selecting a solution that would
later turn out to be a regrettable choice}is related
to the amount of knowledge available to decide at
that time. The epistemic uncertainty is related to
the state of knowledge at the current time. At that
time, the state of knowledge determines the
reliability of the decision. When a small additional
amount of new and relevant data appears sufficient
to modify the ranking of the solutions, the
epistemic uncertainty is high. To capture this
concept of epistemic incertitude in a simple way
we introduce the decisional risk that is related to
the robustness of the solution ranking: the closer
the competing solutions, the riskier the ranking
and the higher the decisional risk. Thus, the
decisional risk can be related to a distance between
the alternatives. A formal definition will be later
proposed in a multi-criteria evaluation framework
(see Section 5).

Another way to explain the decisional risk
concept is the following. It is merely introduced
to capture the KB entropy2 at stake in the decision
process: if the quantity of information (elementary
knowledge items: KIs) necessary to modify the
competing solution ranking is significant, the
ranking is stable and the decisional risk is weak.
If a minor quantity of information can modify the
ranking then it is unstable, and the risk is high.
The decisional risk is thus related to the reliability
of the decision, and the reliability is a function of
the information quantity, thus the decisional risk
concept can be considered as an observer of the
internal entropy of the KIs base of the KDMS.

Let us see how these notions find a place in a
cybernetic interpretation of Simon’s DMP repre-
sentation (Figure 1 lower part). Let us consider a
given knowledge corpus managed by a KDMS
(based on an intranet server for example). Each
item of knowledge (KI) managed by the KDMS
can be seen as a judgement value on a given
solution regarding a given evaluation criterion
(knowledge acquisition box in Figure 1). The
interpretation of a KI by its writer leads to a
score reflecting the compatibility of the analysed
solution with regard to a given criterion. Then a

strategy is modelled as a multi-criteria fusion to
aggregate all the partial scores of a solution and
assign an overall (aggregated) score to each
solution (evaluation strategy box in Figure 1).
Alternatives can thus be ranked w.r.t. their
resulting aggregated score. The corresponding
ranked list of considered solutions is achieved.
This evaluation basically relies on the judgement
values and thus the reverse must be achievable:
elucidation of the ranking must be argued from the
KI base (argumentation box in Figure 1). The
decisional risk is then evaluated by the distances
(based upon the differences of overall scores of the
alternatives)3 between the first-ranked solution
and the other considered solutions (risk evaluation
box in Figure 1). This risk is compared to a fixed
value which defines the decision acceptability
threshold. If the risk is higher than the accept-
ability threshold, an analysis of this risk factor
indicates where there is a lack of KIs and where
additional KIs should be the most relevant to
reevaluate the solutions. The project manager can
thus determine at each time which dimensions of
the project are already decidable (there are enough
relevant evidences in the current KIs base to
reliably select an alternative) and which dimen-
sions must be investigated deeper before a solution
can be reliably identified. When the risk does not
evolve anymore while it is still too high, it means
that no consensus can be achieved with the current
strategy: the strategy must be modified (model
adaptation arrow in Figure 1).

As long as the entropy of the knowledge corpus
of the KDMS evolves, it corresponds to a classical
regulation process where the disturbances are the
collective psychological inertness and controversy
(disturbances arrows in Figure 1): these non-
measurable disturbances do not correspond to
required information flows identified by the risk
analysis of the DMSS but to parasite information
flows whose aim is either rejecting innovation or
prejudicing interests.

This reasoning framework for an organizational
process based on a prescriptive view of Simon’s
model is an analogy with a control theory
representation (Figures 1(a) and (b)). The cogni-
tive loop of Simon’s model}the review pha-
se}that completed his information–design–
choice model is interpreted in terms of a feedback
loop. From this viewpoint, the evaluation phase of

2The notion of entropy is chosen here by analogy with

3 Its computation is detailed in Section 5.2.

the theory of information. But here, the entropy is a 
function of the rate of the potential decisions before and 
after the message delivery. It corresponds to the degree 
of indetermination in the communication.



posed organizational models for action as early as
1974, and spoke of ‘knowledge for action’ in 1995.
This work has shown that practitioners (knowing
subjects engaged in action) best become aware of
the action strategies they formulate}and can thus
improve them}by reflecting on their actions, on
their acquired knowledge. Transforming tacit
knowledge into actionable knowledge is at the
heart of the learning process. Thus, a KI is the
basic element of the KDMS, an explicit statement
of actionable knowledge, i.e. a piece of knowledge
useful to the decision, which can be defined as any
or all of the following:

* An informative data item considered to be
useful.

* A basic interpreted knowledge element in the
action project framework.

* A trace of reasoning.
* A sharable and reusable unit of meaning.

A decision is based not on raw information, but
rather on the meaning of the information. An
information item says nothing about what should
be done: this can only be determined by inter-
pretation}in other words, the meaning ascribed
to it by a person in a given context. Through KIs,
the interpreted basic knowledge leads us to
distinguish between the informative value and
the usefulness of a knowledge item within the
project context. The KI characteristics are the
following:

* Two KB indexes that correspond to the knowl-
edge mapping and, respectively, define the
competing solution and the problem type of
the project the KI is related to (KB structure)
(Figure 2(a)).

* The raw information that is discussed in the KI
(informative value).

* A comment in natural language, i.e. a minimal
rhetorical element (the basic interpreted knowl-
edge element in the action project framework,
i.e. the actionable knowledge).

* A date, the instant the KI appears in the
KDMSS.

An example of KI is given in the application part
of the paper in Figure 8. The actionable knowl-
edge, i.e. the knowledge useful for the project, is
managed by the KDMS that can thus be
considered as the actuator of our looped DMP.

the solutions is the process whose dynamics is to be 
controlled. The risk appears to be the controlled 
variable and the KDMS the actuator of the control 
loop. The elucidation that transcribes abstracted 
numerical evaluations for decision makers into 
rhetorical items in natural language can be 
assimilated to a kind of observation matrix that 
provides observable information of the process 
state. The acceptability threshold is seen as the 
setpoint of this control loop. The non-required 
flows of information are the non-measurable 
disturbances.

3. THE INFORMATION PHASE}THE
KDMS

3.1. Knowledge management
Information technologies today facilitate commu-
nication and data exchange independently of the 
geographic location of the servers and actors 
involved. This technological performance is not 
sufficient, however, to allow the emergence of a 
true collective work mode in which all the 
cognitive processes}learning, argumentation, de-
liberation}assigned to a group of actors would 
reach or exceed a level of performance that could 
not be reached by each of the individuals alone 
(Penalva and Montmain, 2002; Montmain et al., 
2002).

The group must first possess a shared memory 
that is the foundation on which collective pro-
cesses of learning and DM can be built. The 
problem area we wish to address is that of dynamic 
knowledge-management systems (KDMS) (Penal-
va and Montmain, 2002). The dynamic structure 
of the KDMS promotes exchanges of 
‘professional’ viewpoints, of value systems, inter-
ests or cultures that stimulate reactivity, delibera-
tion and argumentation and can ultimately modify 
the dynamics of the project itself.

3.2. The actuator: the KDMS
A KDMS must capitalize on knowledge and skills, 
improve the visibility of the domain considered in 
the project (knowledge mapping) but also provide 
dynamic sharing of knowledge useful to the 
project. The neologism ‘actionable knowledge’ 
was introduced in organizational literature by 
Argyris and Schö n (1978) to overcome the 
traditional distinction between knowledge and 
skill, i.e. the separation between epistemology 
(knowledge) and pragmatism (action). They pro-



additional characteristic is thus attributed to
the KI:

* A score (the judgement value) that captures the
compatibility between a competing solution and
the criterion of analysis (efficiency, cost, safety,
etc.) the KI is related to. The score should be
consistent with the comment in natural lan-
guage, i.e. the minimal rhetorical element the
KI conveys.

The score contained in the KI corresponds to a
degree (between 0 and 1) of satisfaction of the
criterion regarding the solution the KI is related
to. This score is converted into a colour code
ranging from non-satisfaction (red) to complete
satisfaction (green), and which may take any
intermediate value (Figure 2(b)) for man–machine
interface reasons.

The scores of a KI assigned in the grid according
to the KI indexes allow the differing intensities of
voter preferences to be taken into account: each
vote is an evaluation of a solution i with respect to
a criterion j. The overall score of a solution}its
aggregated score}corresponds to the aggregation
of partial scores obtained for each criterion, and
can thus be equated with a criteria-driven election
procedure. Consequently, the strategy of the
organization is now supposed to be modelled by
an aggregation operator that combines the partial
scores on all the criteria as proposed in Section
4.2.2. The evaluation of the potential solutions is
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Figure 2. (a) Knowledge items mapping and (b) evaluation process by the KIs.

Learning collective knowledge and collective 
memory is the first cognitive process for which 
the KDMS offers a basis for a solution. In the 
following discussion it is explained how it also 
provides a natural medium for the other two 
cognitive processes related to collective intelli-
gence: DM and explanation of the drawn deci-
sions.

4. THE DESIGN AND CHOICE
PHASES}THE MULTI-CRITERIA 

EVALUATION PROCESS

4.1. The multi-criteria point of view
On the basis of the KI mapping a project 
measurement space is defined: a grid evaluation 
(Figure 2(b)) of the competing solutions (sk) 
proposed over the life of the project according to 
a set of criteria (Cr) is at the origin of the decision 
support functionalities. The project problematics 
of the mapping issue (Figure 2(a)) are derived by 
expertise into evaluation criteria for the evaluation 
issue (Figure 2(b)).

The basic idea of project evaluation refers to the 
collective choice theory, identifying the criteria as 
voters whose votes are the KIs and the project 
potential solutions as candidates for election. 
Indeed, since KIs are interpreted knowledge 
elements in the action project framework they 
correspond to judgement values about a given 
competing solution regarding a given criterion. An



thus modelled by a three-level multi-criteria
aggregation:

* Partial aggregation of the KIs assigned to a
given box of the grid to evaluate the solution
according to the criteria referred to in this box.

* Overall aggregation of the partial scores over a
column with regard to a given strategy mod-
elled by the aggregation operator.

* Implicit aggregation of KI judgement values in
time with respect to the dynamics of the
decisional process. This level of aggregation is
not discussed in this paper because the temporal
data fusion step not only depends on the
previous partial aggregation of the KIs assigned
to one box but it also strongly depends on the
application.

Other observers of the changing perception of the
DMP can complete the previous evaluation grid.
The project itself is a dynamic organizational
system; its state at ti can be explained by its
previous states and new inputs. This allows to
build a management chart or tracking grid
corresponding to a table in which the rows are
the proposed solutions, the columns symbolize the

observation dates, and the items correspond to the
overall scores of a solution at a given date ti; the
overall score is the result of aggregating the partial
scores xki according to each criterion i of solution k
in the evaluation grid at ti (Figure 3). The
aggregation process is discussed in Section 4.2.
Each column of this second grid thus represents a
photo of the overall score of all the solutions at ti.
The evaluation grid at ti can thus be seen as a level
of explanation of column i of the management
chart, i.e. the decision that would have been
made}the solution that would have been adopted
}if the project had been terminated on that date
(Figure 3). The tracking grid shows the evolution
of the perception of each solution as the project
matures.

Another type of grid}the explanatory grid}-
covering a given time interval can be used to track
the partial scores of a given solution over time
(Figure 3).

4.2. Multi-criteria aggregation
Having defined the framework and actors of the
voting procedure, we must now specify the election
mode or process, i.e. the manner in which the KI
votes are composed and aggregated. Aggregation
first concerns the combination of scores inherent in
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the KIs relative to a given evaluation grid space.
The overall score of a solution then requires that
all the partial scores be aggregated according to
each criterion. We will examine these points from
the standpoint of multi-criteria aggregation.

4.2.1. Partial score of a competing solution with
regard to a given criterion. The score conveyed by
KIj for solution k with regard to criterion i is
denoted as x

k;KIj
i 2 ½0; 1� (it is the degree of

satisfaction of solution kðSkÞ, w.r.t. criterion i
expressed by KIj). The overall score xki 2 ½0; 1�
obtained by solution k w.r.t. criterion i results
from the aggregation of the scores conveyed by all
the knowledge items KIj; the x

k;KIj
i terms refer to

the evaluation grid space dealing with the evalua-
tion of solution k according to dimension i. Hence,

an aggregation relation of the type xki ¼ gðxk;KIj
i Þ,

in which g is an aggregation operator as proposed
in Dubois (1983), Dubois and Prade (1984, 1985),
Grabisch et al. (1998) and Marichal (1998).

However, at this step of aggregation, no
strategic knowledge has to be used to define g:
this level of modelling does not reflect any strategic
behaviour of the team project. Majority and
unanimity rules, mean, median, ordered weighted
average, limited veto, etc. can capture various
possible behaviours (Yager, 1988; Zadeh, 1983;
Kacprzyk, 1987; Koning, 1990). In the following,
as this point is not the main concern of this paper,
we simply choose the arithmetic mean for g:

xki ¼ gðxk;KIj
i Þ ¼ 1=nbKI

PnbKI
j¼1 x

k;KIj
i . All the KIs

have the same relative importance, xki is a
monotonic trade-off behaviour between good

scores x
k;KIj
i and bad scores x

k;KIj0

i .

the scores at a given hierarchical level. Thus
aggregation functions allowing to benefit from
this semantic distinction in the relations among
criteria (co-ordination and subordination rela-
tions) must be considered, for example, the
Choquet integral (Grabisch and Roubens, 2000;
Berrah et al., 2000). This operator is a good
illustration of the aggregation of scores related by
subordination and co-ordination dependences: in
particular, it allows modelling of the relative
importance of a criterion and its interaction with
the other evaluation criteria. The properties of the
Choquet integral and its relations with conven-
tional aggregation operators have been discussed
in depth, and the reader is encouraged to refer in
particular to Grabisch et al. (1995, 1998) and
Grabisch (1996).

Hereafter, we recall briefly some useful nota-
tions and definition of the Choquet Integral Cm.
Let C be a finite set of criteria.

Definition 1

A (discrete) fuzzy measure on C is a monotone set
function m : PðCÞ ! ½0; 1�, satisfying mðfÞ ¼ 0;
mðCÞ ¼ 1; monotonicity means that A� B� C
) mðAÞ4 mðBÞ4mðCÞ. Where mðAÞ is seen as the
weight of importance of the subset of criteria A.

Definition 2

Let m be a fuzzy measure on C. The (discrete)
Choquet integral of x ¼ fx1;x2; . . . ;xng w.r.t m is
defined by Grabisch (1997):

Cmðx1; . . . ;xnÞ ¼
Xn
i¼1

ðxðiÞ � xði�1ÞÞ � mðAðiÞÞ ð1Þ

Where the subscript ð:Þ indicates a permutation
such that: xð0Þ ¼ 0, 04xð1Þ4 � � �4xðnÞ41, and
AðiÞ ¼ fcðiÞ; . . . ; cðnÞg.

Let us consider a simple example with three
criteria, c1, c2 and c3 as illustration. Let us use the
notations: mi ¼ mðfcigÞ (resp. mij ¼ mðfci; cjgÞ re-
presents the importance of criterion ci (resp.
ðci; cjÞ); . . . ; for example, m1 ¼ 0:4; m2 ¼ m3 ¼ 0:3;
m23 ¼ 0:8, m123 ¼ 1. Let us define a solution sk by
its profile vector xk ¼ ðxk1; x

k
2; x

k
3Þ ¼ ð0:9;0:5; 0:8Þ.

Then ðxð1Þ¼ 0:5Þ4ðxð2Þ ¼ 0:8Þ4ðxð3Þ ¼ 0:9Þ, this
order implies that: Að1Þ ¼ fcð1Þ; cð2Þ; cð3Þg¼ fc2;
c3; c1g, Að2Þ ¼ fc3; c1g and Að3Þ ¼ fc1g. Thus
mðAð1ÞÞ ¼ 1; mðAð2ÞÞ ¼ 0:8; mðAð3ÞÞ ¼ 0:4. And using
(1), we have: Cmðx1;x2;x3Þ ¼ 0:78.

4.2.2. Global score of a competing solution. In  
return, this level of aggregation reflects a strategic 
behaviour. This aggregation is supposed to cap-
ture the strategy of the project team: priorities, 
importance and dependences between criteria.

Generally, the evaluation criteria are character-
ized by transverse as well as subordination 
relations. The hierarchical structure of the set of 
criteria is not unlike the hierarchical organization 
of specialist units or consultants that are expected 
to bring their experience and recommendations to 
the project manager’s attention. Furthermore, 
coalitions or conflicts constitute interaction phe-
nomena that may have an influence on the set of 
evaluation criteria. Transverse relations express 
co-ordination links that ensure the coherence of



Following this approach, a decisional problem
involving n criteria requires 2n coefficients in [0,1]
in order to define the fuzzy measure m on every
subset of P(C). Of course a decision maker is
generally not able to provide this information.
Several references to the identification problem are
nevertheless available in the literature (Grabisch,
1996; Marichal and Roubens, 2000; Angilella
et al., 2004). Although this paper does not deal
with the fuzzy measure identification problem, we
believe that the form (1) of the Choquet integral is
neither easy to use nor to understand for decision
practitioners. Thus, we will consider only a
particular case of Choquet fuzzy integrals known
as the 2-additive measure (interactions are con-
sidered only two by two) (Grabisch and Roubens,
2000; Grabisch, 1997). In this case, only nðnþ 1Þ=2
coefficients are required to define this fuzzy
measure; the Choquet integral can then be
expressed in the interpretable form as follows:

CmðxÞ ¼
Xn
i¼1

ni � xi �
1

2

X
i>j

jðxi � xjÞj � Iij ð2Þ

where vi � 1
2

P
jai jIij j50 and where ni’s are the

Shapley indices, representing the overall impor-
tance of each criterion relative to all the others,
with the property ð

Pn
i¼1 vi ¼ 1Þ; Iij represents the

interactions between pairs of the criteria ðci; cjÞ
with values contained in the interval ½�1; 1� ; a
value 1 represents a positive synergy between the
two criteria, a value of �1 is indicative of negative
synergy, and a null value means there is no
interactivity.

This formula makes it easier to interpret the
contribution of the positive synergies (all Iij > 0) or
negative synergies (all Iij50) to the overall score.
If the interaction coefficients are all positive
(synergy), then CmðxÞ5

Pn
i¼1 ni � xi and the beha-

viour is conjunctive: for a significant interaction Iij,
even if the score according to criterion i is excellent
(xi close to 1), a poor score for xj (close to 0) will
entail a significant decrease of the overall score:
�1

2
� jxi � xj j � IijE� 1

2
� Iij .

Grabisch and Roubens, 2000; Grabisch, 1997),
that is not considered in this article.

4.3. Elucidation of the ranking of the alternatives
Let us consider that the solution that has been
selected is sk: it has been adopted following an
aggregation strategy (relative importance weights
and interactions between criteria) identified with
the aggregation operator Cm. Thus, for all l ¼
1; . . . ; p (where p is the solution number), we have
Cm(s

k)5Cm(s
l). An explanation as to why sk has

been selected is of great value for decision makers
and users. The answer to the ‘why’ question can be
quantitatively expressed in terms of the relative
influence or dominance of particular criterion
scores on the ultimate decision (Montmain et al.,
2002). Indeed, we are interested in the partial
contribution of a specific criterion score for a
considered aggregated score. Our approach to
determine the contributions of each score is to
decompose the aggregated score as a sum of terms
in which partial scores are factorized. This is
possible because the Choquet integral has a linear
expression in each simplex Hs ¼ fx 2 ½0; 1�=04
xksð1Þ4 � � �4xksðnÞ41g (Akharraz et al., 2002). Two
kinds of elucidation are considered as developed in
the following subsections. Absolute elucidation
corresponds to the search of the arguments that
support the validity of a solution, whereas relative
argumentation is related to the arguments that
have led to prefer one solution to another one.
This distinction is the same as the one made by a
business unit between its marketing and its
benchmarking departments: in the first one, the
aim is to explain the intrinsic performances of the
company; in the second one, the idea is to justify
the company performances w.r.t. its rivals.

4.3.1. Absolute elucidation. First, it may be rele-
vant to identify the elements related to the value of
sk: it is an absolute elucidation. It consists in
decomposing the aggregated score in a ranked sum
of criterion score contributions. Then, it is possible
to parameterize the levels of details required for
the elucidation., i.e. a ‘one-word’ justification, the
main reason for this preference, detailed reasons,
or an exhaustive}and even anecdotal}report.

For this, by (1) we have

CmðskÞ ¼
Xn
i¼1

ðxkðiÞ � xkði�1ÞÞmðA
k
ðiÞÞ

let us note : mkðiÞ ¼ mðAk
ðiÞÞ; then ð3Þ

The coefficients vi and Iij being more natural to 
decision makers, identification methods have been 
proposed in Grabisch and Roubens (2000) and 
Grabisch (1997) in order to use the transformation 
relation with the conventional fuzzy measure 
representation. Other methods based on the 
identification of these coefficients from experimen-
tal data exist but it is another problem (see



CmðskÞ ¼ ðmkð1Þ � mkð2ÞÞx
k
ð1Þ þ � � � þ ðm

k
ðiÞ � mkðiþ1ÞÞx

k
ðiÞ

þ � � � þ mkðnÞx
k
ðnÞ

)CmðskÞ ¼
Xn
i¼1

DmkðiÞ � x
k
ðiÞ ð4Þ

where mkðnþ1Þ ¼ 0, and DmkðiÞ ¼ mkðiÞ � mkðiþ1Þ.

Thus, in a given simplex Hs ¼ fx 2 ½0; 1�=04
xksð1Þ4 � � �4xksðnÞ41g the Choquet integral is a
linear operator. We can then simply re-rank the
terms in (4) so that DmkðjÞx

k
ðjÞ5Dmkðjþ1Þx

k
ðjþ1Þ

8j ¼ 1; . . . ; n� 1.
The absolute contributions of the scores related

to the criterion c(j), DmkðjÞx
k
ðjÞ (this term is defined as

the absolute potential of criterion c(j)) can then be
partitioned into classes relative to the orders of
magnitude of the DmkðjÞx

k
ðjÞ=Dm

k
ð1Þx

k
ð1Þ ratio (Akhar-

raz et al., 2002). The closer this ratio is to 1, the
greater the contribution of the score of the
criterion c(j), and the more c(j) represents an
essential dimension in the DM (local interpreta-
tion of elucidation).

In the case of a 2-additive fuzzy measure, the
expression DmkðiÞ in (4) becomes (Akharraz et al.,
2002)

DmkðiÞ ¼ vðiÞ þ
1

2

X
j>i

IðiÞðjÞ �
1

2

X
j5i

IðjÞðiÞ ð5Þ

use the following analysis:

8l;DCmRðsk; slÞ ¼ CmðskÞ � CmðslÞ ¼
Xn
i¼1

Rk;l
ðiÞ ð6Þ

where Rk;l
i ¼ Dmki x

k
i � Dmlix

l
i.

This is a relative argument in which the
quantities analysed are the sums of the individual
relative potentials Rk;l

i . Note that many coefficients
can be negative, though the global preferred
solution has not necessarily the highest score on
each criterion. We may adopt the same order-of-
magnitude reasoning for DCmRðsk; slÞ as for CmðskÞ
as discussed in the preceding step, after using a
permutation of the subscripts of DCmRðsk; slÞ for
each solution sk to rank the individual relative
potentials in decreasing order.

4.3.3. Rhetorical argumentation. At this stage of
the relative and absolute argumentations, the most
conclusive criteria for the decision are selected
automatically. In other words, the evaluation grid
spaces (j,k) for which the associated partial scores
play a decisive role in the final choices can be
identified mechanically. Then, the last step is to
extract from the KDMS the most characteristic
KIs for the arguments we wish to assert (repeat the
prior selection principle with the x

k;KIj
i ’s and the

arithmetic mean). The KIs, as rhetorical elements,
provide the argumentation of the decision. Based
on the KDMS, the elucidation algorithms enable
to design traceability functions for strategic
choices and logical argumentation. This function
is the argumentation box in Figure 1(b). This can
be considered as the observation matrix in terms of
the process control theory.

5. THE REVIEW PHASE}THE RISK
REGULATOR

5.1. Decisional risk expression
Once the partial scores on the database are evolving
with time, it is important to consider the influence
of a partial criterion score variation in the final
ranking. Indeed, it is possible that a small amount
of additional information is sufficient to modify the
ranking of the solutions. The decisional risk can be
seen as related to the reliability of the selection of a
solution w.r.t. to informational disturbances (Sec-
tion 2). Our risk notion is quite different from a
conventional probabilistic one and is more in line
with a sensitivity analysis of the solutions ranking

where nðiÞ is the relative importance of criterion 
cðiÞ and IðiÞðjÞ is the interaction between criteria cðiÞ 
and cðjÞ.

Let us pursue the preceding example, the im-
portance and interactions between the three elemen-
tary criteria are the following: v1 ¼ 0:40, v2 ¼ 0:30, 
v3 ¼ 0:30 and I12 ¼ 0, I13 ¼ 0, I23 ¼ 0:4. Thus since 
in this case, the criterion C1 is independent from the 
two others, there are only two different simplexes
Hsk for the Choquet integral expression, i.e. H23 : 
P25P3 with Dm1 ¼ 0:4, Dm2 ¼ 0:5, Dm3 ¼ 0:1, and 
H32 : P35P2 with Dm1 ¼ 0:40, Dm2 ¼ 0:10, Dm3 ¼ 
0:50 (according to (2)). Then for a solution such that
sk ¼ ðx1

k ¼ 0:80; x2k ¼ 0:80; x3k ¼ 0:90Þ, we obtain by 
Equation (4), Cmðx1; x2; x3Þ ¼  0:81. The absolute 
contributions are, respectively, 0.32, 0.40 and 0.09. 
Thus, the higher contribution is the one relative to 
the criterion C2.

4.3.2. Relative elucidation. Another aspect of elu-
cidation consists in providing evidence concerning 
the dimensions according to which sk was pre-
ferred over sl, i.e. the dimensions for which sk 

made the difference over sl. One simple issue is to



that is itself linked to the sensitivity of the
aggregated scores to partial score variations. We
have preferred to associate the decisional risk
concept to sensitivity analysis rather than to
robustness analysis. We can say that robustness is
generally connected to the fact that decision-aid
methods often contain parameters whose values
have to be chosen (more or less arbitrarily) by the
user. Intuitively, a solution will be considered
robust if the results obtained for different plausible
values of the parameters’ method do not contradict
each other. In this line, several studies are available
in the literature (Vincke, 1999a, 1999b; Roy, 1998).
In our case, our sensitivity analysis is not concerned
with the influence of the parameters on the decision
result, but with the sensitivity of the aggregated
score to any variations of the partial scores. These
variations result from additional KIs in the KDMS,
and they can be either disturbances or controlled
variations (i.e. required or not required input
changes).

The decisional risk matches the question ‘what
is the risk choosing solution 1, 1st ranked, rather
solution k, kth ranked.’ A decision is risky when a
small amount of relevant information would be
sufficient to reverse the ranking sl5sk. Thus, we
propose to base the risk definition on a notion of
distance dðsl ; skÞ between the solution sk and the
solution sl that has the highest global score. The
risk expression r varies in an opposite way versus
this distance and thus can be defined by the
following expression:

r ¼ 1� min
k¼2...p

ðdðsl ; skÞÞ ð7Þ

reliability of the recommendation, a distance based
on the L1 norm between the solution sl and the
others is introduced as in Equation (7). This
distance is related to the optimization of the length
(e.g. in the L1 norm sense) of the path followed by
any sk to reach the best solution sl: minimum length
means maximum risk. Note that, for example,
going from sk ¼ ðxk1 ¼ 0:80;xk2 ¼ 0:90;xk3 ¼ 0:85Þ
which has the overall score CmðskÞ ¼ 0:83 to sl ¼
ðxl1 ¼ 0:90; xl2 ¼ 0:95; xl3 ¼ 0:90Þ which has the
overall score CmðslÞ ¼ 0:91 could intuitively lead to
increasing each xki up to xli , i.e. kdkk1 ¼ ð0:90�
0:80Þ þ ð0:95� 0:90Þ þ ð0:90� 0:85Þ ¼ 0:20. But as
we will see below, this conventional behaviour is not
the least lengthy one, i.e. a same overall score can be
obtained with a smaller sum of the elementary score
increases.

Indeed, the minimum increase dk of the partial
scores of sk such that sl achieves the same global
evaluation with Cm as s

l is defined as the following
optimization problem (P):

Objective function:

minkdkL1

��
Constraint:

Cmðxk1 þ dk1; . . . ; x
k
n þ dknÞ ¼ Cmðxl1; . . . ;x

l
nÞ

�� ð8Þ

Bound constraints:

04dki 41� xki 8i 2 f1; . . . ; ng
��
Let be %d

k ¼ ½%dk1 ; . . . ; %d
k
p�
T a solution to (P).

(P) is nonlinear because of the constraint
Cmðxk1 þ dk1; . . . ;x

k
n þ dknÞ ¼ Cmðxl1; . . . ;x

l
nÞ. This sec-

tion provides a method to decompose the problem
into n! linear programming problems where Cm is
linear (n! is merely the theoretical algorithm
complexity but can be efficiently reduced by simple
heuristics as proposed below).

Let us now introduce the simplex
Hs ¼ fx 2 ½0; 1�=04xsð1Þ4 � � �4xsðnÞ41g, where
the Choquet integral has a linear expression
(Equation (4)) with DmðiÞ as linearity coefficient
for the criterion xðiÞ.

Let us consider the solution sk described by its
score profile xk ¼ ðxk1; . . . ;x

k
nÞ in the initial simplex

Hs0 and corresponding to an overall score CmðxkÞ.
The score to be reached is CmðxlÞ. The continuity
and monotonicity4 of the Choquet integral ensure
that a score profile x 2 Hs0 such that CmðxÞ ¼

4Note that, 8Hsj ; ð1; 1; . . . ; 1Þ 2 Hsj and Cmð1; 1; . . . ; 1Þ
¼ 1.

where p is the solution number and d a normalized 
distance, e.g. the absolute value of the difference 
between the global scores associated to sk and sl. 
Thus, r varies between 0 (no risk because the best 
solution is far from the others and these will never 
catch up) and 1 (full risk because the best solution 
is close to the others). In other respects, the 
decisional risk expression gives information about 
the close solutions. Then, an important issue for 
the manager is the determination of the more 
sensitive evaluation dimensions: the decisional risk 
computation we propose meets this problem.

5.2. Decisional risk computation
The risk is associated to the sensitivity of the 
solution ranking. The lower the score increase of sk 

(to be at least equal to the score of sl) is, the higher 
the risk is. To define the maximum risk, i.e. the



a5CmðxkÞ necessarily exists for any value of a in
½CmðxkÞ; 1� (i.e. x and xk are comonotone).

Firstly, we are searching for this vector by
increasing the scores of vector xk in a minimum
way in the L1 norm sense. In this first step, since
both score vectors are in the same simplex Hs0 , the
problem to be solved, ðP=Hs0Þ, is thus a mere
linear programming in Hs0 with

Objective function:

minkdHs0kL1
with dHs0 ¼ ðd

Hs0
1 ; . . . ; d

Hs0
n Þ

��� ð9Þ

Constraint:

Xn
q¼1

Dms0ðqÞ � ðx
k
s0ðqÞ þ d

Hs0
s0ðqÞ
Þ ¼ CmðxlÞ

�����
Bound constraints:

04d
Hs0
s0ðqÞ

41� xks0ðqÞ 8q

xks0ðqÞ þ d
Hs0
s0ðqÞ

4xks0ðqþ1Þ þ d
Hs0
s0ðqþ1Þ

8q5

������
Let5 %d

Hs0 ¼ ½%d
Hs0
1 ; . . . ; %d

Hs0
p �T a solution of ðP=Hs0Þ.

The last additional bound constraints of ðP=Hs0Þ
enable to rewrite the Choquet Integral as a
weighted sum and thus make the problem a linear
one in a given simplex Hs0 . In the following, we
will see that the additional bound constraints
enable to break down (P) into several linear
programming problems. Hence, we have found

the minimal displacement %d
Hs0 in Hs0 that satisfies

Cmðxk þ %d
Hs0 Þ ¼ Cmð %xHs0 Þ ¼ CmðxlÞ. The computa-

tion of %d
Hs0 is the initial step in the solving of (P).

Then, we have to consider the search of
potential solutions to (P) in all the simplices Hsj .
Because of the properties of the Choquet integral
mentioned above, we know: 8CmðxlÞ;8Hsj ; 9x in
Hsj such that: CmðxÞ ¼ CmðxlÞ. Let us denote dHsj

as the displacement allowing to reach CmðxlÞ in Hsj

by going first from the scores vector xk ¼ ðxk1 ; . . . ;
xknÞ in Hs0 to the border between Hs0 and Hsj (the

border point is denoted x
Ts0sj with xkx

Ts0sj
����!

¼ dTs0sj

and 8d
Ts0sj
i ; d

Ts0sj
i 50 (decreasing is not considered)

and then to x
Hsj in Hsj such that Cmðx

Hsj Þ ¼ CmðxlÞ
(the displacement from x

Ts0sj to x
Hsj is denoted

dHsj ): kxkxHsj
����!

kL1
¼ kxkxTs0sj

����!
kL1
þ kxTs0sj x

Hsj
������!

kL1
¼

dTs0sj þ dHsj (this equality is due to the use of the

L1 norm and 8d
Ts0sj
i ; d

Ts0sj
i 50 and 8d

Hsj
i ; d

Hsj
i 50

because decreasing is not allowed).

We have Cmðxk þ d
Ts0sj
i þ dHsj Þ ¼ Cmðx

Ts0sjþ
dHsj Þ ¼ CmðxlÞ.

First, we have to determine the closest border point
x
Ts0sj to xk, i.e. dTs0sj is minimum. Let us define the

elementary positive translation Tðq; rÞ that consists to
add dqr to the partial score xq of a solution s in order
to modify the initial ranking xsð1Þ4 � � �4xq4 � � �4
xr4 � � �4xsðnÞ (simplex Hsqr) into xsð1Þ4 � � �4xr4
xq4 � � �4xsðnÞ (simplex Hsrq ). The minimum ele-
mentary displacement necessary to this ranking
inversion is ðxir � xiqÞ, i.e. when xir ¼ xiq. The
attainable point verifies xsð1Þ4 � � �4xq ¼ xr4 � � �
4xsðnÞ and belongs both to Hsqr and Hsrq , hence it
belongs to the border of Hsqr and Hsrq .

More generally any ranking inversion of the
partial scores is an application Ts1s2 defined by

Ts1s2

Hs1 ! Hs2

xHs1 ! xHs2

�����
where Ts1s2 is the composition of elementary
translations (resulting from ranking permutations)
as defined previously. It is thus a translation too.
The way the elementary translation vectors (only
border points xs2 are processed) are built

guarantees dTs1s2 ¼ kxHs1xHs2
�����!

k to be minimal.
dTs0sj is thus easily computed. Then, %d

Hsj is to be
computed.

For each of the (n!�1) simplices Hsj , the
minimal displacement %d

Hsj is computed by the
following linear programming problem ðP=Hsj Þ:

Objective function:

minkdHsj k1 with dHsj ¼ ðd
Hsj

1 ; . . . ; d
Hsj
n Þ

��� ð10Þ

Constraint:

Xn
q¼1

DmsjðqÞ � ðx
Ts0sj

sjðqÞ
þ d

Hsj

sjðqÞ
Þ ¼ CmðxlÞ

�����
Bound constraints:

04d
Hsj

sjðqÞ
41� x

Ts0sj

sjðqÞ
8q

x
Ts0sj

sjðqÞ
þ d

Hsj

sjðqÞ
4x

Ts0sj

sjðqþ1Þ
þ d

Hsj

sj ðqþ1Þ
8q

������
The solution to ðP=Hsj Þ is %d

Hsj , and %x
Hsj ¼ x

Ts0sj

þ %d
Hsj

Then, we can compute

kxk %xHsj
����!

kL1
¼ kdTs0sj kL1

þ k%dHsj kL1

5These constraints mean: increasing the elementary
performances cannot change the partial score ranking 
in order to remain in the same simplex Hs0 .



Finally, we obtain the solution to (P)

%d
k ¼ min

j
ðkdTs0sj kL1

þ k%dHsj kL1
Þ ð11Þ

Note that, as soon as kdTs0sj kL1
> %d

Hs0 , search inHsj
is no longer required. As a consequence, although
the theoretical complexity of the algorithm is n!,
simple heuristics enable to reduce it significantly.

The decisional risk that characterizes the selec-
tion is then

r ¼ 1� min
k¼2...p

dðsl ; skÞ with dðsl ; skÞ ¼
%d
k

n
ð12Þ

Let us consider again the preceding example where
sl ¼ ðxl1 ¼ 0:90;xl2 ¼ 0:95;xl3 ¼ 0:90Þ with the
overall score CmðslÞ ¼ 0:91 and sk ¼ ðxk1 ¼ 0:80;xk2
¼ 0:90;xk3 ¼ 0:85Þ with the overall score Cm
ðskÞ ¼ 0:83. Obviously, sl has to be preferred to
sk. According to the algorithm exposed before, the

lower increase vector is %d
k ¼ ð%dk1 ¼ 0:1; %d

k
2 ¼

0:05; %d
k
3 ¼ 0:05Þ. Thus we have %d

k
=3 ¼ 0:11=3 ¼

0:037. Thus, the decisional risk is 1� 0:037 ¼ 0:0963.
Note that by considering to increase each xki up to xli
would have led to a decisional risk of 1� 0:20=
3 ¼ 0:933.

5.3. Decisional risk control
At this stage of the project management issue, the
risk is compared to a fixed acceptability threshold
(Figure 1(b)). When it is below this threshold, the
manager can consider sl as a reliable solution for
his/her project: the quantity of information (the
KIs) necessary to modify the current ranking
would be considerable. sl is a stable or robust
solution, the decisional risk is weak and can be
legitimated (Section 4.3). When the risk is over the
acceptability threshold, the situation is not decid-
able. It is moreover sensitive to any additional
informational disturbances; the manager needs
further KIs to reach a decision.

The following computation provides elements
to determine the dimensions of the project for
which additional KIs would be the most relevant.
The necessary displacement to be made by sk to
reach s1 regarding criteria j is %dkj (see Equation
(11)), this improvement induces a corresponding
‘energy’. The latter is defined by:

Wlk
j ¼

Xðcrossed hyperplansÞ

Hs2Hs0!HsF

DmHs
j :dTss0

j|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Translation from Hs to Hs0

þ Dm
HsF
j :%d

HsF
j|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

Simplex in HsF

0
BB@

1
CCA

ð13Þ

HsF is the simplex in which the solution to (P) has
been found. The sum in (13) is defined over all the
simplices crossed by the optimal path defined in
the risk calculus algorithm. Each partial energy
Wlk

j thus results from the translation displace-
ments and the ending simplex displacement w.r.t.
criterion j: it is locally expressed as the product
of a local effort (local weight) DmHs

j and an

elementary displacement dTss0

j or %d
HsF
j in the ending

simplex.
The overall energy necessary to achieve sk5sl is

then

Wlk ¼ CmðslÞ � CmðskÞ ¼
Xn
j¼1

Wlk
j ð14Þ

From (11), using the mechanical analogy (the
scalar product of a force and a displacement
matches with an energy), the average effort Ej

1k to
be made by sk to reach sl regarding criteria j is
defined by:

Wlk
j ¼Elk

j :%d
k
i ) Elk

j

¼

P
Hs2Hs0!HsF

DmHs
j :dTss0

j þ Dm
HsF
j :%d

HsF
j

� �

k%dkkL1

ð15Þ

Elk
j }the effort}can be interpreted as the average

weight of criteria j along Hs0 ! HsF . The higher
the Elk

j , the more efficient the energy regarding
criteria j. As a consequence, the manager’s
recommendation to the project team should be to
bring first new and determinant results between sk

and sl regarding the dimensions j* such that Elk
j�

5ð1� eÞ:maxj¼1...n Elk
i (e is a parameter to be

determined w.r.t. the application) because they are
the riskier dimensions of the current selection in
the sense that they are more susceptible to reverse
the current ranking. This recommendation thus
provides the control information signal returned
to the Information box (the actuator) of our
control loop in Figure 1 (Akharraz et al., 2004a).
But note that it is merely local and qualitative: the
aim is not to establish a global control law over the
whole trajectory.

6. ORIGIN OF THIS WORK

The coupling of our KDMS with a DMSS
originated in the knowledge management of a
large-scale project}the EtLD project of the



French Atomic Commission (CEA) that concerns
the management of high-level long-life radio-
active waste in France. For obvious confidentiality
reasons, the aim of this section is not to illustrate
numerically the previous results but to illustrate
how initial knowledge management needs have
finally evolved into DM requirements. Numerical
details of the algorithms can be found in applica-
tions with no political stake: film programming
in a video-club (Akharraz et al., 2004b); manage-
ment of a manufacturing organization (Montmain
et al., 2004; Berrah et al., 2005); recommendation
for e-business activities (Denguir-Rekik et al.,
2006).

France does not have a long-term programme
for managing fuel that is not designated for
reprocessing. Since EDF6 does not plan to
reprocess all its fuel, the question of the future of
irradiated fuel needs to be addressed. A long-term
solution is being studied in the framework of law
no. 91-1381 of 30 December 1991 concerning
research on the management of radioactive waste.
This law directly concerns the management of
‘high-activity, long-life waste’. That law requires
the French Government to present to Parliament
an annual report stating the progress of research
and of work on evaluation and comparison of
methods of packaging and of long-term surface
storage of radioactive waste.

At the end of a 15 year period, the Government
will send to Parliament an overall report evaluat-
ing this research, accompanied by a bill authoriz-
ing, if found appropriate, the creation of a storage
centre for high-activity, long-life waste. The result
of the CEA7 studies for the project are controlled
by the National Evaluation Commission for
research on the management of radioactive waste
(CNE), instituted by law 91-1381.

The purpose of research is first to condition
long-lived radioactive waste in order to ensure
their safe and durable containment in the form of
handle-able containers, and also to investigate
long-term storage facilities, both ground and
underground, in order to protect those containers’
durably and to ensure their long-term retrieva-
bility.

The CEA has proposed a dozen ‘families’ of
competing preliminary concepts or solutions for

one or several EtLD.8 The Commission has given
priority to studies on irradiated fuel. According to
the CNE, the researchers are still studying

* A design composed of a network of galleries
buried between 30 and 50m below the surface of
the ground, for ‘irradiated fuel, B and C waste’.

* A surface or half-buried installation.
* A concrete bunker, possibly half-buried, cooled

by natural ventilation, like Cascad at Cadar-
ache.

* A concrete bunker, possibly half-buried, pro-
viding centralized storage for material with
strong thermal density and having an evolu-
tionary system of cooling.

* A regional depository for irradiated fuel under
shelter, modular and strictly surface. It would
receive standardized containers of irradiated fuel.

All the potential solutions to EtLD are to be
evaluated and compared w.r.t. the analysis per-
spectives of EtLD, submitted for approval by the
CNE.

Initially, a CEA project manager was designated in
1997 for EtLD. More than 100 engineers were
concerned with this project and the number of
analyses relative to the EtLD studies exponentially
increased. Considering the amount of documents he
had to handle, the head manager first made up his
mind to develop an intranet tool for document
management. Thus, our laboratory was initially in
charge of developing this electronic document
management system. This first work phase led us to
develop a KDMS named the referential knowledge
base (RKB), a virtual collaborative platform whose
objectives are (Penalva and Mountmain, 2002):

* Effective and rapid distribution of information
and knowledge within the project teams.

* Providing an information source for external
partners, especially for the industry in search of
competence.

* Ensure synergetic results by avoiding parallel
research and development within the project.

The virtual collaborative platform offers the
management of common databases, common

8Entreposage de très Longue Durée, i.e. very long-term
storage of waste.

6
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newsletters and provides a common Internet
presence to distribute information and knowledge
within the network. Technically, this is an intranet
tool: a Web server interfaced with a SQL data base
and a document base (Spirit) (Figure 4). Centra-
lized administration is preferable from an organi-
zational standpoint, although the system can be
distributed among authorized agents.

The collection of documents and data widely
distributed throughout the organization is gener-
ally a weighty and difficult task. The proposed
solution overcomes this obstacle by eliminating the
collection step altogether in favour of submissions

by each actor. The intranet was operational in
1998 (Figure 5).

The need for structuring the documents base
rapidly appeared: because the EtLD’s main
objective was to evaluate and compare different
long-term storage possibilities, the base was
structured in relation to the potential solution list.
The solutions were subdivided into two main
classes: surface storage (e.g. Cascade (France):
interim storage in shafts) and subsurface storage
(e.g. Clab (Sweden): underground pools). The
evaluation problem of the potential solutions in
EtLD was rather complex, which is why the

Contextual documents

Media documents

Exchanegs

Knowledge items

Glossary

Directory Index

ConsultSend

RequestAuthorization

Knowledge filesReference documents

Project
management

Evaluation and
decision making

Figure 4. RKB base structure.

Figure 5. The home page of the RKB.

 



studies were divided into sub-problems that were
themselves structured into a hierarchy (Figure 6).
In Figure 6, the structure of the document base is
provided: each document is mapped in a grid
where the columns are the potential solutions to be
evaluated by the project and the rows are
associated to the hierarchical breakdown of the
problems into sub-problems.

Each EtLD document was mapped as proposed
in the grid of Figure 6. However, because of the
ever increasing number of documents, the next
requirement of the EtLD manager was a tool
integrated in the RKB to assess the progress of the
concept evaluation and comparison processes: the
basic idea was to monitor the scientific production
of the project dimension by dimension in order to
identify where there was a lack of documents
revealing a malfunctioning or deficiency of studies
in the project. Indeed, the head manager was
aware that it was a complex and time-consuming
task to periodically extract the essential results
from a huge document base for the CNE. Initially

simple statistics functionalities were implemented
in the second version of the RKB: number of
documents for each case of the grid, per day,
month, project team and so on with a colour code
to make the supervision activity easier from a
man–machine viewpoint (Figure 7). It was sup-
posed to indicate deficiency and redundancy in the
studies.

However, the first reports to the CNE appeared
more fastidious than expected. Indeed, a report to
the CNE was not a mere summary of the
numerous studies achieved in the EtLD frame-
work but the scientific authorities were expecting
an interpretation of these studies in terms of the
objectives of the EtLD project. The head manager
thus proposed to distinguish the scientific informa-
tion and the knowledge useful to the project (the
actionable knowledge) (Penalva and Mountmain
2002; Montmain et al., 2002). The notion of KI
was introduced into the project.

The EtLD engineers were thus supposed to draft
KIs as soon as they had analysed a document

Figure 6. Hierarchical breakdown of the EtLD problematics and document map.



(Figure 8): many documents, scientific or techni-
cal, research or engineering, technical or econom-
ical assessments were synthesized as electronic
post-its that were finally managed at the RKB.
The same map as for the documents was used for
the KIs. Thus, reporting to the CNE became
easier: the KIs were useful rhetorical elements
structured into the EtLD problematic that could
directly be used to answer the scientific and
political authorities’ questions. They constituted

technical, economical or scientific interpretations
of documents in terms of EtLD objectives.

A last step remained: the exponential growth of
the KIs made the automation of the rhetorical
legitimating of the research indispensable. Because
a KI was considered to be an interpretation of raw
scientific, economical or engineering information,
it constituted a value judgement by its writer with
regard to the analysed piece of information
(Figure 8). The EtLD head manager could thus
consider using these value judgements mapped and
managed at the RKB for monitoring purposes.
The sub-problematics of the KIs map were derived
into evaluation criteria of the project. Evaluation
support functionalities were thus derived from a
grid for score the possible solutions proposed over
the life of the project, based on selected criteria.
The KIs mapped on this grid and the value
judgements they represented were then used to
assess the solutions according to the considered
criteria. The monitoring of the solution evaluation
by the KIs provided a more efficient tool to the
head manager to supervise the actionable knowl-
edge of the project than the mere previous
statistics indicators. The only difficulty was to
convince the KIs’ writers (the EtLD engineers) to
convert value judgements in natural language into
qualitative scores, the experience shows this had

Figure 8. KI examples.

Figure 7. Statistics as observers of the scientific
production of the project.



more specifically evaluation and argumentation
aids}confers an essential added value on the
KDMS. Decision argumentation, effective use of
expert documents from the KDMS in evaluating
solutions, and the participation of a larger number
of actors in the project evaluation process are
invaluable tools and indicators for the project
manager. Coupling a KDMS with a DMSS is
natural: any decision must be based on the
knowledge corpus managed by the KDMS.

The evaluation functionality of our DMSS relies
on multi-criteria aggregation techniques. Charac-
terizing conjunctive, disjunctive or compromise
behaviour, modelling the relative importance of
criteria, redundancy or synergy among the objec-
tives involved in the decision process are at the
heart of our work. Aggregation operators such as
the Choquet integral in particular are capable of
modelling interactions among objectives, and thus
of avoiding the construction of an often overly
constraining hierarchy of independent and addi-
tive objects.

The aggregation operator synthesizing the deci-
sion strategy is then submitted to a sensitivity
analysis to select the most discriminating criteria in
the final choice. Explanation relies on the notion
of marginal contribution of a criterion. Pursuing
this analysis for each of the relevant criteria then
allows to extract the most decisive items of
relevant knowledge from the KDMS. The justifi-
cation of the decision strategy can thus be
automated using only the KDMS base, allowing
argumentation reports to be generated automati-
cally.

The paper also proposes a way to capture the
iterative cognitive phases}intelligence, design,
choice and review}of Simon in a control theory
framework. The cognitive loop of Simon’s model
is seen as a control loop on the decisional risk itself
related to the entropy of the knowledge corpus.
Our KDMS–DMSS coupling proposed a con-
trolled dynamics of knowledge corpus that, in
return, provided indications on the key issues to be
further studied deepened in a project.
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et de l’incertain en vue d’applications aux techniques
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