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A NEURAL NETWORK APPROACH FOR
DIAGNOSIS IN A CONTINUOUS PULP DIGESTER
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Abstract:
A strategy for detection of feedstock variations in a continuous pulp digester is
presented. A Gaussian Radial Basis Function Neural Network is used to infer these
unmeasured variations. The absence of plant data motivates the development of
training set data. The efficiency and limitation of the approach is demonstrated with
a first principles model.
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1. INTRODUCTION

The pulp and paper industry forms a large
and important sector of the Chemical Process
Industry and is highly capital intensive. For the
period 1996-1998, planned capital investments
and new facilities to existing facilities were evalu-
ated to exceed $10 billion. Therefore, demand for
higher safety and reliability has increased. Process
diagnosis has gained considerable academic and
industrial interest and numerous approaches have
been proposed. Industrial control systems in this
sector have become more complex, and advanced
control systems like MPC require the presence
of experts to diagnose the cause of performance
degradation and to retune if needed.

The goal of our work is to develop and demon-
strate computational modeling and control method-
ologies that will facilitate integration of control
and fault diagnosis methodologies for a continuous
pulp digester. This paper is focused on a method-
ology and preliminary simulation results for Fault

1 Corresponding author: Fax (302) 831 1048, Phone (302)
831 0760, fdoyle@udel.edu

Detection and Isolation (FDI) as applied to this
process.

The paper is organized as follows: the definition of
the problem and the motivation for use of neural
network is described. Then, the first principles
model is briefly described. Next, the design of the
variation set needed to create the training set of
the neural network is discussed. Finally, efficiency,
limitations and robustness for the use of each
neural network designed are demonstrated on a
first principle model.

2. FAULT SET DEFINITION

Continuous digesters (figure 1) are large vertical
tubular reactors. White liquor (aqueous solution
of effective alkali and hydrosulfide) strips the
presteamed porous wood chips of lignin, freeing
the wood fibers. The main reaction takes place
in the upper section of the digester referred
to as the cook zone. In this section, both the
chips and liquor flow cocurrently. At the end
of the cook zone, spent liquor is extracted for
chemical recovery. The chips, however, continue



their downward flow in the modified continuous
cooking (MCC) zone and extended modified
continuous cooking (EMCC) zone where they
encounter weak liquor flowing countercurrently.
The wood pulp is finally extracted at the outlet
of the EMCC. One of the main control issues is
concerned with the quality of the pulp, i.e., the
kappa number.
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Fig. 1. Schematic of a chemical pulp digester.

Based on a mill survey, it was concluded that
faults with sensors and the actuators do not
cause a serious problem with the kappa number
control. Instead, the most common problem arises
in uncertainty about the process behavior that
can affect the closed-loop control results. In the
digester, these uncertainties deal with:

• The moisture content of the wood chips fed
to the chip bin. Only one measurement of
moisture content is available per day. This
value is currently used to manually tune the
flowrate of the recovered white liquor at the
inlet of the impregnation vessel.

Moreover, certain properties can not be measured:

• The 5 woodchips densities used in the first
principles model:
· high reactivity lignin,
· low reactivity lignin,
· carbohydrate,
· galactoglucomman,
· araboxylan.

• The density of the 2 recovered white liquor
species mixed with the chip in the impregna-
tion vessel:
· effective alkali (EA),
· hydrosulfide (HS).

It has been previously pointed out (Wisnewski
et al., 1998) that stochastic variations of the
feedstock (figure 2 for the wood species densities)
has an impact on the final kappa number at
the outlet of the digester (figure 3). There is,

therefore, a need to ascertain these schochastic
variations and take appropriate action.
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Fig. 2. Stochastic wood densities
compositions(kg/m3): (a) high reactivity
lignin, (b) low reactivity lignin, (c)
carbohydrate, (d) araboxylan, (e)
galactoglucomman.

3. NEURAL NETWORK APPROACH

Neural networks have been used for over 15 years
for modeling, control, as well as for fault diagnosis.
Indeed, they have very useful properties, such as
their ability to handle nonlinear behaviors and
tolerance to noise. Among the recent studies based
on neural networks, (Lin et al., 2000) combined
a neural network with PCA to diagnose faults in
the Eastman benchmark problem. The generation
of training data to build the neural network is
discussed by (Rengaswamy et al., 2000). Another
application combines a neural network and a
fuzzy system to improve the diagnosis time and
monitor qualitative feedstock variations detection
in a chemical plant (Ruiz et al., 2001). Here, a
method to infer the unmeasurable magnitude of
the eight faults described above using available
measurements and a neural network approach is
described.

A first principles model is used to create the
training set as well as for evaluation of each
neural network. The use of an accurate model
is crucial in this case, since seven of these eight
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Fig. 3. Kappa number in open loop (dashed) and
with MPC (solid): (a) without and with (b)
measurement noise.

feedstock qualities descriptors are not available
and therefore their effects can not be quantified.

4. CONTINUOUS PULP DIGESTER MODEL

For modeling purposes, the digester is approxi-
mated as a series of 150 continuous stirred tank
reactors. The first principles model consists of
mass balances for the non-porous solid and the
free liquor components as well as balances between
the 2 phases within each reactor. For modeling
assumptions and a description of the conservation
laws, the reader is referred to (Wisnewski et al.,
1997). Based on this model, a code using Matlab
has been developed (Doyle et al., 1999) and is
adopted to simulate the process and the model
in the approach developed in this paper.

A sensitivity analysis shows that, among all
the sensors actually available, the EA and HS
measurements of the liquor at the upper extract
of the digester are the most useful to detect the
causes of the changes in the kappa number. They
will both be used to infer the eight unknown fault
magnitudes in the neural network strategy.

The first step in the construction of a neural
network deals with availability of data needed to
form the training set. As discussed previously,
no plant data can be used since seven of these
eight plant variables are not measured. Therefore,

the training set can only be created by simu-
lations based on the first principles model. The
underlying problem is to choose the nature and
the amount of simulations needed to create the
training set.

5. A SIMPLE TRAINING SET DESIGN

In this initial attempt, faults were introduced
in the simulation as a combination of step
functions for each of the unknowns. In order to
avoid the computation of an excessive amount
of simulations 2 , the magnitude of the variations
(refered to as the variation set) was designed as
follow:

• each of the nu magnitude can take nv values
different from the nominal value (i.e 100%),
• when more than one fault occurs, all their

magnitude are the same.

Therefore, with nv = 8, 2nv ×nu = 28× 8 = 2048
simulations need to be computed. Each case is
simulated for a 12h duration for the process. This
duration is sufficient enough such that the EA
and the HS density measurements of the liquid
located at the upper extract can be affected by
these faults. The magnitudes range between 92%
and 108% with a step of 2%.

The choice of the neural network structure to
represent the dynamic model is also important
(Henrique et al., 2000). In the present work, a
NARMA model is used (Su et al., 1992).

The neural network is effective in predicting the
moisture content (Figure 4a), the carbohydrate
density (Figure 4b) and also, to a certain extent,
the araboxylan density and the HS density can
be inferred. Indeed, in most of the cases, after
transient due to faults decay, the tracking of the
magnitudes introduced is effective.

However, testing the neural network in regions
outside the training/test data (here with uncor-
ralated variations for each of the eight faults)
shows its limitations: the results are very poor
and the neural network is not able to esti-
mate correctly the fault magnitudes (Figure 5).
This underlines the classical drawback of poor
extrapolation possibilities for a neural network.
But this poor result is also partially due to
the current training set that does not cover a
sufficiently representative space for the different
process behaviors. Its design remains therefore
open.

2 Actually, with a 800 MHz PC, 3000 simulations that
each simulates 12 hours for the process can be performed
in a day using IETek model v1.0 and Matlab.
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Fig. 4. Moisture content (a) and Carbohydrate
density (b): normalized variations introduced
(solid) and neural network response (dashed)
in trained conditions.
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Fig. 5. Moisture content (a) and Carbohydrate
density (b): normalized variations introduced
(solid) and neural network response (dashed)
in untrained conditions.

6. A REDUCED VARIATION SET

In the above work, the large dimension of input
space caused the data set to be large despite
poor resolution (2% changes). In this section, with
higher resolution, a new variation set is built.
Therefore, it is now possible to build a more
accurate variation set defined only by the faults
in the moisture content, the high reactivity lignin
and the HS densities. It is constructed as follow:

• each of the magnitude can take 13 different
values about their nominal value,
• when more than one of the faults occur, any

combination for their magnitude is possible.

Therefore, nnuv = 133 = 2197 simulations have
to be computed to build the training set. Each
magnitude can take any value between 94% and
106% with a step of 1%. The use of this neural
network gives good results in trained situations,

even if transients exist. The performance outside
training region is now discussed.

A first run shows the interpolation property of the
neural network . The variation set is defined as the
same interval [94%, 106%] used for training but
with a discrete step decreased of 0.02%. It is seen
(Figure 6 for the HS density) that good results are
obtained: the transient errors are still present due
to the abrupt changes in the faults variations but
the static errors almost are quiet small.
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Fig. 6. HS density: normalized variations intro-
duced (solid) and neural network response
(dashed) in untrained conditions.

In a second run, any variation in the interval [94%,
106%] with a discrete step of 1% is extended to the
8 initial faults. Even if the initial neural network
showed that 4 of them were not detectable, they
still have an impact on these neural network
responses (Figure 7 for the HS density): static
errors are introduced and the neural network fails
to give an accurate response.
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Fig. 7. HS density: normalized variations intro-
duced (solid) and neural network response
(dashed) in untrained conditions.

Moreover, since the measurements fed to the
neural network are sensitive with respect to



three candidate manipulate variables (MV) of the
control loops, their influence must also be studied.
These are:

• the chips flowrate in the digester,
• the liquor flow rate at the upper extract,
• the cook temperature.

Simulation shows that the neural network re-
sponses are affected by these MV variations: a
constant offset error is introduced like depicted
Figure 8 for the HS density neural network
response to an increase from 100% to 103% in the
upper extract flowrate.
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Fig. 8. HS density: normalized variations intro-
duced (solid) and neural network response
(dashed) in untrained conditions.

Finally, the design of the variation set for this
second neural network shows that a sufficiently
discretized variation set can lead to a good inter-
polation results for untrained situations. Taking
account of only the most detectable faults in the
definition of the variation set leads to a non-robust
neural network with respect to the others faults
and also to the manipulated variables.

7. ROBUST VARIATION SET

A third variation set design is now described
for the fault detection in the moisture content,
carbohydrate, araboxylan and HS densities. For
each of these 4 faults, a variation set is constructed
including the relevant variable and the 3 MVs
introduced previously. In order to minimize the
time required for the calculation of the training
set, the magnitude of each the 4 faults is allowed
to take 9 different values rather than 13 in the
previous case. Therefore, 94 = 6561 different
simulations where faults are still introduced as
step functions have to be performed. Due to the
amount of data and to avoid computational issues,
2000 of them are chosen randomly to create the
training set.

As expected, the neural network performs well
during generalization. The extension to untrained
regions, where the MV changes have now a first
order shape (Figure 9) rather than a step shape
like in the training set, leads to interesting results
for the moisture content (Figure 10). Transients
exist but the final tracking of the variation is
effective.
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Fig. 9. Faults introduced: (a) normalized chips
flow rate, (b) cook temperature deviation.
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Fig. 10. Moisture: normalized variations intro-
duced (solid) and neural network response
(dashed).

As in the evaluation of the performance of the
previous neural network, a simulation in another
untrained region allows an evaluation of the ro-
bustness of the neural network prediction. A suite
of faults for each of the seven others variables are
introduced (starting from the moisture content
figure 11a to the EA density figure 11b and
following the order of the list given previously).
It is seen that the neural network rejects these
disturbances (figure 12), except for the moisture
content (the first fault), the carbohydrate density
(the fourth change) and the EA density (the last
fault). Since both of these variables can be inferred
using other neural network, these results could
be combined to correct these errors. Otherwise,
after transients due to the introduction of each
fault, the normal value is nearly reached again.
The structure has therefore a natural robustness
property.
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Fig. 11. First (a) and last (b) faults introduced in
the suite.
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Fig. 12. HS: normalized variations introduced
(solid) and neural network response (dashed).

8. CONCLUSION

An approach for the evaluation of the magnitude
in the variations of the feedstock properties has
been discussed. Based on a first principles model,
a neural network approach has been used. Since
no plant measurements are available for the
necessary training sequence, the issue of designing
the variation set has been discussed. It has
been shown that 4 training sets based on the
candidate MV variations and the relevant variable
can be used to build 4 similar neural networks.
Among 8 initial unmeasured feedstock properties,
one can estimate the magnitude of the moisture
content, the carbohydrate density and also to a
certain extent, the araboxylan density and the
HS density. Future developments are concerned
with improvment of the actual robustness by
feeding the current responses in a cascaded neural
network. It also needs to be evaluated with more
stochastic signals as in a closed loop structure.
A comparison with a Moving Horizon Estimation
strategy is also under investigation (Gatzke et al.,
2001).
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