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Abstract

We investigate the asymptotic behavior of the a large class of reversible chemical
reaction-diffusion equations with the same diffusion. In particular we prove the optimal
rate in two cases : when there is no diffusion and in the classical ”two-by-two” case.

Key words: Reaction-diffusion equation, Spectral gap inequality, Poincaré inequality,
Exponential decay.
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1 Introduction

The self-ionization of water is the chemical reaction in which two water molecules react
to produce a hydronium ion H30O" and a hydroxide ion OH~. It can be written as
follow

2H,0 = H301" + OH™. (1)

This is a classical example of a reversible reaction-diffusion chemical reaction between
three species such that the water has to appear twice for the reaction.

We would like to investigate in this paper how fast reversible chemical reactions (as
the self-ionization) tend to the equilibrium. To be more realistic a diffusion term will
be added. Such term models the fact that particles have to move (to diffuse) before
the reaction. If the reaction is not enough mixed, then the diffusion term will be more
important in the equation.

The main model studied involves ¢ > 1 species A; interacting together as follows

q q
Z a A = Z BiAi, (2)
i1 i—1

where oy, 8; € N, with N denoting the set of nonnegative integers. We assume that for
any 1 <1 < gq, a; — B; # 0 which correspond to the case of a reaction without catalyzer,
as in the chemical equation presented in ([I)).

First we will introduce the differential equations that describe the evolution of the
species A; for 1 < i < ¢ in the relation (f). For some 0 < i < g we will denote by a; the
concentration of the species A;. We assume existence of two non-negative real-valued
rate functions
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which describe the evolution of the concentration a; in the two (reversible) reactions. In
the first one we lose a; molecules of the specie A; and in the second one there is a gain
of 5; molecules of the same species A;. We get the opposite for the reverse reaction.
Thus we can write

d
Eai = (/82 - al)lczgzl aiAi—>Z§:1 BiA; (CL)

—(Bi — @)K g5 ana, (@), (3)

where a = (a1, ,aq). We assume the kinetics to be of mass action type, which means
that

q
’ngzl aiAiHZgzl BiA; ((ZZ) =1 H Q?J’
Jj=1

where [ is a positive constant called the rate constant of the reaction. This model was
proposed by Waage and Guldberg in 1864. The mass action represents the probability of
the reaction between all the species (1, 4;)1<i<q Which are assumed to be independent.
Let us denote by k£ > 0 the rate constant for the reverse reaction. Of course [ and k
could be different.

We will presume that the pot of the reaction is not mixed or not enough mixed.
Then concentrations of species depend on the position in the pot and we have to add
a diffusion term which depends also on the species. We obtain that the model has the
following mathematical representation

q q
Owa; = Lia; + (B — ) lHa?j —k Hafj ,
j=1 j=1

where for all ¢, L; is a diffusion operator.

We refer to [, [] for a general introduction on chemical reaction-diffusion models.

1.1 Mathematical model

Throughout the entire paper we will assume that all species diffuse with the same speed,
ie. forallie {1,---,q}, Li = L, where L is general diffusion generator. (While this
is a restrictive case - as generally this hypothesis is not realistic - assuming identical
diffusion will allow us to obtain some optimal bounds.)

In more detail we let © C R™ (n > 1) to be a bounded open and connected set and
assume that the boundary 02 of €2, is C*°-smooth. Let a diffusion operator L be given
by

Lf(@) = ) ai(@)0F;f (@) + 3 bi(@)d.f (), (4)
ij=1 i=1
for any smooth functions f, with a;; and b = (b;)i<i<n, in C(Q2) and the matrix
a(x) = (a;j(x))i; symmetric and positive for all € Q. (Generally the choice of
coefficients a; ; and b; may depend on the domain €2.)
We will assume that there exists a probability measure p on €, [dy =1, which is L
- invariant, i.e. for all functions f € L(du) in the domain of L

/Lfd,uzO,

The existence of an invariant measure is a quite standard problem and has a solution
for a large class of generators L.



If we denote by a;(t,z), (t > 0, x € Q), the concentrations of the species A; at time
t in the position z, then the following reaction-diffusion system is satisfied:

Vt >0, Vo €Q, Owai(t,z) = La; + (Bi — ;) lHa}lj — k:Hafj ,
S (5)
Ve €Q, a;(0,2) = ad(x)
da;
Q -— =0.
Vo € 09, Vi > 0, aV(t,uv) 0

where k,l > 0 are rate constants of the reverse reaction. It is assumed that the initial
conditions satisfy for all 1 <1 < g, ag >0 and f a?du > 0.

The last equation in (f]) represents the Neumann boundary conditions which is quite
natural in the context of chemical reaction-diffusion.

Let us denote by D(2) the set of smooth functions f on 2 satisfying the Neumann
boundary conditions, such that for all z € 99, aV( x) = 0.

Let (Pg):> be the semi-group associated to L, ( which is a linear operator defined
for all functions f € D(Q?) ), as follows

vt >0, Vo eQ, ZPy(f)(z) = LPy(f)(2)
Ve e, Po(f)(z) = f(z)

oPe(f), | _
Vz € 08, Vt >0, £y (x) =0.

Since 4 is an invariant measure, so for all t > 0, [Pyfdu = [ fdp. It could be the
classical heat equation with boundary condition but also the heat equation with a drift
part some example will be given in the example [.

One of the main tools of the article is the spectral gap inequality (also called Poincaré
inequality). We assume that the operator L satisfies a spectral gap inequality in D(12),
that is : There exists C'sg > 0 such that for all smooth functions f € D(Q),

2
VmAn:=/(f—/medus—ﬂha/fgm% (6)
which is equivalent to, for all functions f € D(2) and t > 0

Var, (P, f) < efﬁtVarﬂ(f). (7)

In the general form, when L is given by (), then for all function f with Neumann
boundary conditions,

- / FLfdp= / Vf(z) - (a(@)V f(x))du(z),

where a(z) is the diffusion matrix of the generator L given in (fJ). The assumption
of the spectral gap inequality is fundamental. First able it proves that the semigroup
(P¢)¢>0 is ergodic, that is for all f € D(Q),

i P = [ fdp, (8)
t—o0
in L?(du). Moreover this inequality proves that the rate of convergence is exponential

in L?(dy), it is given by the inequality (f]). See for instance chapter 2 of [f] of a review
on semigroups tools and ergodic properties.



Example 1 Here are some basic examples on a bounded domain 2.

One can consider the generator L given in () where b =0 and a > Ald in Q with
A > 0 in the sense of symmetric matrices. If a = Id then the associated semigroup
is (Pg)i>0 1s the classical heat semigroup with Neumann boundary conditions. The
invariant measure is the Lebesque measure and the spectral gap constant Csg, depends
on the domain €.

But we can also consider a generator L = A — VYV with ¥ a smooth function on
the domain Q2. The generator L is symmetric in L?(jy) where py = e ¥dz/C is a
probability measure in  with the normalization constant C. It satisfies a Spectral gap
inequality with the dirichlet form — [ fLfdu, = f]Vde/w for functions f satisfying
the Neumann Boundary conditions.

We will first study the problem of a steady state of the differential system (f). Let
vi(t,z) = \ai(t,z) for some constant \; > 0, assuming that a; is solution of (), then

v; satisfies
Vs i q Vs Bi
dyv; = Lu; + \i(B <ZH< ) —k:H()\—Z> )
i=1 N7V

Let us chose constants \; > 0 such that &[], (\)% = I[]Z,(\)%, or equivalently
9 (\)%Pi = k/I. We then obtain that v; is solution of

Vt>0, Ve e Q, Ow;(t,x) = Lui(t,x) + ki(Bi — ;) G(v1(t, ), -+ ,v4(t, ),
Ve € Q,  ;(0,x) = v)(z)
Vo € 90, Vt > 0, %(t,x) =
9)

where G(v1, -+ ,vg) = [[j_; v;‘j —IT-, vfj and
il
ki=—=—. (10)
C T ()
Let us define the set S = ¢ (2i)1<i<q, .t Zz, (8 — = O}, where k; is defined

in ([[4). Then for all (2;)1<;<q € S, one gets

q q
8,5 Z ZiU; = L Z ZiUq,
i=1 i=1
which gives
q q
S utn) = B, (z ) (@)

i=1 i=1

In particular, due to the fact that u is an invariant measure,

The goal of this article is to understand the asymptotic behaviour of the reaction-
diffusion problem in the spirit of [, f], for a general but (diagonal) diffusion.

We will first define a Steady State of equation (f]), in the following way standard in
a chemical reversible reaction.



Definition 1.1 A steady state of equation (9) with non-negative initial conditions
(v?)KKq is a vector (si)1<i<q € (RT)? such that for all (2;)1<i<q € S:

q q q q
E 2;8; = g zi/vgd,u and l_Isf‘i :Hsiﬁi.
i=1 i=1 i=1 i=1

Remark 1 We implicitly assume in the previous definition that a steady state is a
vector (si)1<i<q € (R1)? independent of x. In fact we don’t know in the general case if
there exists a steady state depending of the space variable x. But as it is proved in this
paper, the solution converges to the one defined above.

Lemma 1.2 Let (v;)1<i<q satisfies equation () with initial conditions satisfying v{ > 0
and [0%du > 0. Then there exists a unique steady state (s;)1<i<q of ({) such that for
allie{l,---,q}, s; > 0.

Proof
< The steady state (s;)1<i<p has to satisfy:

q q
V(Zi)lgigq c S, Zzisi = Zzi/v?d,u = Mz
i=1 =1

Let A = {(si)1<i<q> D1y #isi = M.}. Since for all 4, a; # ; then S is a subspace of
R? of dimension ¢ — 1, then A is a manifold of dimension 1. Then one gets

A:{</v?d,u—|—tkzl(ﬁz—az)> ,tGR}.
1<i<q

We have to find ¢t € R, such that for all 1 <17 < g, fv?d,u + tk;(B; — ;) > 0 and

q Bi—a
H(/ Odu%—tk(ﬁ—al)) = 1.
i=1

A simple computation gives that the function

q Bi—a

i=1
is defined on the set [a,b) with
a = inf {t, s.t. Vi, /v dp + thi(Bi — o) > O}
b = sup {t, s.t. Vi, /v?d,u +tki (B — o) = O}.
For all t € [a,b), one gets

t I —a;)?

Z fvod,u—l—tk (B — )’

w

then ¢ is increasing and satisfies ¢(a) = 0 and ¢(b) = +o00. Thus there exists a unique
t € (a,b) such that ¢(t) = 1, which ends the proof. >



Due to the fact that all species are moving according to the same diffusion, one can
reduce the problem as follow: for all 1 < 4,5 < ¢, one gets

o (ki(ﬁivi— @) kj(ﬁjvj— aj)) - L(’fi(ﬁim— @) kj(ﬁjvj— aj))

v = Filfi — o) vj + Pt <v? _hlfima) ’UQ>
ki(Bj — ) : :
_ RilPi — )
kj(Bj — o)
Let us fix 1 <4 < ¢. Then the study of (f]) is equivalent to the study of the following
PDE with boundary conditions

and thus

(11)
v; + Cm‘(t, m)

ow; = Lv; + kl(ﬂz — ai)x

T (kB — ) > - ( o)) >5f
E(ki(ﬁi_ o) vj + Cji(t, x) ]1;[1 _al)vj-i-cjz(tx)
= Lv; + kz(,Bz — Oéi)F(t, x, Ui)-
(12)
The existence problem in the general case when the operators L; depending on i are
all different is a difficult problem. Some approaches one can find e.g. in [§, B, [3, 3, [§]
and also by discretization in [[[1], [[]].

Our contribution to the domain of reaction-diffusion equation is to prove, using
the spectral gap inequality (or Poincaré inequality) and Markov semigroup tools, that
the solution of reaction-diffusion equation () converges to the unique steady state
associated to the initial condition. The goal of this paper is to explain how fast the
solution converges to the steady state and to debate on the speed of convergence. In
particular if the result obtained is far or close to the optimal one.

The main idea is to investigate a simple proof to explain the asymptotic behavior.
Therefore, for simplicity, we will not focus on existence theorems, the optimal conditions
of initial conditions and do not study the special case of a unbounded space 2. Almost
all results given here can be generalize to the entire space R™ if a regular solution of
the problem is given.

We will consider different cases. In Section | we will study the case without diffusion,
that means that the concentration of different species do not depend on x € Q2. We
will prove that there exists a solution converging to the unique steady state with an
exponential and optimal rate of convergence.

Then in Section [J we study the classical “two-by-two” case

A+B=C+D,

treated in [, ff] by entropy methods. This case is interesting because we obtain the
optimal rate of convergence and it gives tools to understand a more general case.
We finish in Section [ with the general case

q q
Z A = Z BiAi
i=1 i=1

We prove that under the existence of a non-negative solution and under the assumption
that o;8; = 0, we get that solution converges with an exponential rate to the steady
state. In this case the rate may be not optimal.



2 Case without diffusion

Assume that concentrations of species do not depend on x € 2. It is the case the pot
used for the chemical reaction is mixed constantly so that its contents remain spatially
homogeneous. This case is important because we can solve it explicitly and it gives
tools to study the general case in the later sections.

We believe that results of this section are not new, we give here the proof to keep
the article self contained and also because we did not find appropriate reference.

The chemical reaction, without diffusion is given by the following system, for all
(S {L aQ},

d b T s,
%vi = kz(ﬁz — Oél') H Ujj - H Ufj s (13)
7j=1 7j=1

where k; is defined in ([[()), with initial conditions v;(0) > 0 for 1 < i < q. Equivalently,
using the same method as for ([[d), for some 1 < i < ¢ fixed,

d P
ke
T (R8s =) Y (kB = ) %
ki(Bi — o) 1_11 <mvi + Cj,i) - 1_[1 <mm + Cj,i>
j= s
= ki(Bi — i) F'(wi),
where

k(B — s v;(0) B v;(0)
Cji = kj(B; 5) <k‘j(5j “a) R - O‘i)>. (14)

Theorem 2.1 Let the initial conditions (v;(0))1<j<4 be positive. Then equation ([L3)
has a unique solution defined on [0,+00), which satisfies for all 1 <1i < g,

|oi(t) = si| < ™ vi(0) = si| exp (—C1),

where K is a constant depending on initial conditions, the steady state (s;)i<i<q 15
defined in Lemma |1.4 and

q 9 k(B — ;)
C:HsﬂiZM. (15)

Moreover the constant C' is the optimal rate of convergence.

Proof

. . i (0)
< Let jo be such that g, — o, > 0 and for all i s.t. 8; —a; > 0, one has m <
v;(0)

i —ar)” If the set {i; 5; — a; > 0} is empty one can use the negative part. Assume
for simplicity that jo = 1. Then the reaction equation becomes

d
—V1 = kl(ﬁl — Oél)X

dt
T(EGma) o VT (R, o)
(A=) T (EE =2 0)). o

By the definition of jy one have, C;1 > 0if 8; —a; >0 and C;; <0 if 3; —a; < 0.



Getting a positive solution (v;)1<;<q) of ([3) is equivalent to getting a solution v
of ([[f) which is defined by
v = ki(Bi — i) v+ 00 ki(Bi — au) o
k(B — ) kj(Bj — o)
then it satisfies the following inequality

Vt € [0,400), 0<wvi(t) <M,

where M = v1(0) — k1 (1 — 1) max{k Gi—an ), Bi —a; < 0}. By convention, if the set

{i; B; — a; < 0} is empty, then we have max{k = al 3 Bi — o < 0} = —00.
Let us denote by

F(X) = k‘l(,ﬁl — Oél)X

q oy q Bi
i(Bi — o) ) ( ki(Bi — o) >
Tl T ) + — i T %) + (17
(H <k1(ﬁ1 — ) ' H k1(B1 — a1) ' a7
Lemma [[.4 proves that the polynomial equation F = 0 has only one solution s; in the

set (0, M). Let @ be a factor of F, i.e. we have a factorization F'(X) = (X — s1)Q(X).
Then a simple computation yields

q

2
H</€151—041 51+Cll> Zkﬁz ) —o)

=1 i=1 k;l ﬁl 011)81 +C7/71

— Hsiai Z 72(515_ )’ =—-C <0,
i=1 i=1 ¢

which proves that F”(s1) = Q(s1) < 0 and then Q(X) < 0 for all X € (0, M).
Function F' is locally a Lipschitz function, thus by Cauchy-Lipschitz’s Theorem,
there exists a unique maximal solution starting at v1(0) of the equation

v e 0.7). 0 — By ) = @1(0) - Q1.

for some 7" > 0.

One has Q(X) < 0 for all X € (0, M), which implies that if v1(0) > s1, then vy
is non-increasing and moreover vy (t) > s; for all ¢t € [0, T], while if v1(0) < s1, then
v1 is non-decreasing and moreover vy (t) < s1 for all ¢ € [0,T, and if v1(0) = s1, then
v1(t) = s1 for allt € [0, T[. Then one gets that T = +o00 and for all ¢ > 0, v (t) € (0, M).

Using the identity

L _ 1Y) | RXY)
FX) ~ X—»s Q)

with R(X) = (Q(s1) — Q(X))/(Q(s1)(X — s1)) we get for all t > 0
— l(0) " Qla) - Qlsr)
v (t) = s1] = [v1(0) — s1]exp (Q(S1)t + /UI(O) (a— 0@ da)- (18)

This identity proves that v; goes to s; and moreover if

K= oo e ™

lu1(t) — s1] < elElvy (0) — s1] exp (~C1).
Links between v; and vy gives the last inequalities for any v;. Moreover, equality ([[§)
proves that the constant C' is the optimal rate. >

then for all ¢t > 0,



3 The “two-by-two” case

The goal of this section is to investigate the asymptotic behaviour of a chemical reaction
of particular type
A+B=C+D.

We will assume that all species are moving according to the same generator and the
speed of the two reactions are the same, for instance equal to 1.

This case was treated with a general diffusion in [E, E] by using entropy method, but
the optimal rate of convergence was not obtained.

Let us denote by a, b, ¢ and d concentrations of A, B, C and D in the domain 2. In
this case the functions a, b, ¢ and d are solutions of the following system on (2,

0:a = La — ab+ cd
Oib=Lb—ab+ cd
Os¢c = Lc+ ab — cd
Oyd = Ld + ab — cd

(19)

with non-negative initial conditions ag, by, cp and dy in D(€2), such that f aogdp > 0 and
the same for by, ¢y and dy. We recall that the boundary conditions are included in the
definition of the domain D(£2).

If a,b, ¢, d are solutions, then a 4+ ¢ = Py(ag + ¢p), a + d = Pg(ag + dp) and a — b =
Pi(ap — bp) which gives that the function a is solution of the linear equation

Bta = La— aDt + Ct, (20)

where Cy = Py(ag + co)Pg(ap + do) and Dy = Py(ag + by + co + dp).

Since the solution is given by a linear solution there exists a classical non-negative
solution of the problem. One can see for example [fl}, [4] for a proof . Some remarks on
the existence are given in Section [,

We also obtain the estimation useful for the asymptotic behaviour.
Lemma 3.1 Solution a, b, ¢ and d of ([19) satisfy for allt >0 and z € Q,

,.%') < min {Pt(ao + CQ),Pt(ao + do)}
) < min {P¢(bo + co), P (bo + do) }
) (
) (

o o Q

N N~

~ "+ "

. 21
< min {P¢(co + ag), Pt (co + bo)} 2y

; min {Py(dy + ao), Pe(do + bo) }

O O O O
IAININ IA
a

B o8R8

Theorem 3.2 Assume that the semigroup (Py)i>0 satisfies a spectral gap inequality ([)
with respect to the invariant probability measure p. Let ag, by, co and dy be non-negative
initial conditions satisfying ag,bo, co,do € L*(du).

1
We set Mo ypicra = J(ao+bo+ co+ do)dp, My = (f (ap + by + co + d0)4d,u> * and
Cysq denotes the constant in the spectral gap inequality (ﬂ)
Let s, is the steady state associated to the initial condition ag, if Maytptctrd 7 @,
then the solution a of (R0) satisfies, for all t > 0,
) y

\// (a— sa)’dp < <\// (ao — sq)%dp +
exp <_ min {Ma+b+c+d, @}O, (22)

SMy

1
Matbterd = 5055




and if Maipiciqd = @ then for all t > 0,

1//((1 — 5a)%dp < <\// (ap — sa)>dp + 5My t) exp (—Mgtptctdt)-

The same inequality holds for b, ¢ and d associated to sy, s. and sg.

If the initial conditions satisfy Myiptetrad < @, then the rate of the convergence
s optimal.

Let us start with a general estimate.

Lemma 3.3 Assume that the semigroup (Py)i=0 satisfies a spectral gap inequality ([)
with respect to the invariant probability measure p, then for all functions f € L*(u) and

all t >0,
4 1
/ (Ptf - / fdu> dyi < de” 056" / fidp. (23)
Proof

Q Set f=f— | fdu, then using semigroup properties and the Cauchy-Schwartz
inequality applied to (Pt)¢>0, one gets,

/ (Ptf— / fdu>4du= [ (2ef) au= [ (p,PyF) an

since P% P% f = P,f. Now the Markov semigroup (P¢)¢=0 is given by a Markov kernel,
A 2 -
so one has <P% f) < P% (f?), which gives at the end

J (- ) (o))

If we set F' = P%(f), then one has

/(Ptf)4du < 2/ <P%(F2) —/FQdu>2du+2</F2du>2,

which gives by definition of F,

/(Ptf>4du§2/(P%(FQ)—/FQdu>2du+2</ (P%(f)—/fdu>2du>2.

We apply twice inequality (ﬂ) to F' and to f to obtain
N4 ot 9 ot N 2
/ (B du < 267755 Var, (F?) + 27755 (Var, (1)),
which implies (23). >

Proof of Theorem [3.2
<1 Is this case, the steady state is the following limit,

_ J (a0 + co)dp | (aq + do)dpu

lim Ci

= o 24
J (ao +bo + do + co)dp t—+oo Dy’ (24)

10



the limit can be seen in L4(d,u). Let us denote by M,. = f(ao + ¢o)dp and define
similarly M,14 and My4ptcrq- One has,

d1
e / (a — sq)dp = /(a — Sq)0adp,

then by (R0) and (4) one obtains
dl 2 2

1o (a - Sa) du = [aLadp— Ma+b+c+d (a - sa) dp

+ / a(a - Sa)(Ma+b+c+d - Dt)dlu' + /(a —54)(Ct — Moy cMyya)dp. (25)

Let us consider the last term:

[(@=5)(C = MasMuai = [(@ = 50)Mora(Pelao + o) ~ Mo

+/(a — 5q)Pe(ap + co)(Pe(ag + do) — Myyq)dp.

Setting p(t) =/ [ (a — $q)2dp, Cauchy-Schwarz inequality yields

[ =5 = MuseMarai < (0 (MM\/ [®utao+ ) - Ma+c)2du>

+(t) <</ Py (ao + Co)4dﬂ> " </(Pt(ao + do) — Ma+d)4d,u> 1/4> .

First spectral gap inequality gives
_1 _1
/(Pt(ao +co) — Moyo)?du<e CSGtVarM(ao +c) <e Csa' /(ao + ¢o)%dp.
Since the semigroup (P):>0 is contractive : % [ Pe(ag + bo)*du < 0, one obtains

(/ Py (ag + co)4d,u> v < (/(ao + co)4d,u> 1/4.

To finish, Lemma gives

1/4

(/(Pt(ao +do) — Ma+d)4du> B < V2 sc </(a0 + do)4du> ,

which implies for the last term of (PH):

/ (a— 5)(Cs — MyypeMora)dp

< 3p(t) exp <_8C%SG> (/ (ag + bo + co + do)4dﬂ>

N

For the other term one gets

[ ata = s)(Massiera = D

< (1) (/ a4dﬂ>1/4 (/ (Matbtetd — Dt)4du>1/4-

11



Using (B1)), we get

</ a4d/~6> . < min { (/(ao + Co)4dM> 1/47 </(a0 + d0)4d,u> 1/4}7

and (R3) gives

/a(a = 8a)(Matbtcra — Di)dp

1
2 t
< 2¢(t) /(ao +bo+co+do)'du ) exp - -
8Csa

Then we obtain

t
O (t) < —Myypyerap(t) +5Myexp | — t),
8Csa

1
where M, = ( [ (ag + bo + co + do)4d,u> 2 Integration of the last differential inequality
5My

yields:
if Moypierad # ﬁ7 then
/(a — 5q)%dp < \// (ap — sa)*dp + T X
\ Mo tbtcrd = 5055
. 1
exp <— min {Ma+b+c+d7 @}O )
and if Myyprcrg = ﬁ, then
1//((1 — 5a)%dp < <\// (a — sa)dp + 5My t) exp (—Myiptcerat),
which finished the proof of (2).

EMitprera < @, then the rate becomes e~ Mat+bt+et+dl one can check that My piciq
is equal to the constant C' defined in ([L§) which is optimal. ©>

M,

Remark 2 In the case of a linear equation of diffusion, O;u = Lu where L is given
by (@), the optimal rate of convergence in L?(dp) is given by the spectral gap constant,
which is the constant Cse in inequality (f). This rate is independent of the initial
condition. For reaction-diffusion equations, Theorem [2.] and Theorem prove that
the optimal rate of convergence strongly depends on the initial conditions, which is
natural for a chemical reaction, the reaction will converges quickly if the species are
more concentrated at the beginning.

Remark 3 The result obtained in Theorem can be of course generalizes in the case
when the gemerator L is just an operator satisfying a spectral gap inequality on the
domain considered ). For example one can consider the case of a fractional Laplacian,
a p-Laplacian,..., and others. (A problem may remain to prove the existence of a non-
negative solution in some of these cases.)

Remark 4 We recall also that while one can find in the literature some results on
long time behaviour of solutions, (as for example nice bounds in [13]), generally it is
a challenge to obtain the optimal bounds. Contrary to Theorem [3.3, the rate obtained
in [@] for a general diffusion always depends on the spectral gap constant.
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4 Study of the general case

Let us consider now the general case for ¢ > 1,

q q
i=1 =1

Assume now that 2 € R" is bounded domain.
Let consider non-negative initial conditions UZQ >on Q, forall 1 <i<gq. A weak
solution of () on the time interval I is ¢ measurable functions (v;);;< 4 such that for

all t € I, vi(-,t) € L1(Q), G(vi (-, 1), ,vq(-,1)) € L1(2),

/0 ||G(1)1(-’5)’... ,Uq(‘,s))HleS < 400

and moreover for all 1 <i<gq,rz € R" and t > 0,

Ui(tvx) =P (Uzo) + kl(/ﬁl - al)/o Pt—S(G(Ul('v 3)7 T 7UQ('7 3)))d87 (26)

which satisfies also for all z € Q, v;(0,z) = v)(x).

The result given here is a direct application of Rothe [[4, Theorem 4]. The main
interest of this result is to see why the solution remains non-negative and is defined on
[0,00) which generally can be quite surprising for a fully nonlinear parabolic equation;
(see also [[[§] for arguments based on a comparison principle).

Proposition 4.1 Assume that there exist 1 < iy, j0 < q such that B;, — o, > 0 and
,8]'0 -, < 0.

Then, for any mnon-negative bounded and measurable initial condition (v?)l <i<q’
there exists a non-negative weak solution of the system (fl). o

Proof
< We will give here just a sketch of the proof and refer to [14] and references therein
to get more informations.

Let us see how solutions are bounded and non-negative. The idea is to solve a
different problem : As for equation (L)), for all 1 < i < ¢ we note by C;1(t,z) =

Py (v? — %v?) (x) and consider the PDE

Oy = Lvy + F(x,t,v1), (27)

where

(xtvl /{? ,81—041)

[e73 q ﬁz
— ;)
( <k1 ,81_061 Ul-i-CzltﬂU) H< 51_a1)01+011(t95)>+>,

=1

and for x € R, ()4 = max {z,0}.

By [i4], () has an optimal and weak solution. Let us see why the solution is
bounded and non-negative. Let o) be a non-negative bounded initial condition and let
71 a weak solution of () (with the same definition as for equation (), replacing G' by

F in (9)).

13



Let for all 1 <i <gq,

_ ki(Bi — i)
7 ta = ta + CZ t? . 28
U( ) kl(ﬂl_al)vl( ) 71( .%') (28)
Then (7;)1<i<q is a solution of
0yv; = Lv; + kl(ﬁl — Oél')é(l_)l, cee ,2_}q), (29)
where
q q
Glor 1) = [[ @5 - [[ @)
i=1 i=1
Let us multiply (9) by —(v;)— := min {9;,0}. After integration, we obtain
d [1 _
& [ 3@ Pdn = [@)-Li@)-dn = k(s — ) [ @)-Glor -+ w)du, (30)
where [(9;)—L((v;)-)dp = [0, L((v;)-)dp < 0.

On the set {v; < 0}, we have
ki(Bi — ai)G (01, -+, 0g) = ki(Bi — ;)G (01, -+ ,0,--+ ),

where we put 0 at the position i. Since for all j, (v;)4 > 0 then it is not difficult to see
that in all cases k;(8; — ;)G (v1,---,0,-- ,9,) > 0. Which gives that

d 1 9
— | =((v;)=)“du < 0.
5 | 3(@)-)"du <
Since at time t = 0, [((8Y)-)?du = 0 then for all ¢ > 0, v;(t) > 0 almost everywhere.

Assume that $; — a3 > 0. Then, since the solutions are non-negative, we get the
following global estimate of the solution,

_ kEi(B1—oa) _
0<t) = —— 9, +
kjo (IBJO - ajo) 70
—0 k1(B1 — a1) —0 0 k1(B1 — o) —0
P (vl Ky (Bjo — ) ”) < ol 'k‘jo(ﬁjo - o) ‘H% >

If 81 — a1 > 0 does not hold, we use iy instead jy to get the same result with j3. The
last estimate proves that v; is bounded and then the solution is defined on [0, 00).

The same method as above in (B(]) proves that for all 0 < i < ¢, v; > 0. This
implies that G(v1,---,9;) = G(v1,---,7,) and then (7;)1<i<, is also a non-negative
weak solution of (f]) which finished the proof of the existence. >

Remark 5 This restriction on parameters (o, 5;) is natural in the context of a chem-
ical reaction by the the principle of conservation of mass by Lavoisier.

The following corollary is a direct consequence of ([[]).

Corollary 4.2 Assume that there exist 1 < 19,50 < q such that B;, — o, > 0 and
Bjo — ajp < 0.

Let (vi)1<i<q be a solution of (). Then for all 1 <i < q such that 3; — a; > 0 one
gets for allt >0 and x €  :

0 0
0 <wvi(t, ) < ki(B; — o) min {Pt <kl(ﬁ:}Z_ o~ kj(ﬁ;j— aj)> (), Bj — oy < 0}
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and for all 1 < i < g such that B; — a; <0 :

VY vy

0 <wi(t,x gkziﬁi—aimin{P< ‘ — L )ﬂ:,ﬁ'—a'>0}.
In particular when initial conditions are bounded, solutions of (f) are also bounded with
an explicit upper bound.

Theorem 4.3 Assume that the semigroup (Py)i=o satisfies a spectral gap inequality ([)
with respect to the invariant probability measure p. Assume also that for all 1 <i < g,
az/Bz =0.

Let ( ) 1<i<q
that for all 1 <i <gq, [vdp > 0.

Let (si)1<i<q be the steady state given by Lemma [[L3. Then for all 1 < i < q, one
gets

be a non-negative bounded initial condition. We assume furthermore

/(vi — 53)%dp < K exp (—min {a, M }t), (31)

where a > 0 depends on «;, B; and Csg, and M, K > 0 depend on the initial conditions.

Proof
<1 The idea is almost the same as in Theorem B.9 except that we do not obtain the
optimal rate.

Assume that 81 — a; > 0, the opposite case could be treated in the similar way.
Equation ([2) applied for j = 1 reads

o1 = Lvy + F(t,z,v1),

where

F(t,z,y) = k(81 — a1)x
4 ki(Bi — o) Q; q B 5
<g<my+0“tx> E(lﬁ ﬁ1—041)y+0“(t x)> >

and functions C; 1 (¢,x) are defined in ([L). By the ergodicity properties of the semi-
group, equation (), implies that in L?(dpu),

ki(Bi — o 5.
tin Gt = [ (4 g =a )=

Denote by Fuo(y) the limit of F'(¢,x,y) when ¢ goes to infinity. Note that F,, does not
depend on z € Q. Then, one gets since [ v1Lvidu <0,

%% / (vi — s1)%dp < ki (B — ) / (v = s1)(F(t, -, v1) — Foo(v1))dp

+k1(B1 — 1) / (v1 — s1)Foo(v1)dpe. (32)
Note that F., is equal to the polynomial function F defined in ([[7) where in the

definition of C;; in ([4), vi(0) is replaced by the mean value of initial conditions [ v{dpu.
Let us set

W0 Y
My(t,z) = k(B —a1)min{ <k1(51 1_a1) — ]Cj(ﬁjj—aj)>(x)7 B; —aj < O},
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and for its limit as t goes to oo

MP© =k i it U 0
1 — 1(51 _al)mln / kl(ﬁl —041) - ]C](,BJ —Oé]) Hy /8.] —Oé] < .

As it was shown in the proof in Theorem P.1], Fio (X) = (X —51)Q(X) with Q(X) < 0
for all X € (0, M7{°). Now since for all 1 < i < ¢, a;8; = 0 then s; is a simple root of
the polynomial function F,. It implies that that Q(0) < 0 and Q(M7°) < 0. Then by
continuity of ) there exist €, > 0 such that Q(X) < —e for all X € [0, MT° + n].

For the second term in (B3), we get

ki1(B1 — 1) / (v1 = s1)Foo(v1)dp < —k1(B1 — 061)6/{ <rr i) (v1 — s1)%dp
+k1(B1 — o) [[v1>M1°°+n} (v1 = 51) Foo (v1)dp,

and then for some constant K depending on initial conditions
k1 (81 — 1) / (v1 = 81)Foo(v1)dp <
~ (B = ane [ (o = 0+ Kpfor > M7 4.
Corollary [[.9 implies that M;(t,-) > v; and then Markov inequality gives
k1(B1 — 1) / (v1 = 81)Foo(v1)dp <
— k(B — 041)6/ (v1 — s1)%dp + K'Var, (M (t,-)). (33)

Since for ¢ measurable functions g; € La(u) one has

Var,(min {g;, 1 <i<q}) < ZVaru (9i),

so the last term of (B3) gives

kl(ﬁl —041) / (1)1 — Sl)Foo(Ul)dM < —kl(ﬂl —041)6/ (1)1 — 81)2d,u,+K,€_C—éGt, (34)

where K’ is an another constant depending on initial conditions.
Let us note F(t,z,y) = > Ki;.y' and Foo(y) = >, Ko iy® where we note
v =max{> " | B;,> % | a;}. The first term of (B2) gives

/ (01 — $1)(F(t, - v1) — Foo(v1))dp

< \//(v1—81)2duz\//vl Kiiz — Kooi)*dp.

Let us consider one of them, with 1 < i < ¢, one has

/U%i(Kt,i,:v_ ooz d,U<\// 4Zdﬂ\// Ktzm_ ooi)4d,u.
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There exist some sets I'; ; and A; and constants p; ;» € R, v; j » € N such that

Kt,i,l’ = Z H IIJ’ZJ,k(CZyl(t’x))PYL]’k'

JEA; kGFZ"j

Then for some constant K; > 0, p; ;. > 2 and ¢; 1 > 0,

9i,j,k
JRCTE SRS 5 Sl |l § L R e

JENA; kGFZ"j

Since the initial conditions are bounded and p; ;i > 2, one gets for some another
constant K

. D . 2
/ ((Conlt ) 7ok = (C5) ™ Peodp < K / (Cia(t,) = C73) dn,
and then spectral gap inequality gives for some K,
o __1
J(@aattyon = (Cpy et prorau < KT

Thus we have proved that there exits v; > 0 and R; > 0 depending on initial conditions
and Cgg such that

/(Ktlm — Koo i)'dp < Rie ™,

All of these estimates give for some a > 0 depending on «;, §; and Cgsg and R > 0
depending on initial conditions the following bound

ki(Br — a1) / (v1 = s1)(Fi(v1) = Foo(v1))dp < /(Ul — 51)%dp Re™ ",

Ifo(t) =1/[ (a1 — s1)%dp, the equation (BJ) becomes, by the previous equation and (B4),

F(t) < —ki(B1 — ar)ep(t) + Re® + K'e” 756",

which finishes the proof. >

Remark 6 e One can generalize the last theorem in the following way without as-
suming that for all i, a;3; = 0. Let us consider it and j~ such that

0d 0d
sup { fv]lu’}:_fvz+:u‘

st Bi—a;>0 | B —ay Bi+ — i+
and .
su B fvjo'd:u o fvjfdlu
p = .
st Bi—a;<0 | Bi—ay Bj- — aj-
Assume only that i+ B;+ = ;- ;- = 0. Then the computation for the species it

and j~ are the same as in the proof of Theorem [[.3.

e On can also generalize in assuming that the initial conditions (v0)1<i<, are in
Li(du) for some q > 1 instead of L*°(du). In that case the proof will be more
technical.
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