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Abstract

This paper is devoted to true-concurrency models for probabilistic sys-
tems. By this we mean probabilistic models in which Mazurkiewicz traces,
not interleavings, are given a probability. Here we address probabilistic
event structures.

We consider a new class of event structures, called locally finite. Lo-
cally finite event structures exhibit “finite confusion”; in particular, under
some mild condition, confusion-free event structures are locally finite. In
locally finite event structures, maximal configurations can be tiled with
branching cells: branching cells are minimal and finite sub-structures cap-
turing the choices performed while scanning a maximal configuration.

A probabilistic event structure (p.e.s.) is a pair (£,P), where £ is
a prime event structure and PP is a probability on the space of maximal
configurations of £. We introduce the new class of distributed probabili-
ties for p.e.s.: distributed probabilities are such that random choices in
different branching cells are performed independently in the probabilis-
tic sense, thus ensuring that “concurrency matches probabilistic indepen-
dence”. This class of p.e.s. adequately models distributed probabilistic
systems with true-concurrency semantics.

The results stated in this paper appeared first in the thesis [1] and in
the conference paper [3].
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1 Introduction

For concurrent systems, there is a fundamental difference according to the under-
lying interleaving or true-concurrency semantics considered. True-concurrency
probabilistic models are a recent research area [17, 5, 1, 16] where Mazurkiewicz
traces [12, 13] are randomized, not interleavings. This paper addresses proba-
bilistic event structures in this framework.

Probability and stochastic process theories provide the mathematical founda-
tions for randomizing systems. The general model is the following: first consider
the space €2 of all possible histories of the system. Randomizing the system con-
sists in defining a probability measure on §2, meaning that a particular execution
of the system will occur at random, according to the probability distribution
chosen. For true-concurrency systems, we still conform to this general concept.
In particular, for systems represented by event structures, an history consists of
a maximal configuration of the event structure.

How can such a probability be constructed? And, among all probabilities
that can be constructed, aren’t there some particular ones to be preferred, with
some desirable properties?

For sequential systems such as, say, Markov chains, classical constructions
follow the following natural steps. Regard a history as resulting from a sequence
of successive choices (choosing the next state). Assign a given probability to
each choice. Any partial execution, seen as a finite stack of choices, is given a
probability by the usual chain rule. Measure theoretic arguments show that this
construction indeed extends to a “limiting” probability measure on the space of
all histories of the system. Thus, randomizing a system amounts to:

1. isolating the choices performed by the system—this typically relates to
combinatorics;

2. giving a method for assigning a probability to each choice, and then to
each finite stack of choices—this is the central job of probability theory;

3. obtaining a “limit probability” —by using arguments from measure theory.

For true-concurrency systems, we wish to follow the same steps. However, the
main difference with the classical setting is that choices are no more totally
ordered. Indeed, some choices occur concurrently. The interleaving semantics
ignores this issue by assigning a particular order to the choices made, which re-
sults in assigning a probability when choosing among different interleavings. For
a true-concurrency randomization, we may not use this trick. Instead, we wish to
consider stacks of possibly concurrent choices. An advantage is that concurrent
choices can then be made probabilistically independent. Such a requirement is
natural for distributed systems: local components act asynchronously and with-
out communication for some limited amount of “time”. During this period, the
actions inside local components shall be independent in the probabilistic sense
since the local components do not communicate. To summarize, our first task
consists in decomposing partial executions of an event structure, i.e., finite con-
figurations, as stacks of possibly concurrent choices. Then, we will associate a
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Example 1 Example 2

Figure 1: Two event structures. Curved lines denote conflict and directed arrows
denote causality.

probabilistic interpretation of this decomposition by making concurrent choices
independent in the probabilistic sense.

We analyze a simple example to make these ideas precise.

Consider the event structure depicted at left in Figure 1. Consider first
the triple a#b#c (where # denotes the conflict relation). Note that a and ¢
are concurrent. If event a is selected in an execution of the system, the only
possibility is that event ¢ eventually fires in the same execution. We have
thus a mutual implication a < ¢, although events a and ¢ are concurrent.
Consequently, events a and ¢ must be considered jointly for the randomization
of maximal configurations. Furthermore, unlike for sequential systems like, e.g.,
Markov chains, we cannot assume in general that the probability decomposes
multiplicatively over events.

Add now three events d#e# f to the event structure, not related to events
a,b,c. Then the choices involving d, e, f are unrelated to the choices involv-
ing a,b,c. Thus, we can multiplicatively decompose our desired probability as
a product of the two probabilities governing the choices in a,b,c and d,e, f,
respectively. By this way, we make use of our policy according to which, as
much as we can, parallel processes shall be made independent in probability.
For example, the probability of selecting the pair {a, c} jointly with {e} is:

P({aa C}v {6}) = qa#b#c({a’ C}) X qd#tedf ({6})7

where probabilities gq4p#c and qquesr are governing the choices in a,b, c and
d, e, f, respectively. Sub-event structures a#b#c and d#e+# f are called branch-
ing cells. We have implicitly used the fact that, in this example, every maximal
configuration of the event structure decomposes as a union of maximal configu-
rations of each branching cell. This remark will be instrumental in our theory.

Consider now Example 2 of the same figure. It coincides with Example 1,
except that causality a < d has been added. Remark that any maximal execu-
tion of the whole system still induces, by restriction, a maximal configuration of
the branching cell a#b#c. Consider the alternatives “firing e” versus “firing f”.
Both are allowed, whatever the decision taken in branching cell a#b#c is. How-
ever, if branching cell a#b#c produces {b}, then d is disabled, so that e and f
compete alone. Whereas, if the result is {a, ¢} instead of {b}, then d is enabled,
and now the competition involves d, e and f. Therefore we have to consider the
two possible branching cells e# f and d#e# f. Typically, probabilities are now
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computed by:

P({b}v {6}) = Qa#b#c({b}) X Ge#f ({6})7
]P’({a,c}, {e}) Qa#b#c({aac}) X qdte#tf ({6})-

As we see, any maximal configuration may be decomposed through stacks of
finite configurations, each finite configuration being maximal in some sub-event
structure. The different sub-event structures encountered are called branching
cells. Branching cells isolate the choices performed to obtain a maximal con-
figuration of the event structure. Although branching cells involved in the de-
composition of some given maximal configuration do not overlap, there may be
branching cells with a nonempty intersection—e# f and d#e# f in our example.
We interpret this fact by saying that the decomposition through branching cells
is dynamic. This means that an event, when occurring in different executions
of the system, may be considered in different branching cells, depending on the
prior context. If one performs the decomposition on trees instead of event struc-
tures, or even on confusion-free event structures, one finds that branching cells
are globally disjoint, i.e., the decompositions are not dynamic. We summarize
the properties of branching cells as follows:

(i) Branching cells isolate in a recursive and dynamic way the independent
choices performed while constructing a maximal configuration of an event
structure;

(ii) Branching cells support a randomization where concurrent branching cells
are made independent in the probabilistic sense.

In this paper, we propose an analysis of event structures that generalizes the
above example. We define branching cells as finite sub-event structures possess-
ing properties (i,ii) above. Hence branching cells represent the atomic parts in
the stacks of choices that we are seeking for event structures. Branching cells
must be dynamically defined. Therefore, for event structures arising from the
unfolding of a Petri net, branching cells differ from clusters [8], which are stat-
ically defined on the net. Branching cells and their properties constitute the
first contribution of this paper.

Our study does not encompass all prime event structures. To ensure the
finiteness of branching cells, we add an assumption called local finiteness. Under
some very mild conditions, trees and confusion-free event structures are locally
finite. Indeed, locally finite event structures can be seen as event structures with
a kind of “bounded confusion”. Extending the decompositions that we propose
to general event structures—i.e., considering non locally finite event structures—
requires some more work involving in particular transfinite arguments.

The probabilistic construction performed in the above example generalizes to
any locally finite event structure. We attach a local transition probability to each
branching cell. Then we show that local transition probabilities can be com-
bined using a chain rule where concurrent choices are made independent. This
amounts to define a probability measure on the space of maximal configurations
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of the event structure, seen as a kind of product of local transition probabilities.
This special construction of probabilities is called a distributed product—this
term is reminiscent from the fact that concurrent choices are made probabilis-
tically independent. Probabilities reached by this way are called distributed
probabilities. For distributed probabilities, parallel processes are made indepen-
dent in probability, at the grain of branching cells. Moreover, we will show that
it is not possible, in general, to get the same property at a finer granularity than
branching cells.

Conversely, we show that the “concurrency/independence” matching prop-
erty is characteristic of distributed probabilities. In other words, if a probability
satisfies this property, then it is a distributed product. Distributed probabili-
ties and their recursive construction through distributed products are the second
main contribution of the paper.

The paper is organized as follows. In Section 2 we introduce locally finite
event structures and stopping prefixes, which are basic objects for studying lo-
cally finite event structures. Section 3 is devoted to branching cells and the
associated decomposition of configurations. Probabilistic event structures are
defined in Section 4 and we also show how to reduce the construction of locally
finite probabilistic event structures to that of finite probabilistic event struc-
tures. The special class of distributed probabilities is investigated in Section 5.
Two appendices collect the longest proofs.

Related Work. In [16], the randomization of event structures is studied from
the domain theory point of view, by using continuous valuations defined on the
domain of configurations of an event structure. This viewpoint is closely re-
lated to the probabilistic powerdomains from Jones and Plotkin [10, 15]. The
authors use the one-to-one correspondence between continuous valuations and
Borel measures on the space of configurations [4]. However, it is not easy to
determine when a measure on the domain of configurations has its support in
the space of maximal configurations. This is the role of the non-leaking valua-
tions in [16]. Non-leaking valuations are constructed explicitly for confusion-free
event structures, where the example of valuations with independence is given.
For confusion-free event structures, non-leaking valuations with independence
coincide with our own distributed probabilities.

The present approach has its roots in the work [5] where stopping pre-
fixes where first proposed for true-concurrency systems—stopping prefixes were
called “stopping times” in the above reference—and the principle of concurrency
matching probabilistic independence was first stated. However, it is only with
the new notion of branching cell first proposed in [1] that the preliminary ideas
of [5] could really be developed. The reader is referred to [5] for motivations of
the present work related to applications.



Information & Computation 204(2):231-274, 2006

’ Symbol \

Meaning

EVENT STRUCTURES, CONFIGURATIONS

co, #, concurrency and immediate conflict relations
VY or Vg poset of finite configurations of £

V or V¢ poset of configurations of £

Q or Q¢ set of maximal configurations of &£

STOPPING PREFIXES, R-STOPPED CONFIGURATIONS, BRANCHING CELLS

d(v) or dg(v)
A(v) or Ag(v)

B lattice of finite stopping prefixes of £
np:Q — Qp | projection mapping
W or We poset of finite R-stopped configurations of £
W or We poset of R-stopped configurations of £
C or Ce set of branching cells of £

set of branching cells of £ enabled by v
covering of v in &, for v € W

By(&) max-initial prefix of £
FUTURE OF A CONFIGURATION

y poset of finite configurations of &*
v poset of configurations of £*
wH poset of finite R-stopped configurations of £
w" poset of R-stopped configurations of £*
c set of branching cells of &“

A¥(v) covering of v in &%, for v € W"

Table 1: Notations for event structures and branching cells

2 Stopping Prefixes of Event Structures

2.1 Prerequisites on Event Structures

Throughout this paper we consider only prime event structures. We will say
event structures for short, always meaning prime event structures. We list in
Table 1 the notations used throughout §§2-3.

Event Structures. Let (£,=<) be a partially ordered set. Elements of £ are
called events, and we assume that £ is at most countable. The order relation
=< is called the causality relation. < and > are obvious notations for relations
derived from <. The downward closure of a subset A C £ is defined by |A =
{e€ & : 3’ € A, e < ¢'}. For a singleton, we note e = [{e}. We assume that
le is a finite subset of £ for every event e. An event structure is a triple (€, <, #),
where (€, <) is a partially ordered set as above, and # is a binary symmetric
and irreflexive relation on &, called the conflict relation. It is assumed that the
conflict relation satisfies the so-called inheritance axiom, i.e.:

Vei,ea,e3 € E, ei1Fes and ey < ez = e1#es.
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With a slight abuse of notations, we shall identify an event structure (€, <, #)
and its set £ of events. Remark that our definition includes the empty set () as
an event structure. We say that an event e € £ is minimal in £ if e is a minimal
element of the partial order (£, <). We denote by Min<(€) the set of minimal
events of £.

The concurrency relation is the binary relation on £ denoted by the sym-
bol co, and defined by: co = (€ x &)\ (2 U = U #). Hence two events e, e
are concurrent if they are neither in conflict nor causally related.

Prefizes and Configurations. A subset P C & is called a prefiz of £ if it is
downward closed, i.e., if P = | P.

A subset v C £ is said to be conflict-free if it does not contain any two
elements in conflict, i.e., if #N (v xv) =0. A subset v C & is said to be a
configuration of £ if v is a conflict-free prefix of £. Remark that () is always a
configuration of £. We say that u is a sub-configuration of v if v and v are two
configurations such that v C v.

We denote by Vg, or by V for short, the set of configurations of £. (V,C) is
a partial order. We denote by Ve, or by V for short, the sub-poset of finite
configurations of £. Remark that, for every event e € £, the subset |e is the
smallest configuration that contains e.

We say that two configurations v, v" are compatible if v U v’ is a configuration.
Otherwise we say that v and v are incompatible. We say that two events e and
e’ are compatible if |e and |e’ are compatible, and that an event e is compatible
with a configuration v if |e and v are compatible.

Mazimal Configurations. Any union of pairwise compatible configurations is
a configuration. In particular, any chain of configurations admits an upper
bound. Furthermore, the set V of configurations is nonempty since ) € V. As a
consequence, by virtue of Zorn’s Lemma, V) has maximal elements, i.e., config-
urations w such that, for every configuration v, v 2 w = v = w. We denote the
nonempty set of maximal configurations by ¢, or by €2 for short. The notation
is indeed reminiscent to the Q from probability theory, the reason will be given
in Section 5. Any configuration of £ is a sub-configuration of some maximal
configuration.

Sub-Event Structures. Let F' be a subset of £. Let < |F and #|F denote
respectively the restrictions of causality and conflict to F', defined by:

2 p=2NEFXF), #lp=#N{FxF).

Then the triple (F, < |7 #\F) is an event structure, we denote it by (F, <X, #)

for short. Implicitly, every subset F' C &£ will be considered as an event structure
with this convention.
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Sequential Fvent Structures: Trees of Events. Event structures are a model
for concurrency, where co captures the concurrency properties of £. Accord-
ingly, sequential systems, seen as particular cases of concurrent systems, shall
be characterized by a trivial concurrency relation.

Therefore we say that an event structure £ is a tree of events [18] if co = 0.
This is equivalent to £ be an at most countable union of disjoint oriented trees
in the usual sense, with the conflict relation as follows: all roots are pairwise
in conflict, and for every event e, the immediate successors of e are pairwise in
conflict.

2.2 Future of a Configuration. Concatenation of Configu-
rations

Let v be any configuration of £. We introduce the notion of future to analyze
the set of events that can occur “after” v, in a sense to be made precise, since
event structures involve concurrency.

Definition 2.1. For v a configuration of £, we define the following subset
of &:
E" ={e €& : eis compatible with v and e ¢ v}.

&Y is called the future of v.

Note the extremal cases: 2 = &£, and £ = 0 if and only if v is a maximal
configuration of £.

Notations: We note VU for short instead of Vg to denote the poset of finite
. . TV .
configurations of £V. Similarly, )V denotes the set of configurations of £V.

Example. Let £ be a tree of events, and let v be a configuration of &,

ie., v is a path in £ If v is infinite, then £€Y = (), otherwise v can be

written as v = {e1,...,e,} with e; < -+ < e,. The future £¥ is given by:

EV ={e€ & :e, < e}. See an illustration in Figure 2. o
1—-¢&7

€6 # er

Figure 2: Left, a tree of events. Immediate successors of a same events are
pairwise in conflict. The future of v = {ey, es} is depicted on the right.
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Example. In general, and because of concurrency, events in the future &Y
need not be causally related to events of v. This is illustrated in Figure 3.
Indeed, for v = {eq, €5}, events e3 and eg belong to £¥ without being causally
related to any event of v. o

# €8 # €10 # €8 # €10

1w e e
-
- Sa
€6 €4 €6
e3

Figure 3: An event structure £ and a configuration v of £. The future of
v = {ea, 5} is shown on the right.

|
€1 L@z _ €3

Concatenation. It follows from Definition 2.1 that, for any two configurations,
u of £, and v of £%, the union of subsets v Uwv is a configuration of £. To
distinguish this kind of union from union of compatible configurations of £, we
call uUv the concatenation of u and v, and we use the following special (non
commutative) notation:

udv=uUv, onlydeﬁnedforuEVandUEVu.

When it is well defined, it satisfies u @ v O u. Conversely, for any configuration
w containing u, w \ u is a configuration of £%, which is the “tail of w after u”.
We use the following notation:

wOu=mw\u, defined for all u,w € V such that u C w.
To summarize, if the following objects are well-defined, we have:
udveV, woueV', (udv)ou=uv.
Clearly, the following formula holds, for the composition of futures:

VueV, YweV", (&%) =¢guer. (1)

Pre-regular Event Structures. As event structures of particular interest, we find
the event structures arising from unfoldings of 1-safe Petri nets [13]. The sys-
tematic analysis of the notions introduced here, applied to the case of unfoldings
is out of the scope of this paper—this is the topic of Markov nets [2]. However,
we define pre-regular event structures in order to capture an important property
of unfoldings. According to the following terminology, unfoldings of 1-safe Petri
nets are uniformly pre-regular. We choose this terminology since pre-regularity
(actually, uniform pre-regularity) is a condition for an event structure to be
regular in the sense of Thiagarajan [14].

10
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Definition 2.2. We say that £ is pre-regular if, for every finite config-
uration u of &, the set Min<(EY) is finite. We say that £ is K-uniformly
pre-regular if for any finite configuration u of £, Min<(E™) has at most K
elements (in which case this is true for any configuration u). We say that £ is
uniformly pre-regular if there is a constant K such that £ is K-uniformly
pre-reqular.

If £ is pre-regular, it follows from the composition formula (1) that the
future £* of any finite configuration u is then pre-regular. If £ is K-uniformly
pre-regular, this is also the case for any future £*.

2.3 Stopping Prefixes and Stopped Configurations

In probability, the notion of choice is central, as the very purpose of probabilities
is to randomize choices. Choice is therefore a key concept in this paper. Choice
in event structures relies on the notion of immediate conflict we recall next.
The immediate conflict relation is the following binary relation on &£, denoted
by #,, and defined by:

Vey,eq € g, e1#u ey <= #N (J,@l X leg) = {(61,62)}.

Informally, “stopping” is the action of “cutting” a prefix of an event structure
in such a way that choices remain internal to the considered prefix.

Definition 2.3. A prefiz B is called a stopping prefix if B is #/,-closed,
i.e., if for all (e1,e2) € B x &, e1#,e2 = €2 € B.

If B is a stopping prefir, a configuration v of £ is called B-stopped if v is
a mazimal configuration of B. A configuration v of £ is called stopped if there
18 a stopping prefix B such that v is B-stopped.

We give some examples to illustrate the notions of stopping prefix and of
stopped configuration.

Example. Let £ be the event structure consisting of £ = {ey, eq, e3} with
empty causality relation, and with conflict relation defined by ey #es and es#es.
Then these conflict are also minimal conflicts, and therefore the only two stop-
ping prefixes of £ are () and £ itself. It follows that stopped configurations of
& are either () or maximal configurations of £. The latter are (eje3) and (e3).
Here, configuration (e1) is an example of configuration which is not stopped. ¢

Example. Figure 4 depicts stopping prefixes of an event structure. o

The following example analyzes the case of trees of events. Confusion-free
event structures are treated in §2.6.

Example. If € is a tree of events, a prefix B is a stopping prefix if and only if
B satisfies: for every event e € B, if v, denotes the configuration v, = |e \ {e},
B contains all the events minimal in &%. Figure 5, left, depicts a stopping

11
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Figure 4: An event structure with minimal conflicts depicted by curved arcs.
Some stopping prefixes are depicted by dashed frames.

prefix in a tree of events, while the prefix depicted on the right is not a stopping
prefix. We see that stopping prefixes are given by unions of groups of events
that can be simultaneously enabled. o

Figure 5: Left: a stopping prefix of a tree of events. Right: a prefix which is
not a stopping prefix.

Stopping prefixes satisfy the following crucial property:
Lemma 2.4. Recall that Qg denotes the set of mazimal configurations of B.

1. For every stopping prefic B and every mazimal configuration w, the in-
tersection w N B is a mazximal configuration of B. Hence, every stopping
prefix B induces a mapping:

m5:Q—Qp, w—rplw) =wnNB.

2. For every pair B, B' of stopping prefizes with B C B’, we have a mapping:
mpp Qp — Qp, verpp(v)=vNB,
making the following diagram commutative:

Tt
Q— Qp

N

12

@)

Qp
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PrROOF. 1. We only have to show that, for every w € ), w N B is maximal
in B. Put wg =wnN B, and assume that wp ¢ Q. Then there is an event
e € B such that e ¢ wp and wp U {e} is a configuration of B. Since e € B\ wp,
e is not an event of w. Since w is maximal, this implies that e is incompatible
with w. Two incompatible configurations contain events in immediate conflict
(this is shown in Lemma 2.5 below, §2.4). Therefore, there are events = € |e
and y € w such that x#,y. B is #, -closed, and since x € B, this implies that
y € B, and thus y € wp. But then, wp U {e} contains the events x and y which
are in conflict, contradicting that wpg U {e} is a configuration. This shows that
wp € Op.

2. Let B, B’ be two stopping prefixes with B C B’. Then B is a stopping
prefix of B’, seen as an event structure. Applying the previous point in event
structure B’, wp p: is indeed defined as a map Qp — Qp. The diagram (2) is
obviously commutative (by associativity of ”N”). O

Remark. The key point in Lemma 2.4 is that, for every maximal configura-
tion w, w N B is maximal in B. This is not the case in general if B is any prefix.
Take for instance the event structure £ = {a, b} with a#b, the prefix P = {a},
and w = {b}. Then wN P = ) is not maximal in P. o

2.4 Concurrent Stopping Prefixes

Stopping prefixes are defined in such a way that choices performed in a stopping
prefix B remains internal to B. To formalize this, we show first that disjoint
stopping prefixes are concurrent. As a consequence, configurations of disjoint
stopping prefixes do not interact with each other. That is to say, every config-
uration of some stopping prefix B, seen as a choice made in B, is compatible
with any choice made “beside” B.

We begin by recalling a well-known result.

Lemma 2.5. If v,v’ are two incompatible configurations, then there are
events e € v and ¢’ € v’ such that e, €.

Then the following lemma provides the key step for studying disjoint stop-
ping prefixes.

Lemma 2.6. Let P be a prefiz of £, and let B be a stopping prefix of €. As-
sume that PN B = (). Then eco f holds for every pair of events (e, f) € P x B.

PrOOF. Let (e, f) € P x B. Since PN B = (), and since both P and B are
downward closed, e and f are not causally related. Assume that e#f. Then,
according to Lemma 2.5, there are events x € |e and y € | f such that z#,y.
Then y belong to B. Since B is #,-closed, = also belongs to B, and thus
x € PN B, a contradiction. Thus e and f are not causally related and neither
in conflict, hence eco f. O

We can now state the result showing that choices performed in disjoint stop-
ping prefixes do not interact with each other. Hence, for stopping prefixes,
concurrency fits independence.

13
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Proposition 2.7. Let B be a stopping prefix of £, given as a union of dis-
tinct stopping prefives B = |J;c; Bi, where I is some set of indices. Then the
sets of configurations Vg and of maximal configurations Qp of B respectively
decompose as:

Vp = HVB,“ Qp = H Qp, . (3)

iel i€l

PrOOF. Let B = |J
the following mapping:

ier Bi, with B; distinct stopping prefixes. Consider

<I>:VB—>HVB” v— ®() = (vN B;)ier - (4)
i€l

® is indeed well defined, since it is clear that vNB; € VBI. for each v € V. Then
® is injective, since we have the reconstruction formula v = (J,c; v N B; for all

v € Vp.  is also surjective. Indeed, for every element (v;)ies € [I;¢; VB, , the

subset:
v = U Vi,
iel

is a prefix of B, and Lemma 2.6 implies that v is conflict-free. Hence v is a config-
uration of B. Since the B; are pairwise disjoint, we get that ®(v) = (v;)1<i<n,
which shows that ® is surjective, and thus bijective. We equip the product
[Lics Vg, with the product order (i.e., (u;)ier < (v;)ies if u; C v; for all i € I).
This makes ® an isomorphism of partial orders, and thus:

Vs = [[Vs..

iel

In particular, ® respects maximal elements. We obtain thus by restriction of ®
to 25 the identification:
Qp =[] 9.

iel

This completes the proof of the proposition. O

2.5 Locally Finite Event Structures

The set of stopping prefixes is obviously a complete lattice, and the event struc-
ture & is itself a stopping prefix. Therefore, for every event e € £, there exists
a unique minimal stopping prefix that contains e, namely the intersection of
all stopping prefixes containing e. We denote this stopping prefix by B(e). A
typical difficulty with concurrency models is that, in general, stopping prefixes
B(e) can be infinite. The following restriction is considered:

Definition 2.8. An event structure £ is called locally finite if for every
event e, there exists a finite stopping prefiz of £ containing e. The lattice of
finite stopping prefizes of € is denoted by B.

14
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Equivalently, B(e) is finite for every event e € £. Equivalently also, for
every finite set A C &, there is a finite stopping prefix B containing A. The
lattice of finite stopping prefixes plays a fundamental role for locally finite event
structures.

Remark (finite and finitely stopped configurations are the same). For a gen-
eral event structure, if v is a finite stopped configuration, it is generally not true
that v is B-stopped for B a finite stopping prefix. We should thus distinguish
between finite stopped configurations and finitely stopped configurations (those
v € Qp for some finite stopping prefix B). However the two notions coincide
if £ is locally finite. Indeed, let v be finite and stopped, with v € Q¢ (here,
stopping prefix C' may not be finite). Since v is finite, and since we assume that
£ is locally finite, the smallest finite stopping prefix B that contains v is finite
and satisfies B C C. According to Lemma 2.4, Point 2, it implies that v N B is
maximal in B, and since v C B by construction, we finally get: v € Qp, what
was to be shown. This justifies that we refer, for locally finite event structures,
to finite stopped configurations, without any further precaution. o

To show that local finiteness is stable when taking the future, first observe
the following:

Lemma 2.9. If B is a stopping prefix of £, then BNEY is a stopping prefix
of EV for every configuration v of £.

PROOF. Denote by #,, the immediate conflict relation in £”. Then the
lemma follows from the following identity:

#,=#uN (5” x EY). (5)
O
From the above result, we immediately deduce:

Proposition 2.10. If £ is locally finite, then EV is locally finite for every
configuration v.

Remark. Although the unfolding of a safe finite Petri net is always pre-
regular, and even uniformly pre-regular, it is not true in general that the un-
folding of a safe finite Petri net is locally finite. Figure 6 depicts a uniformly
pre-regular event structure that is not locally finite. o

2.6 The Particular Case of Confusion-free Event Struc-
tures

We open a parenthesis to illustrate the notions introduced above in the case
of confusion-free event structures. Confusion-free event structures are defined
as those event structures whose domain of configurations satisfies the so-called

15
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Figure 6: An event structure uniformly pre-regular, but non locally finite: the
event at right-bottom is in immediate conflict with infinitely many events.

Q-axiom [13, 11]. Equivalently, we shall follow [16, Prop. 2.4] and define an
event structure £ to be confusion-free as follows: Let F' be the binary relation
F = #, U D, where D is the diagonal D = {(e,e), e € £}. &£ is said to be
confusion-free if F' is transitive, and if the following holds:

Ve,e' € £, e#,e = le\{e} ="\ {}. (6)

It is known from [13] that so-called confusion-free Petri nets unfold to confusion-
free event structures. Let £ be a confusion-free event structure. For e € &,
define:

Gle)={e' €& : eFe'}.

Then it is easy to verify that B(e), the smallest stopping prefix of £ that contains
an event e € £, is given by:

B(e)= | J G(). (7)

e’ele

Assume moreover that £ is pre-regular. Then it follows from (6) that G(e) is
finite for every e € £. In turn, B(e) is also finite for every e € &, and thus
£ is locally finite. We have obtain the following: Let £ be a confusion-free
event structure. If € is pre-reqular, then £ is locally finite. As a corollary: The
unfolding of a confusion-free Petri net is locally finite.

We leave as an exercise to the reader to prove the following, by making use
of the form (7) for stopping prefixes B(e): In a confusion-free event structure,
every configuration is stopped.

2.7 Recursive Stopping

Next, we analyze the effect of concatenation on stopped configurations. The
following example shows that the class of stopped configurations is not closed
under concatenation in general. This motivates extending this class.

16
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Example. Let £ be the event structure depicted in Figure 7, left. £ has two
nonempty stopping prefixes, By = {e1,e2} and By = £. Let v1 = (e1); v1 is Bi-
stopped. The future £** is depicted in Figure 7, right. Configuration z = (e3) is
stopped in £* since {e3} is a stopping prefix of £¥*. However the concatenation
v =11 ®z = (ere3) is not stopped in €. Indeed, if v was stopped, then v would
be maximal in B, = £, which is not the case. Hence, the concatenation of two
stopped configurations is not a stopped configuration in general. o

| | '|_| l','
| €3 €q 65| 1, €3 1 €5 |
1, e ! e
| | L2 L2
1 |
=== ==]-- [ i
(. | 1
| b (e1)
Ilel €2 1 | gler

Figure 7: Left, an event structure £. Right, the future of configuration (e1). All
nonempty stopping prefixes are depicted by dashed frames. The concatenation
of two stopped configurations is not stopped: (ejes) is the concatenation of two
stopped configurations, but (ejes) is not stopped in £.

Definition 2.11. A configuration v of £ is said to be R-stopped in &
(R for Recursively stopped) if for some integer N > 0 or for N = oo,
there is a non-decreasing sequence (vy,)o<n<n Of configurations with vo = 0 and
v = Uy<nen Un, and such that:

Vn > 0, n < N = v,11 © v, is finite stopped in E".

The sequence (vy,)o<n<n 15 called a valid decomposition of v. If v has a valid
decomposition with N < co, we say that v is finite R-stopped.

We denote by We, or by W for short if no confusion can occur, the set
of R-stopped configurations of £. We and shortly VW denote the set of finite
R-stopped configurations.

We use the same conventions as before in denoting by WY and W', respec-
tively, the sets of finite R-stopped configurations and R-stopped configurations
of the future £v.

Proposition 2.13 below relates R-stopped configurations of £ with R-stopped
configurations in stopping prefixes of £, and in futures of R-stopped configura-
tions. For this we need the following lemma.

Lemma 2.12. Let B be a stopping prefix of £, and let v be a configuration
of B. Then we have:

1. D is a stopping prefiz of B = D 1is a stopping prefiz of E.

2. D is a stopping prefix of EY = D N B is a stopping prefix of BY.

17
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PrROOF. 1. Since B is in particular a prefix of £, it is immediate from
Definition 2.1 that we have: BY = B N &Y. Therefore, by Lemma 2.9, BY is a
stopping prefix of £¥. Point 1 follows then from the fact that a stopping prefix
of a stopping prefix is a stopping prefix.

2. Let D be a stopping prefix of £¥. Then D N B is obviously a prefix of BY.
The immediate conflict relation in B" is the restriction of #/, (immediate conflict
in £) to BY x BY. Therefore D N B is a stopping prefix of BY. U

Proposition 2.13.

1. If B is a stopping prefix of £, R-stopped configurations of B are those
R-stopped configurations of £ contained in B. Moreover, we have:

vEWe =vNBeWg.

2. For every pair u,v of configurations, we have:

ueEWe, veW" = udve Wg.

PROOF. Let B be a stopping prefix of £. Then a configuration v of B
is R-stopped in B if and only if v is R-stopped in £. Indeed, it follows from
Lemma 2.12 above that valid decompositions are obtained from one another by:

(Vn)n = (W N B)n,  (Vn)n — (Vn)n

This shows point 1. For point 2: the concatenation of valid decompositions
is obviously a valid decomposition. O

A more precise result than point 2 will be stated below, showing that any
R-stopped configuration w € Wg containing u € We has the form w = u ® v
with v € W™

Finally, since finite stopped configurations are clearly R-stopped, R-stopped
configurations form the smallest class of configurations containing all finite
stopped configurations, and closed under concatenation. It is not clear at this
point whether stopped configurations in general are R-stopped, and in particular
if maximal configurations of £ are R-stopped. This will be examined in §3.5.

3 Branching Cells

So far, we have considered stopped configurations, and R-stopped configurations
that are obtained by concatenations of stopped configurations. However, a
given R-stopped configuration shall certainly have several valid decompositions.
Branching cells we introduce in this section will allow decomposing R-stopped
configurations in a canonical way.

18
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3.1 Initial Stopping Prefixes

Definition 3.1. We say that a stopping prefix B is an initial stopping
prefix of € if B is nonempty, and if () is the only stopping prefiz strictly included
in B.

Hence B is initial if B is minimal among nonempty prefixes of £.

Although we will latter on focus on event structures that are both locally
finite and pre-regular, we state the following result in a more general case. This
shows that the foundations of our approach do not collapse when we relax the
local finiteness assumption.

Theorem 3.2. If they exist, initial stopping prefizes of € are disjoint. If £
satisfies one of the following two conditions:

1. & is locally finite, or
2. & is pre-reqular,
then every monempty stopping prefix of € contains an initial stopping prefix.

PROOF. Since stopping prefixes are stable under intersection, distinct min-
imal nonempty stopping prefixes, if they exist, are disjoint.

If £ is locally finite, any nonempty stopping prefix B contains a finite
nonempty stopping prefix C. Then C contains an initial stopping prefix, and
thus the same holds for B.

We now show that the same holds if £ is pre-regular. Let B be a nonempty
stopping prefix of a pre-regular event structure £. Let B* be the set of nonempty
stopping prefixes included in B. B* is nonempty. We use Zorn’s Lemma to
show that B* has a minimal element. Such a minimal element will be an initial
stopping prefix included in B.

Hence, let (I, <) be some totally ordered set, and let (B;);cr be a decreasing
family in B*, indexed by I. That is, i > j = B; C B;. We show that C' =
(;c; Bi is a lower bound in B* for the family (B;);c;. Since C is a stopping
prefix, we only have to show that C' is nonempty. Assume that C' = 0. Fix w a
maximal configuration of £. Then wN B is maximal in B, thanks to Lemma 2.4,
and in particular, w N B # ). Pick eg an event minimal in w N B. By induction,
we construct a sequence of events (e, ), >0, and an increasing sequence of indices
(2n)n>0, such that e, is a minimal event of wN B, , and ey, ...,e,—1 ¢ B;,. In
particular the events e, are pairwise distinct. Since they are all minimal in &,
this contradicts that £ is pre-regular. This contradiction shows that C # 0,
what was to be shown. O

We leave as an exercise to the reader to construct an event structure that
does not have any initial stopping prefix.

The above result specializes as follows.

Proposition 3.3. If £ is locally finite, every initial stopping prefiz of £ is
finite. If € is pre-regular, initial stopping prefives of € are finitely many. If £
1s K-uniformly pre-reqular, the number of initial stopping prefixes of € is lesser
than or equal to K.
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PROOF. It is obvious that initial stopping prefixes of £ are finite if £ is
locally finite. Observe that each initial stopping prefix of £ contains events
minimal in €. Pick one of those minimal events e, for each initial stopping
prefix ¢. Then the e, are pairwise distinct since the initial stopping prefixes are
pairwise disjoint. The remaining of the proposition follows. O

Example. In Figure 4, the initial stopping prefixes are depicted as follows:
the left dashed frame, and the smallest of the right dashed frames. Remark
that:

1. some minimal event may not belong to any initial stopping prefix;
2. some events of an initial stopping prefix may not be minimal.

<

Since initial stopping prefixes are disjoint, we get, as a particular case of
Proposition 2.7:

Proposition 3.4. Let B be a stopping prefix of £ given by the union of finite
family of initial stopping prefizes (¢;)icr. Then Qp decomposes as the following

product:
Op = H Q, .
il

3.2 Branching Cells

We will now exclusively focus on the case of locally finite event structures.
Throughout the remaining of the paper, the following assumption is in force:

Assumption. Fvent structure £ is locally finite.

According to Proposition 2.10, all futures £V are then locally finite. In turn,
Theorem 3.2 shows that this is a sufficient condition to guarantee that any &
has initial stopping prefixes whenever £V # ().

Definition 3.5. A branching cell of £ is any initial stopping prefiz of £,
where v ranges over We (i.e., over finite R-stopped configurations of £). We
denote by Cg, or by C for short, the set of all branching cells of £.

The set of branching cells that are initial stopping prefizes of EV, with v €
We, is denoted by og(v), or shortly 6(v). Branching cells in §(v) are called the
branching cells enabled by v.

Hence, 6(() for example represents the set of initial stopping prefixes of the
event structure.

As usual, C¥ shall denote the set of branching cells of the future £?, for
any configuration v. Propositions 2.10 and 3.3 together have the following
consequence (recall that we assume £ to be locally finite).

Proposition 3.6. Every branching cell of £ is finite.
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It is not easy at this point to describe all branching cells of an event structure.
This requires to examine all R-stopped configurations, but the definition that we
have given suffers from a large combinatorial complexity. We will thus present
examples only after having provided some more efficient ways to describe R-
stopped configurations.

As a first property of branching cells, we examine how branching cells of
& are related to branching cells in stopping prefixes of £, and in futures of
R-stopped configurations.

Proposition 3.7. If B is a stopping prefix of £, then Cg C Ce. If v is a
finite R-stopped configuration of £, then C¥ C Cg.

ProOOF. This is an immediate consequence of Proposition 2.13. O

3.3 Covering through Branching Cells

Lemma 3.8 below is the key of our study of branching cells. It shows that
branching cells decompose R-stopped configurations in an intrinsic manner. The
proof is postponed in Appendix A.

Lemma 3.8. Let v be some R-stopped configuration of £. Then there exists
a valid decomposition (v,)o<n<n 0f v, N < 00, and a sequence of branching
cells (cn)o<n<n such that, for every integer n with 0 <n < N — 1:

1. ¢cp41 18 a branching cell enabled by vy, ;
2. Upy1 © vy 18 mazimal in cpq1.

For any such pair of sequences (vn)o<n<n and (¢n)o<n<n, the ¢, are pairwise
disjoint. If (v],)o<n<n’ and (¢))o<n<n’ 1S another pair of such sequences then
we have the equality of sets:

{tn, 0<n< N}={c, 0<n< N}
In particular, N = N'.
We may thus define the covering of R-stopped configurations as follows:

Definition 3.9. The covering Ag(v) of a R-stopped configuration v is de-
fined as the set of branching cells:

Ag(’U):{Cn7O<TL<N},

where (Up)o<n<n and (Cp)o<n<n are two sequences associated with v as in
Lemma 3.8.

Example. Let £ be the event structure depicted in Figure 8, top-left, and
let w be the maximal configuration given by w = {ey,...,es}. Since w is fi-
nite stopped, w is R-stopped in €. To find A(w), it is enough to follow any
decomposition of w as described in Lemma 3.8.
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The initial stopping prefixes of £ are depicted by frames in Figure 8, top-
left. We start the decomposition for example with ¢;, v1 =wNep = (e1). Then
EY is depicted top-right. There is a unique initial stopping prefix ¢y € §(v1),
so that the next step is necessarily vo = (e1e2e3). The two following steps are
depicted in bottom-left and bottom-right respectively. Each step has a unique
initial stopping prefix (cs and ¢4 respectively).

FAR L RS

al¢ ] VT |, V¥ |,

el () es3 €2 €3

63

Figure 8: Decomposition of w = (ejeseseqes) through branching cells to deter-
mine A(w). The possible choices of branching cells at each step are depicted by
rectangles.

We obtain thus A(w) = {ecy1,...,cq}. The collection of branching cells A(w)
can be represented as in Figure 9. Any enumeration of c¢q,...,cs that stacks
all of them in a “tetris-compliant” way corresponds to a valid decomposition
of w, namely: (c1,¢a,c3,¢4), (c2,¢1,C3,¢4) and (¢, c3,c1,¢4). As an exercise, the
reader can verify that each of these enumerations corresponds indeed to a valid
decomposition of w. Observe the invariance of the branching cells encountered.

Figure 9: Showing the collection of branching cells A(w), for w as in Figure 8.

<

Example (branching cells in confusion-free event structures). Let £ be a
pre-regular and confusion-free event structure. Then every configuration is
stopped, and therefore every finite configuration is R-stopped. Recall that we
have defined in §2.6 the relation F' on &£ as the reflexive closure of #, . Then
F' is an equivalence relation. The following is readily checked: Branching cells
of € are the equivalence classes of F. We recognize thus in the branching cells
of £ the cells defined in [16] for confusion-free event structures. In particular,
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branching cells of a confusion-free event structures globally do not overlap. The
following example shows that this is not the case in general. o

Example (branching cells may overlap). Lemma 3.8 states that branching
cells involved in the decomposition of a given configuration are disjoint. How-
ever, in general, the whole collection of branching cells of an event structure
may contain branching cells ¢ # ¢’ such that ¢ N ¢ # (. This is shown by the
following example:

Consider the event structure £ depicted in Figure 7, left. Figure 7-right
depicts two branching cells ¢ = {e3} and ¢ = {e5} of £, obtained by d(e1) =
{¢,’}. Consider the stopped configuration (ez). The future of (e2) is given
by £(¢2) = {e3,e4,e5}, with an empty causality relation and with es#es#es.
£(e2) has thus a unique branching cell ¢/ = {es, e4, €5}, which intercepts ¢ and
¢’ without being equal to ¢ nor to c’.

This example shows that branching cells of an event structure may globally
overlap. We interpret this fact by saying that the decomposition through branch-
ing cells is dynamic. Indeed, a same event may belong to different branching
cells. Which branching cell is actually selected in an execution including this
event depends on the execution (until a certain extend), not only on the event
itself. o

3.4 Properties of the Covering

We shall now study the properties of the covering map. Following our usual
method, we study the relationship between the covering map Ag and the anal-
ogous Ap and A" defined respectively in a stopping prefix B and in the future
&Y of some u € We. The proof of the following theorem is found in Appendix A.

Theorem 3.10. Let B be a stopping prefix of £, and let u € Weg.

1. The covering Ap defined on Wpg coincides with the restriction of Ag
to Wg. In symbols:

Yv € Wg, AB(U):Ag(U).

2. Let A" be the covering associated with £, and defined on W*. Then we
have, for any v € W":

Alu®v) = Alu) U A™(v), Au)NA%(v) =0. (8)

3. The covering map covers R-stopped configurations, i.e.:

Moreover unc € . for each ¢ € A(u), and:

Ve,d € A(v), c#d =cnd =0. (10)
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4. The covering has the following expression, for u a finite R-stopped config-
uration:

Yu € Wre, Alu)={ced(w) : weW, w Cu}\diu), (11)

and for u any R-stopped configuration:

VueWs, A= ] Aw). (12)

weW, wCu
5. Letw be a configuration of £. The following set of sub-configurations of w:
F,={veW :vCuw}

is a lattice. Moreover, if u,v are two R-stopped configurations of € such
that u C v, then v © u is R-stopped in E™.

As an application, we derive the following result which is quite intuitive, but
not obvious when inspecting directly Definition 3.9.

Corollary. Let B = |J;c;¢i be a stopping prefix given by a finite union of
pairwise distinct initial stopping prefizes (¢;)icr. For each i € I, let z; € Q,,
and let v = J;c; 2. Then v is R-stopped, and the covering of v is given by
A(w) ={¢, i € I}.

PROOF. Since B is a finite union of finite prefixes (each ¢; is finite according
to Proposition 3.6), B is finite. It is easy to check that v is maximal in B.
Therefore v is a finite stopped configuration, and in particular v is R-stopped.

We determine A(v) as follows. For each i € I, z; is R-stopped, and z; C v.
Therefore, it follows from point 5 of Theorem 3.10 that v & z; is R-stopped
in £%. Applying (8), we obtain:

A(v) = A(z;) UA® (v © z).

Since A(z;) = {¢;}, we have in particular ¢; € A(v). Observe that v N¢; = z;
for each i € I, since z; is maximal in ¢;. Therefore v = (J;c;(v N ¢;). It follows
from point 3 in Theorem 3.10 that any branching cell ¢ € A(v) must be one of
the ¢;, i € I. We conclude that A(v) = {¢;, ¢ € I'}, what was to be shown. [

3.5 Max-initial Decomposition

So far we have studied R-stopped configurations without knowing “how far” they
may go. In other words, we still do not know whether maximal configurations,
for instance, are R-stopped. It turns out that the answer is “yes”. In getting this
answer, we make a critical use of the local finiteness assumption. A key step is to
introduce some particular decomposition of maximal configurations that we call
the max-initial decomposition. This construction has also useful applications for
the study of Markov nets—this is beyond the scope of the present paper.

For simplicity, we restrict ourselves to the case of a pre-regular event struc-
tures £. We still assume also that £ is locally finite.
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Definition 3.11. Let £ be a pre-reqular event structure. The max-initial
stopping prefix of £ is the union of all the initial stopping prefives of £. We
denote it by Bo(E). We also take the convention that By(0) = (.

According to Proposition 3.3, since £ is both locally finite and pre-regular,
initial stopping prefixes are finite and finitely many. Therefore, By(E) itself is
finite. More generally, By(E?) is finite for every configuration v of £.

Theorem 3.12. Every mazimal configuration w is R-stopped. A walid de-
composition of w € §) is given by the sequence (vy)n>0 defined by:

vy =0, Vn >0, Up41=vn® 241, Zng1 =wNB(E™),

where By (5”") denotes the maz-initial stopping prefix of E'». The sequence
(Un)n>o0 is called the max-initial decomposition of w.

Proor. We have v, C w for each n > 0. Moreover, for each n > 0, we
have z,11 = (w \ vy) N Bo(E¥). Since w is maximal in £, w \ v, is maximal
in £, and therefore, by Lemma 2.4, z,; is maximal in By(£Y"), which is a
finite stopping prefix of £¥». To get that (vy,)n>0 is a valid decomposition of w,
it remains thus only to show the following:

wC U Upy. (13)

n>0

The proof of (13) decomposes in three steps. Let v denote the configuration
v =U,>0Vn-

STEP 1. We claim that (13) holds if € is finite. Indeed, assume that &
is finite. Since (v, )n>0 is nondecreasing, there is an integer N > 0 such that
v = vy = vys1. Then zyy1 = vyi1 © vy = 0. Since zyy1 is maximal
in Bo(EY~), this implies that By(EYY) = 0, which in turns implies that £V» = (),
i.e., vy is maximal in €. Since w D vy, we get that v = vy = w.

STEP 2. Let B be a finite stopping prefix of £, and let wg = wNB. Then we
claim that the maz-initial decomposition (v),)n>0 of wg is given by v, = v, N B.
Indeed, this is a consequence of Proposition 2.13.

STEP 3. Let B be a finite stopping prefix of £, and let (v],),>0 be the
max-initial decomposition of wg = w N B. Then we have, according to Step 2:

v = UU7L2 U(vnﬂB)z Uv;szB,

n>0 n>0 n>0

the latter equality by Step 1. Since this holds for any finite stopping prefix B
of £, we have:

v2|JwnB, (14)
B

where B ranges over the lattice of finite stopping prefixes of £. Now let e € w.
Since £ is locally finite, there is a finite stopping prefix D such that e € D. We
have wN D 3 e, and thus, from (14), e € v. Since this holds for any e € w, we
conclude that w C v, which is (13). This completes the proof. O
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Corollary. Every stopped configuration of a pre-reqular (and locally finite)
event structure is R-stopped.

We illustrate the theorem on two examples.

Example. Consider the event structure depicted in Figure 8. We have al-
ready examined the decompositions of w = (e; ...e5) through branching cells.
The max-initial decomposition of w is given by: vg = 0, 21 = (e1eze3), v1 = 21,
involving branching cells ¢; and ¢y, then zo = (e4), va = 21 @ 23, involving
branching cell c3, and finally z3 = e5, v3 = 21 B 29 P 23 = w, involving branching
cell c4. o

Example (max-initial decomposition in trees of events). If £ is a tree of
events, and if w = (e, ez,...), the max-initial decomposition (vy,)n,>0 of w is
given by v, = (e1,...,ep), for n > 0. o

4 Probabilistic Event Structures

In this section we define probabilistic event structures. Then, we develop the key
tool that allows us reducing the construction of locally finite probabilistic event
structures to that of finite probabilistic event structures. We list in Table 2 the
notations used throughout §§4-5.

’ Symbol \ Meaning ‘
PROBABILISTIC EVENT STRUCTURES
(&,P) probabilistic event structure
P likelihood of P, p(v) = IP’(S(U))
S(v) shadow of configuration v
PROBABILISTIC FUTURE
(Ev,PY) probabilistice future of u, if p(u) > 0
P likelihood of P¥, p*(v) = ﬁp(u ®v)
DISTRIBUTED PRODUCTS AND DISTRIBUTED PROBABILITIES
(€, (gc)cec) locally randomized event structure

D likelihood associated with (€, (¢.)cec)
P distributed product associated with (&, (¢¢)cec)
Ze: 0 — Q. random variable defined for ¢ € 6(0)

Z = (ZC)C€6(®)
Z?:S(v) — Q.

Z¥ = (Z)cesw)

product random variable
conditional random variable, for ¢ € 6(v)
product random variable

Table 2: Notations for probabilistic event structures and dis-
tributed probabilities
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4.1 Definition of Probabilistic Event Structures

We first recall some basic definitions from probability theory (see for exam-
ple [7]). Then, we apply these definitions to the case of event structures.

Probability Spaces. A o-algebra § on a set 2 is a collection of subsets
of Q, such that 0 € §, § is stable under complement, and § is stable under
countable union. A measurable space is a pair (2,F), where § is a o-algebra
on 2. The elements of § are called the §-measurable subsets of 2, or shortly the
measurable subsets if no confusion can occur on the o-algebra. A measure on a
measurable space (£, §) is a real valued function P : §F — R such that P(0)) = 0,
P(A) is nonnegative for every A € §, and such that for every sequence of pairwise

disjoint sets A, € §:
P 4n) = 3 P(4n).

n>0 n>0

Finally, P is said to be a probability measure if P(2) = 1, and in this case
(Q,5,P) is called a probability space. If the singletons {x} are measurable, we
simply note P(z) for P({z}). If Q is finite, we usually consider the discrete o-
algebra on Q, which is just the powerset p(€Q) of 2. In this case, the singletons
are measurable, and P is entirely determined by the values P(x), for  ranging
over §). We shortly say that P is a finite probability.

Let (2,F) and (€', F’) be two measurable spaces. Following the traditional
terminology from Probability theory, we say that a mapping f : Q@ — Q' is a
random variable if it is §/F -measurable, i.e., if f~1(A) € § for every A € §F'.
If (Q,3) is equipped with a probability P, the set function Q : F — R defined
by Q(A) = P(f~*(A)) is a probability on (€,§’), which is called the image
probability of P under f. Q is also called the law of f under P, and is denoted
by Q = fPP. This is indeed a left action on measures, i.e., (f o g)P = f(gP).

Probabilistic Event Structures. Let £ be an event structure, and denote
as in §2 by €2 the set of maximal configurations of £. Let 7 be the restriction to
Q of the Scott topology on V, with (), C) seen as a DcPo [13, 9]. We denote
by § the Borel o-algebra on 2 associated with 7. That is, § is the smallest
o-algebra on ) that contains the (countable) collection of subsets of the form:

S() =qer {w €Q : wD v}, (15)

where v ranges over the set of finite configurations of £. Hence an event structure
& naturally defines a measurable space (2, §). For every configuration v—mnot
necessarily finite—, the subset S(v) defined by (15) is then measurable (write
S(v) as the countable intersection of S(u), with w finite and contained in v).
S(v) is called the shadow of v.

Definition 4.1. A probabilistic event structure is a pair (€,P), where
P is a probability measure on the measurable space (Q,F).
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With this definition, the space (£2,§) is interpreted as the sample space
associated with event structure £. €2 represents indeed the set of histories of the
system modeled by .

The intuitive interpretation of a probabilistic event structure (£, P) is as fol-
lows: if v is any configuration of £, the probability that v occurs in an execution
of & is given by the number P(S(v)). Whence the following definition:

Definition 4.2. If (€,P) is a probabilistic event structure, we define the
likelihood associated with P as the nonnegative function p : V — R given by:

Yo eV, pv)=P(S()).

Let B be a stopping prefix of an event structure, and recall the mapping
g2 — Qp,w — wNB, given by Lemma 2.4, Point 1. Then 7 is measurable
w.r.t. the Borel o-algebras § and §p on Q and Qp respectively. Assume that
(€,P) is a probabilistic event structure. Then the image probability 7P defines
a probabilistic event structure (B, 7gP). It follows from the very definition of
the image probability mgP that, if pg denotes the likelihood on Vg associated
with 7P, we have:

Vv e Vg, pp)=p). (16)

Finally, note that if £ is a finite event structure, the Borel o-algebra on ) is
simply the powerset p(2).

4.2 Prerequisites on Projective Systems of Probabilities

We introduce some background material on projective systems of probabilities.
Next subsection will show how to apply this material to the case of probabilistic
event structures.

Our goal is to state a simplified version of Prokhorov’s extension theorem,
adapted to our needs. We first recall some definitions. Let (I, <) be a directed
poset, at most countable. For each ¢ € I, let A; be a finite set, and for each
i, € I with 7 <j, let o; 5 : Aj — A; be a mapping such that o; , = o; j 0 o g
for all 4,75,k € I with i < j <k, and a;; = Ida, for all i € I. The data (A;)icr
together with the collection of mappings «; ; is called a projective system. Let Y
denote the product space Y = [],.; A;. The projective limit X of the projective
system is defined as the following subset of Y:

X ={(ai)ier : 1 <j=a;=a;;(a;)}

X is denoted by X = liLniGIAZ-. X is equipped with the topology 7, called
projective topology, restriction to X of the product topology on Y. The Borel o-
algebra § on X is defined as the o-algebra generated by the projective topology.
Finally, we denote by «; : X — A; the natural projection.

Assume moreover that each set A; is equipped with a finite probability P;.
The collection (IP;);cs is said to be a projective system of probabilities if P; =
a; jP; for all 4,5 € I with ¢ < j.
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Theorem 4.3 (Prokhorov, [6, Th. 2 p. 53]). Within the above framework,
there is a unique probability measure P on (X,§) such that P; = ;P for all
1€ 1.

4.3 Extension of Probabilistic Event Structures

In this section we show how to reduce the construction of locally finite proba-
bilistic event structures to that of finite probabilistic event structures. This is
achieved by using Prokhorov’s extension theorem recalled above.

Any event structure £ gives rise to a projective system in the above sense,
as follows: take I = B, the lattice of finite stopping prefixes of £. B is indeed
directed and at most countable. Consider then the sets (Qp)pes, together
with the collection of mappings 7p g/ : Qg — Qp, defined for B, B’ € B with
B C B’ as in Lemma 2.4, point 2. It is obvious that np gv = 7 g o Tp/ B
for any B C B’ C B”, and that Qp g = Idg, for all B €= B. Hence, (Q5)peB
is a projective system. According to the following result, its projective limit is
closely related to the space . A (sketch of) proof is found in Appendix B.1.
The reader is referred to [1, Ch. 2] for more details.

Lemma 4.4. Let £ be a locally finite event structure, and let X be the
projective limit X = limpep Qp. The mapping ® : Q@ — X, defined by d(w) =
(mB(w))Ben, is a homeomorphism. Moreover, for each B € B, the projection
ag : X — Qp and the mapping wg : Q@ — Qp are conjugated by @, i.e.,
™ = (B © d.

In particular, the Borel o-algebra on €2 corresponds through ® to the Borel
o-algebra of X (i.e., ® and ®~! send measurable sets to measurable sets).

Since (25)pep is a projective system, we say that a collection (Pg)pep of
probabilities, with Pg a finite probability on Qg for each B € B, is a projective
system of probabilities if we have:

VB,BIEB, BgBléPB:TFELB/PB/.

Combining Lemma 4.4 and Prokhorov’s theorem (Theorem 4.3), we obtain
the following:
Theorem 4.5. Let £ be a locally finite event structure. If (Pp)pep is a

projective system of probabilities, there is a unique probabilistic event structure
(E,P) such that P = wpP for every B € B. P is called the extension of

(Ps)Bes-
The theorem can be seen as a probabilistic interpretation of the commuta-

tive diagram (2). We have indeed for B C B’ the following new commutative
diagram of probability spaces, where the o-algebras are understood:

TR/

(Q,P) —— (Qp/,Pp)

TB,B’!
TR )

(Q5,P5)
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5 Distributed Probabilities

It follows from Theorem 4.5 of previous section, that, if £ is locally finite, the
construction of a probabilistic event structure (£, P) reduces to the construction
of a projective system of finite probabilistic event structures (B,Pg)pep. This
is our next objective. We shall in fact construct special classes of probabilistic
event structure that are adequate models of probabilistic distributed concurrent
systems: corresponding probabilities are called distributed, their construction is
tightly bound to branching cells.

In Section 3 we have introduced branching cells as supports for exercising
choice in event structures: choice is internal to branching cells and branching
cells are minimal subsets of events having this property. It is therefore natural
to use branching cells in constructing probabilities on event structures, based
on the following policy:

1. attach to each branching cell ¢ an agent «., responsible for the choices
made within branching cell c. Agent a, has a dice to take random decisions
according to probability distribution ¢. on € ;

2. different agents throw their dice independently.

Recall that branching cells are dynamic, hence so are the agents. The following
procedure is therefore recursively applied:

1. assume that finite configuration v has been given some likelihood p(v);

2. for each branching cell ¢ enabled by v (i.e., ¢ € §(v)), the likelihood of
v @ w, is equal to p(v G w.) = p(v)ge(we).

The properties of branching cells play a fundamental role in the construction of
the probabilities. Indeed, consider two different branching cells ¢ and ¢’ contin-
uing the same v. As a property of branching cells, we have that ¢/ € §(v ® w,.).
Therefore:

PV O we Dwe) = p(v® we)qer (wer) = p(v)ge(we)ge(wer). (17)

Formula (17) has been established by selecting ¢’ to act first; but selecting
¢ to act first would have brought the same result. Hence, the consistency of
decompositions using branching cells makes the above construction meaningful.

Since ¢ and ¢ are concurrent, formula (17) expresses that “concurrency
matches probabilistic independence”, at the granularity of branching cells, re-
flecting point 2 of the above policy. We shall see in §5.3 that it is not possible
in general to have the same property at a finer granularity than branching cells.
Probability distributions over {2 that are constructed in this way are called dis-
tributed, since they result from chaining distributed agents throwing their dice
independently.
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5.1 Local Transition Probabilities and Distributed Prod-
ucts

Let &€ be a locally finite event structure. Recall that C denotes the set of branch-
ing cells of £. We shall define a probabilistic event structure from the new notion
of locally randomized event structure.

Definition 5.1. Let & be a locally finite event structure. For every branching
cell ¢ of £, we say that a finite probability q. on . is a local transition
probability on c. We say that £ is locally randomized if each ¢ € C is
equipped with a local transition probability q..

We fix a locally randomized event structure (£, (¢c)cec), and we proceed with
the construction of a projective system of probabilities (Pg)pes. We define a
real-valued function p : W — R as follows:

wew, pw= [] ano. (18)
ceA(v)

where A(v) denotes the covering of v in £. The function p is well defined since,
on the one hand, the product in (18) is finite, and on the other hand vNc € €2,
for every ¢ € A(v). For each B € B, we define the function Pg : Q5 — R by:

Yo € Qp, Ppv)=p).

The construction of the so-called distributed product breaks down into two
steps, summarized in the following results. The proofs are found in Ap-
pendix B.2.

Lemma 5.2 (and definition). The collection (Pg)pen is a projective sys-
tem of probabilities. The extension P of the projective system (Pg)pen (see
Theorem 4.5) is called the distributed product of the collection (q.)cec-

For P the distributed product thus constructed, the likelihood of some finite
stopped configuration is given by formula (18). According to the following
result, this formula also holds for finite R-stopped configurations.

Theorem 5.3. Let (5, (qc)cec) be a locally randomized event structure, and
let P be the associated distributed product. Then (&, ]Ii) is the unique probabilistic

event structure such that the likelihood function p : V — R associated with P is
given by (18) on finite R-stopped configurations.

5.2 Compositional Properties of Distributed Products

In this subsection, we study how distributed products behave when we restrict
them to stopping prefixes and to futures of configurations. We reuse the tech-
niques we developed to manipulate branching cells and extend them to dealing
with probabilities.

31



Information & Computation 204(2):231-274, 2006

Universal Property of Distributed Product w.r.t. the Past. Let
(€,(gc)cec) be a locally randomized event structure. According to Proposi-
tion 3.7, Cp C C holds for every stopping prefix B of £. Hence the pair
(B, ((Ic)cecB) defines a locally randomized event structure. By construction,
we have the following relationship between the distributed product on B and
on &:

Proposition 5.4. Let P denote the distributed product of (5, (qc)cec), and
let Pp denote the distributed product of (B, (qc)cecB). P and Pg are related by:

Pp =7pP,
where mp : 0 — Qp is the mapping defined in Lemma 2.4.

This result is obvious. Yet, it has the following interesting consequence:

Corollary. For each initial branching cell ¢ € 6(0), let Z. : Q — Q. be the
random variable defined by Z.(w) = wNec, w € Q. Then the family (Zc)ccs0)
18 a family of independent random variables, and Z. has law q. in ., for each
c € 6(0). Equivalently:

V(2e)ees) € H Qe, P{w €EN:Veced), wne= zc} = H qc(z.) (19)
ces (D) c€4(0)

PrOOF. Let By be the max-initial stopping prefix of £, defined by By =
Ueesy - Let Z : Q — [].c5) € be the product random variable Z =
(Z¢)eeswy- According to Proposition 3.4, Z identifies with the random vari-
able wp, = w N By. Applying Proposition 5.4 to By, the law of Z is given by
the distributed product constructed in By. It follows from the corollary of The-
orem 3.10 that A(wp,) = §(0) holds for every w € Q. Therefore, formula (18)
yields (19) and proves the corollary. O

Conditional Probability and Probabilistic Future. Recall the notion of
conditional probability: Let (2, F,P) be a probability space, and let A be a
measurable subset of §2 such that P(A) > 0. The o-algebra induced by § on A
is the o-algebra 4 on A which elements are those B C A such that B € §. We
define a probability P4 on (A,§*) by putting:

VB e gt PAB)=_——<.

P4 is called the probability P conditionally on A.

Assume that (£,P) is a probabilistic event structure. Let p be the likelihood
associated with P, and assume that w is a configuration of £ satisfying: p(u) > 0.
In other words, the shadow S(u) has positive probability, and we define thus
the conditional probability PS™) on S(u). Remark that S(u) is isomorphic, as a
measurable space, with the space Q% of maximal configurations of £%, equipped
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with its Borel o-algebra. Therefore PS(*) is equivalently defined on Q*. Denote
for short PS(*) by P*. Denote also by S*(v) the shadow in £ of a configuration
v e V". Then we have:

u@S“)=Sudv). (20)

Denote by p“ the likelihood of probability P*. It follows from (20) that p*,
defined on V", is given by:
p(u®v)

Yo eV, pi(v) = o (21)

We have obtained:

Lemma 5.5 (and definition). If (€, P) is a probabilistic event structure, then
for every configuration u such that p(u) > 0, the future E¥ inherits the structure
of a probabilistic event structure (E™,P*), that we call the probabilistic future
of u, and which likelihood p* is given by formula (21).

Universal Property of Distributed Products w.r.t. the Future. Let
(5, (qc)cec) be a locally randomized event structure. Fix u a finite R-stopped
configuration of £. According to Proposition 3.7, C* C C, so that (5“, (qc)cecu)
is a well-defined locally randomized event structure. Consider the probabilistic
event structure (€, P) constructed from the distributed product of (gc)cec, and
assume that p(u) > 0. We have two ways to construct a probability on £%:
first, we have the probabilistic future defined in Lemma 5.5, and second, the
distributed product of the family of (g.)cec«. They actually coincide:

Proposition 5.6. Let (£,P) be a probabilistic event structure, such that
P is the distributed product arising from a locally randomized event struc-
ture (5, (qc)cec). Let w € W, and assume that w has positive likelihood.
Then the probabilistic future (E*,P*) coincides with the distributed product of

(gu’ (QC)CEC“ ) .

The proof of the proposition is found in Appendix B.2. We can then sharpen
the corollary of Proposition 5.4 as follows:

Corollary. Let u be a finite R-stopped configuration of a locally randomized
event structure (5, (qc)cec), with distributed product P. For each ¢ € §(u), let
Z¥ : S(u) — Q. be the random variable defined by Z¥(w) =wNec for w € S(u).
Then, conditionally on S(u), the collection (Z¢)ccs(u) is a family of independent
random variables and the law of ZY is q.. Equivalently:

V(2e)eesu) € H Qe, P{weS(u) : Veed(u), wNe=z} = H qe(zc)-
ced(u) ced(u)
(22)

PROOF. According to Proposition 5.6, (€%,P*) is the distributed product
associated with (€%, (gc)cecw ). Applying the corollary of Proposition 5.4 brings
the result. O
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5.3 Concurrency and Probabilistic Independence

This subsection analyzes two questions: First, in which extend the con-
struction of distributed products achieves the goal that “concurrent processes
are independent in probability”? The answer is that the matching concur-
rency/independence holds for processes bound to R-stopped configurations, and
thus, implicitly, bound to branching cells. Second, would it be possible to have
the same property at a finer grain than branching cells? The answer is no in
general.

The probabilistic independence of concurrent processes can be expressed in
the following form: If p denotes the likelihood of distributed product, and if u
and v are two disjoint and compatible R-stopped configurations, then we have:

p(uUv) = p(u)p(v). (23)

Indeed, this follows from the likelihood formula (18), combined with the facts
that A(uUwv) = A(u) U A(v) and A(u) N A(v) = 0. Note that (23) also holds
if we only assume that v and v are not necessarily R-stopped, but are sub-
configurations respectively of v’ and v’, where v’ and v’ are finite, R-stopped
and compatible.

Can we further relax the assumption about R-stopped configurations? What
about disjoint and compatible configurations inside a same branching cell? In
other words, can we have a matching between concurrency and probabilistic
independence at a finer grain than branching cells? In general, the answer is
“no”, except for trivial probabilities.

Here is a simple example to illustrate this claim. Let £ be the event structure
E ={e1,ea,e3}, with an empty causality relation, and with conflict defined by
e1ftes, eaftes. Consider the two compatible configurations u = (e;) and v =
(e3). Assume that the formula p(uUwv) = p(u)p(v) holds. Remark that we have,
for every w € O: w D u <= w 2 v. In other words: S(u) = S(v) = S(uUw),

and therefore:
2

p(u) = p(uUv) = p(u)p(v) = p(u)”.
Hence p(u) = p(u)?, and thus p(u) = 0 or p(u) = 1. That is, for this example,
any probability P on © such that p(u U v) = p(u)p(v) is trivial.

The conclusion is thus the following:

1. distributed products allow concurrent processes to be independent in the
probabilistic sense, at the grain of branching cells;

2. it is not possible, in general and for any probability, to have the same
property at a finer grain than branching cells.

Conditional matching of concurrency and probabilistic independence.
We give below the conditional formulation of Equation (23). Using that, on the
one hand, compatible R-stopped configurations form a lattice (point 5 of Theo-
rem 3.10), and on the other hand, that the probabilistic future of a distributed
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product is itself a distributed product (Proposition 5.6), we obtain: If v, w are
any two R-stopped and compatible configurations, the following holds for the
likelihood p of a distributed product:

p(v Nw)plv Uw) = p(v)p(w). (24)

Ifvnw=70, (24) reduces to (23) since p(h) = 1.

The case of confusion-free event structures. In a confusion-free event
structures every configuration is stopped, and thus R-stopped. Hence, for a
distributed product defined on a confusion-free event structure, formula (24)
above holds for any finite configurations u and v. This particular result for
confusion-free event structures is stated in [16], in the framework of so-called
“non-leaking valuations with independence”. These valuations for confusion-
free event structures correspond 1-1 with distributed products.

5.4 Distributed Probabilities and Distributed Products

In this subsection, we give a characterization of those probabilities that can
be obtained as a distributed product. For this, we sharpen the condition (23)
discussed above and define by this way distributed probabilities. We obtain then
an equivalence between distributed probabilities and distributed products. As a
corollary, we get that the local transition probabilities that give rise to a given
distributed product are unique.

Induced Local transition probabilities. Let (£,P) be a probabilistic event
structure. To check whether P is a distributed product, we first need candidates
for the branching probabilities (¢.).cc. For this, we proceed as follows (proofs
are found in Appendix B.3).

Let ¢ € C, and consider the following subset of 2:

H ={weQ:ceAWw)}.

In other words, w € H€ if there exists a finite R-stopped configuration u C w
such that ¢ € A(u). We call H¢ the thick shadow of c.

Ezercise: Show that, if £ is confusion-free, H® coincides with the shadow S(v)
of some finite configuration. Why is H¢ called a thick shadow in general?

Lemma 5.7. For each c € C, H® is a measurable subset of Q. We equip H°
with the o-algebra F° induced from the Borel o-algebra on Q. The function Y ¢
defined by Y¢(w) = wNc is a random variable Y : H® — Q..

Assume that c is a branching cell of £ such that P(H¢) > 0. Then, since H*
is measurable, we equip H¢ with the conditional probability P™°. This makes
(He, 1, PHC) a probability space. Since Y¢ is a random variable with values
in €, the law of Y¢ is a probability on €1, i.e., a local transition probability
on c. We define thus:
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Definition 5.8. Let (£,P) be a probabilistic event structure, and let ¢ be a
branching cell such that P(H¢) > 0. We define the local transition probability
on ¢ induced by P as the probability r. on Q., image of P*° under Y¢:

re =Y°P | ie, Vw.€ Q. rc(wc):PHc{weHc:wﬁc:wc}.

The induced local transition probability r. is indeed a good candidate, as
shown by the following result:

Lemma 5.9. Let P be the distributed product of a locally randomized event
structure (5, (qc)cec), and let ¢ be a branching cell of £ such that P(H®) > 0.
Then the induced local transition probability r. is given by r. = q..

Distributed Probabilities. For each branching cell ¢, the random variable
Y ¢ and the induced local transition probability r. are defined in a way intrinsic
to c¢. There is also an alternative way of defining a random variable with values
in Q.. Recall that we have defined in the corollary of Proposition 5.6 for v € W
and ¢ € §(v), the random variable:

zZ;:Sw) = Qey, ZZ(w)=wne.

Fixing v € W, and letting ¢ range over 6(v), we define the joint random variable
Z" as follows:

2" = (2)) sesry 2" :S) — II . (25)
c€d(v)

Since, according to Lemma 5.9, q. = r, for distributed products, we equivalently
reformulate the corollary of Proposition 5.6 by saying that the law of Z" is given
by the product probability &), 5(w) Ter This suggests the following definition.
(The requirement below that “p(v) > 0 for every finite configuration v” is stated
for the sake of simplicity—it can be removed with some more technical effort,
see [1] for details.)

Definition 5.10. Let (£,P) be a probabilistic event structure, with likeli-
hood p, such that p(v) > 0 for every finite configuration v. We say that (€,P), or
shortly that the probability P, is distributed, if for any finite and R-stopped con-
figuration v of €, the law of Z" in Hceé(v) Q. is given by the product ®C€5(U) Te
of local transition probabilities r. induced by P. Equivalently:

V(2e)eesw) € H Q., P“{w eSW) : Veed(w), wNe= zc} = H re(2e)-
ced(v) ced(v)
(26)

In this definition, not only we require the variables Z' to be independent,
when ¢ ranges over §(v), we also require that the law of ZY, for ¢ fixed, is
independent of v. Hence, we require a little bit more than the independence
form (23) that we obtained in §5.3 when discussing the matching of concurrency
and independence.
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Remark that, if P originates from a distributed product (&, (¢c)cec), and
according to formula (18), the requirement that “p(v) > 0 for every finite config-
uration v” in Definition 5.10 is fulfilled if and only if the branching probabilities
q. satisfy:

Veel, VzeQ., qc(z)>0.

A distributed product gives rise to a distributed probability (compare (26)
with (22)). The following theorem addresses the converse problem:

Theorem 5.11. Let (£,P) be a probabilistic event structure, with likeli-
hood p, such that p(v) > 0 for every finite configuration v. Then P is a dis-
tributed product if and only if P is distributed. In this case P is the distributed
product of the family (r.)cec of local transition probabilities induced by P. The
decomposition of P as a distributed product is unique.

Without the positivity assumption, the result of Theorem 5.11 remains valid,
except that uniqueness is not guaranteed anymore.

Remark that, in general, not every probabilistic event structure is dis-
tributed. Consider for example two discrete random variables X € {a,b},
Y € {¢,d}, non independent, and the event structure {a, b, ¢, d} without causal-
ity relations, and with a#b and c#d. The probability law of the pair (X,Y) is
not given by a distributed product, since the independence condition between
X and Y is not fulfilled.

Conclusion

In this paper we have proposed locally finite event structures, a new class of event
structures that support an explicit construction of probabilistic event structures,
i.e., of models where Mazurkiewicz traces are randomized, not interleavings.

Our construction relies on a dynamic decomposition of such traces by means
of branching cells. Branching cells decompose maximal configurations in a re-
cursive and dynamic way, such that a maximal configuration can be seen as a
stack of choices performed inside branching cells.The distributed probabilities we
construct are such that, at the granularity of branching cells, parallel local pro-
cesses are made independent in the probabilistic sense, conditionally on their
common past: informally, “concurrency matches probabilistic independence”.
In general, no finer grain is possible for concurrency matching probabilistic in-
dependence.

Branching cells and distributed probabilities are the two main contributions
of this work. Their use is illustrated in [3, 2], where the tools developed here
are applied to the particular case of event structures arising from unfoldings of
safe Petri nets. This yields the model of Markov nets, and a first sample of
probabilistic and statistical results are stated in these references. Besides their
application to probabilistic event structures, we believe that branching cells are
of interest per se, as they adequately capture some notion of choice.

A challenging direction for future work deals with further relaxing local
finiteness in the construction of probabilistic event structures. This can be

37



Information & Computation 204(2):231-274, 2006

tackled by handling infinite branching cells directly—the difficulty is that the
max-initial decomposition of a maximal configuration w is not anymore guar-
anteed to converge to w. Alternatively, considering products in the category of
event structures is a second approach, allowing to reach event structures that
are not locally finite.
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A  Proof of Lemma 3.8 and of Theorem 3.10

We state first some intermediate results.

Lemma A.1. Let v be a R-stopped configuration, and let ¢ be an initial
stopping prefix of £. Then either vnec=0 or vNc € Q.

Proor. It follows from Proposition 2.13 that v = v N B is R-stopped in
B for every stopping prefix B, and in particular for B = ¢. Now, since c¢ is an
initial stopping prefix, it is clear that v N ¢ is either empty or maximal in ¢, as
claimed. O

Lemma A.2. Let u be a configuration of £, and let ¢ be an initial stopping
prefiz of £. If unc =0, then c is an initial stopping prefix of E¥.

PrOOF. We first prove that ¢ C £%. Let e € ¢, and assume that e ¢ E.
e does not belong to u since u N ¢ = (), hence e is incompatible with u. It follows
from Lemma 2.5 that there are events ¢’ < e and e’ € u such that e’#, ¢”. Then
€’ € ¢, and since c is #, -closed, this implies that e’ € ¢. This contradicts that
uNc = (. Hence we have shown that ¢ C £“.

According to Lemma 2.9, this implies that ¢ N E* = ¢ is a stopping prefix
of £%. Since ¢ # (), to show that ¢ is an initial stopping prefix of £%, it remains
only to show that ¢ is minimal among nonempty stopping prefixes of £*. For
this, let v be a nonempty stopping prefix of £%, and assume that v C ¢. Then
we claim that v is a stopping prefix of £. Denote by #j; the minimal conflict
relation in £%. First, it is clear that « is a prefix of &, since v C ¢ and since ¢
is a prefix of £. Second, we show that v is #,-closed in £. Let e € v, and let
e € € with e#, €. Then €’ belongs to ¢ since ¢ is #,, -closed in £, and therefore
e’ € &“. According to Eq. (5), this implies that e and e’ are in minimal conflict
in £". Since 7 is chosen to be #j-closed, this implies that e’ € v. This shows
that v is #/, -closed in £. Finally, v is a stopping prefix of £ as claimed. Since
¢ is initial in £, we get that ¢ = . We have thus shown that ¢ is minimal in £,
which completes the proof. O

It will be convenient to use the following terminology:

Definition A.3. We say that a configuration z of £ is a germ of € if there
is an initial stopping prefic ¢ such that z € Q.. A wvalid decomposition of some
R-stopped configuration v satisfying conditions 1 and 2 of Lemma 3.8 is said to
be a germ-decomposition of v.

Lemma A.4. Every R-stopped configuration v has a germ decomposition.

PrROOF. We first show the result when v is a finite stopped configuration,
ie.,, v € Qp with B a finite stopping prefix of £. According to point 1 in
Proposition 2.13, there is no loss of generality if we assume that B = &, and &
is a finite event structure.

Consider the following inductive construction: set vg = @. Assume that
the sequence (v;)o<j<n has been constructed, such that (vj)o<j<n is a germ
decomposition of v, for n > 0, with v, C v. Then:
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Case (a): If v, = v, stop the construction.

Case (b): Otherwise, consider w = v © v,. Then w is maximal in £ since v is
maximal in €. Pick ¢ any initial stopping prefix of £Y», and put: z =
cNv =cNw. Then, since w is maximal in £Y», Lemma 2.4 implies that
z € Q. Define vp41 = v, @ 2. Then (v;)o<j<n+1 is a germ decomposition
of v,4+1. Repeat the procedure.

We claim that this construction eventually enters in case (a). Indeed, each
time we are in case (b), the branching cell ¢ is nonempty; therefore z € Q. is
nonempty, and therefore the cardinal |v,41| satisfies |vp41| > |vn| + 1. Since v
is finite, and since v, C v for all n > 0, case (b) can only be reached finitely
many times. When case (a) is reached, say at step n, (vj)o<j<n IS a germ
decomposition of v.

For the general case, let v be some R-stopped configuration with (v, )o<n<n &
valid decomposition of v, N < co. We apply the above construction to each finite
configuration v,+1 © vy, stopped in £¥». We get a finite germ decomposition
(Un,j)o<j<n, for each n < N. The concatenation of these germ decomposition

yields a germ decomposition of v. O
The following lemma is illustrated in Figure 10.
[ | [ D [
vo
T o I T H 6 gl T

Figure 10: Illustrating Lemma A.5. The first diagram shows vg @ ¢, with two
possible positions for (. The other diagrams show the possible situations for &,
corresponding to “ first case”, “second case (a)”, and “second case (b)” of the
proof, which yield (' =, (' =0, and (' = ( , respectively.

Lemma A.5 (First exchange lemma). Let vy be a finite R-stopped configu-
ration of £, let { be a germ of EY°, and let £ be a germ of €. Assume that & and
vo @B C are compatible and set:

v=det o UE, 0 =aer (o @) UE ¢ =qer v\ v (27)
Then ¢’ is stopped in EV.

PROOF. Let ¢ be the (unique) initial stopping prefix of £ such that £ € Q..

We distinguish two cases.

First case: vgNE #P. Then vg Ne # B. According to Lemma A.1, this
implies that vg Nc € Q.. Since vg N ¢ and ¢ are two maximal compatible
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configurations of ¢, they coincide. Hence, by (27), £ C v, v = vg and ¢’ = (. So
¢’ is a germ of £Y = £, and thus (' is stopped in £?, as requested.

Second case: vg N & = (. We claim that we have: vgNec = 0. Indeed, vy Nec
is either empty or maximal in ¢ according to Lemma A.1. In the latter case, since
¢ is also maximal in ¢, and compatible with vg, both coincide, which contradicts
vog N & = 0. Hence, vg Nc =0, as claimed.

Applying Lemma A.2 with u = vy, we get that ¢ is an initial stopping prefix
of £Y°. Hence ¢ and £ are two compatible germs of £0. Let ¢’ be the initial
stopping prefix of £Y° such that ¢ € Q.. Since distinct initial stopping prefixes
are disjoint by Theorem 3.2, we either have ¢ = ¢’ or cN ¢’ = ().

(a) ¢ =¢. Then £ and ¢ are compatible and maximal in ¢, so £ = (. Then,
from (27), ¢! = 0 is trivially stopped in £”.

(b) cncd = 0. This implies that £ N ¢’ = 0. Hence, by Lemma A.2, ¢’ is an
initial stopping prefix of (£%0)¢ = £%%¢ = £¥. We also have (N & = 0,
whence ¢’ = ¢ by (27). Therefore, ¢’ € Q., and thus (' is a germ of £V.
In particular, ¢’ is stopped in £Y, what was to be shown.

O

Lemma A.6 (Second exchange lemma). Let u,u’ be two finite R-stopped
configurations of £. Assume that w and v’ are compatible. Then (uUu') & u/
is R-stopped in EY .

PROOF. Assume first that v’ is a germ of £. According to Lemma A.4,
we can choose a germ decomposition (u,)o<n<n of u. Set uf; = 0, and for each
integer 1 <n < N:

/

/ / I /
Uy = U Ulp, 2n=1UpO Up_1, Zp = Uy O Upy_q -

Then we have, for all integers 1 <n < N:

/

Zn

= (Up_1 Ut Uzp) \ (U1 Ud).

We apply Lemma A.5 with vg =wu,_1, ( =2, and £ =u' to get that z/, is
stopped in E¥n-1Yv" — Y1 This defines (u/,)o<n<n as a valid decom-
position of ujy =wUu in &, such that w), D« for all n>1. Therefore,
(uy, 11 ©u )o<n<n—1 is a valid decomposition of (uUu’) ©u’ in &%, This com-
pletes the proof for the case where v’ is a germ of £.

For the general case, let (vp)o<n<k be a germ decomposition of u, such a
decomposition exists according to Lemma A.4. Then, applying the first part of
the proof shows that (u U v}) \ v} is R-stopped in £V1. Since v}, is a germ of £1,
we apply again the first part of the proof to get that (u U v5) \ v4 is R-stopped
in 5”/3, and so on. After K steps, we obtain that (wUw’)\ «' is R-stopped
in &% O

Corollary. If (up)n>0 is a nondecreasing sequence of finite R-stopped con-
figurations, then v =, s, un is R-stopped.
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Proor. It follows from Lemma A.6 that, for each n > 1, u,, ©u,,_1 is finite
R-stopped in £*». The sequence (u, St,—_1),>1 brings thus, after decomposition
of each term, a valid decomposition of (J,,q tn- O

We still need two more lemmas before we can complete the proof of
Lemma 3.8.

Lemma A.7. Let v,v’ be two compatible and finite R-stopped configurations.
Let c € §(v) and ¢ € §(v'). Ifenc # 0, then c=¢.

PrROOF. Thanks to Lemma A.6, it is enough to show the result for v' = ().
Assume that ¢cN ¢’ # 0. Since ¢ is an initial stopping prefix of £, and since
v is R-stopped in &£, by Lemma A.1, v N ¢ is either empty or maximal in ¢
The latter case cannot occur: otherwise, since ¢ € d(v), this would imply that
cC Smcl7 and then ¢ N ¢ = (). It follows therefore that v N ¢’ = (). According to
Lemma A.2, this implies that ¢’ € §(v). Hence ¢ and ¢’ are two initial stopping
prefixes of £V satisfying cN ¢’ # (0. Since distinct initial stopping prefixes are
disjoint (Theorem 3.2), this implies that ¢ = ¢'. O

Lemma A.8. Let v be a finite R-stopped configuration of £. Define:
A(v) = {c € d(w), we W,w C v} (28)

Then we have, for any germ-decomposition (vy)o<n<n 0f V:
Av) = U 0(vp) . (29)

PrOOF. It follows from the definition (28) of A that |J, d(v,) € A(v).
Conversely, let ¢ € A(v), and let u C v be a finite R-stopped configuration such
that ¢ € §(u). On the one hand, ¢ is an initial stopping prefix of £*. On the
other hand, it follows from Lemma A.6 that v © u is R-stopped in £*. Hence,
applying Lemma A.1 in the event structure £* implies that (v & u) N ¢ is either
empty or maximal in .. We analyze the two cases:

a) (vou)Ne=170.
Applying Lemma A.2 in event structure £“ shows that ¢ is an initial
stopping prefix of (£%)?®% = £Y. Therefore ¢ € §(v) = d(vy), so that
cel, 6(vn).

b) (weu)NceQ.

Let k be the greatest integer such that vy Nc = (; k is well defined since
voNe=0. And k < N since v Nc # 0. Thus, vy, is defined. Let
¢ be the initial stopping prefix of £ such that vi11 S v € Q. Then
¢ Nc# P by construction. Since u and vy, are compatible, it follows from
Lemma A.7 that ¢ = ¢’. Hence c € |J,, 6(vp).
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O

Proof of Lemma 3.8. Let v be a R-stopped configuration of £. The existence
of a germ decomposition of v is stated by Lemma A.4. Let (v,,), be such a germ
decomposition, and let (¢,), be the associated sequence of branching cells, so
that ¢, € 6(vy,) for all n. It follows from Lemma A.7 that the branching cells
(¢n)n are pairwise disjoint.

We now show the invariance of the set of branching cells C' = {¢1,¢a,. .. }.
We first assume that v is finite, so that in the decomposition (v, )., n ranges over
the finite set n = 0,..., N for some integer N. Consider the set of branching
cells A(v) defined by (28) in Lemma A.8. Then C' C A(v). Conversely, it follows
from Equation (29) that a branching cell ¢ € A(v) satisfies ¢ € C'if and only if
cNwv # (. Therefore:

C =AW)\ ).

The right member of the latter expression does not depend on the germ decom-
position (vy,),. This completes the proof of the invariance of C'if v is finite, and
we also get in that case:

Afv) = Av) \ 5(v). (30)

It remains only to show that C'is invariant for any R-stopped configuration v.
For this, we show the following expression for C":

c= J Aw). (31)

weW, wCv

Let (¢n)ner be the sequence of branching cells associated with the germ decom-
position (vy,), of v. We have:

C=A{cp,nel}
= U{Cj’ 1<j<n}
nel
= U A(vy), by the above result.
nel
This implies the “C” inclusion in Equation (31). Conversely, let ¢ € A(w) for
some w € W such that w C v. Then there is an integer n such that w C v,.
According to the above result for finite configurations, applied to v,, there is
an integer k < m such that ¢ = ¢,. Thus ¢ € C, which shows the “2” inclusion

in Equation (31), and completes the equality. Hence C is independent of the
germ decomposition chosen. We have also shown:

YweWs, Aw)= |J Aw). (32)

weW, wCwv

O

Proof of Theorem 3.10. 1. Given the definition of the covering, this is a
simple consequence of Proposition 2.13.
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2. Choose (un)o<n<n a germ decomposition of u, N < oo, and (vg)o<k<k
a germ decomposition of v in &%, K < co. Then the concatenation:

Ug, U1y .., UN = U,UD VI, uDV2,...,

is a germ decomposition of u @ v. This shows that A(u @ v) = A(u) U A¥(v).
Since any ¢ € A¥(v) satisfies ¢ C €%, we also have A(u) N A%(v) = 0.

3. This is a re-writing of Lemma 3.8 using the notion of covering.

4. Equations (11) and (12) have been shown above in the proof of Lemma 3.8,
in Equations (30) and (32) respectively.

5. The fact that v © u is R-stopped in &%, whenever v and v are two R-
stopped configurations with u C v, is a direct consequence of Lemma A.6 and
its corollary.

We now show that F, is a lattice. Let u,v € F,,, we prove that uNv €
F,,. We only have to show that u N v is R-stopped. Thanks to the corollary
of Lemma A.6, we assume without loss of generality that u and v are finite.
Let (un)o<n<n, N < 00, be a germ decomposition of u, with (¢)o<nieqn the
associated branching cells. Put £, = vNu, for n = 0,...,N. According to
Lemma A.1, vNcy is either empty or maximal in ¢;. Therefore vNe; = vNuy =
&1, and thus & is stopped, and in particular R-stopped. Moreover v © & is
R-stopped in £5'. For the same reasons, & is R-stopped in &, and v © & is
R-stopped in £%2. Continuing N times, we find that &y = w N v is R-stopped
in £, what was to be shown.

Finally, we show that uwUw is R-stopped in £. Again, thanks to the corollary
of Lemma A.6, we assume without loss of generality that v and v are finite.
We have just seen that u N v is R-stopped. We know from Lemma A.6 that
(uUv) & (unw) is R-stopped in £“. By concatenation, we find that (uNv)®
(wUv) © (uNv)) =uUv is R-stopped in £, which completes the proof. [

B Proofs of Main Theorems for Probabilistic
Event Structures

B.1 Extension of Probabilities

Proof of Lemma 4.4. First, the mapping ® is well-defined. Indeed, let
w € Q, and let wp =q¢f mp(w) for each B € B. Then, for B C B’, we have
mp = mp,p o wp, and therefore wp = 7p p/(wp’). Hence (wg)pes € X, and
®: Q — X is well defined.

® is 1-1: Indeed, since £ is locally finite, we have the reconstruction formula:

YweQ, w= U wBR.
BeB

Let us show that ® is onto. For this, let £ = (£5)pep be an element of X. Let
v =Upepép- Then v is a prefix of £. Assume, if possible, that v contains two
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events e and €’ in conflict. Then there are two finite stopping prefixes B and B’
such that e € g and €’ € £p/. Let B” = BUB’. Then g~ contains {g and {p,
and therefore g~ is a configuration containing both events in conflict e and ¢’,
a contradiction. This shows that v is conflict-free, and thus a configuration of £.
Now pick any maximal configuration w that contains v. Then w N B D £p for
each B € B, and since £p is maximal in B, this implies that w N B = {5. Hence
®(w) = &, and this shows that ® is a bijection. By construction, the formula
g = ag o ® holds.

Furthermore, routine verifications show that ® is both continuous and open
when X is equipped with the projective topology and €2 is equipped with the
restricted Scott topology. Hence ® is a homeomorphism. O

B.2 Construction and Compositional Properties of the
Distributed Product

We consider a locally randomized event structure (5 , (qc)cec). Before we pro-
ceed with the proofs of Lemma 5.2 and Theorem 5.3, we need to extend the
range of definition of the function p, originally defined by (18) on We. Say that
a sub-event structure F' C £ is well-formed if the collection Cg of branching
cells of F satisfies: Cp C Ce. For any well-formed event structure F', denoting
by Ag the covering map in F', we define the real-valued function pg : Wrp — R
by:

Yv € Wg, prv) = H g.(vNe). (33)

cEAF(v)

The function pg is well defined for the same reasons making p well defined.
If F is finite and well-formed, we define Pr on Qp by Pr(wr) = pr(wr) for
wp € Qp. From Proposition 3.7, we have that every B € B is well-formed.
Moreover, since Ag = A on Wg, we have pg = p on Wg. In particular, if B is
finite, the new definition of Pg coincides with the original definition.

Lemma B.1. Let B be any stopping prefix of £ given as a union of disjoint
initial stopping prefives: B =cy U --Ucy, ¢; € 6(0). Then Pg is a probability
on Qp.

PrOOF. We have the identification given in Proposition 3.4: Qp =
[T, Q. Hence we recognize in formula (33) for Pg the product probabil-
ity: Pp =¢q¢, ® -+ ® ¢qc,,- In particular, Pp is a probability. O

Lemma B.2. For every finite and well-formed sub-event structure F C &,
Pg is a probability on Qp.

PrROOF. Since P : Qrp — R is a nonnegative function, we only have to

show:
> Pp(u)=1. (34)

uEQp
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For each finite and well-formed event structure F', we set

Np = max (Card(Ap(v)) < oo,
vEQR

and we proceed by induction on Np. Equation (34) is trivial for Np = 0 (i.e., if
F = (), assume that it holds for all F' finite and well-formed with Ng < n, and
let F be a finite and well-formed sub-event structure of £ with Ngp < n + 1. Set
B the max-initial stopping prefix of F' (Definition 3.11), and let 75 : Qp — Qp
be the mapping defined in Lemma 2.4. Since 7g is onto Qp, Qpr decomposes as
the following (disjoint) union of sets:

Op = U {vdw, wepv}, (35)
vEQR

where Qpv denotes the set of maximal configurations of the future F¥. For
v € Qp and w € Qpv, we have the decomposition from point 2 in Theorem 3.10:

Ar(v@®w) = Ap(v)UAm (), Ap()NAp(w)=0.  (36)

We have Ar(v) = Ag(v) from point 1 of Theorem 3.10. Moreover, the future
F? is well-formed thanks to Proposition 3.7. Hence the decomposition (36)
brings, with formula (33):

pr(v@®w) = pp(v)pre (w) = Pp(v)Pre (w) . (37)

The decomposition of QF in (35) is a union of disjoint sets. This, together
with (37), brings:

S Prw =Y Y prwew) =3 Pe@)( Y Prw). (38)
ueQp VEQB WEQ pv vEQB wEN v

We claim that Npo < n for each v € Qp. Indeed, without loss of generality we
can assume that N > 1, and therefore Card(Ag(v)) > 1 since B # (). We get
thus from (36), for each w € Qp.:

Card(AFv(w)) < Card(AF(v @w)) — 1< Np—-1<n,

as we claimed. Therefore, the induction hypothesis implies:

> Pr(w)=1. (39)

wWEN pv

From Lemma B.1, we also have:

> Ppv)=1. (40)

veEQR

From (38), (39) and (40) together, we get (34), what was to be shown. O
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Proof of Lemma 5.2. Let B,B’ € B with B C B’. We have to show that
Pp = np,p'Pp/, or equivalently:

YweQp, Ppl)= > Pul(u). (41)

u€EQ s, udv

Fix v € Qp. For each u € Qp with u O v, we set w = u © v, and w ranges
over Qpv. And we still have the multiplicative formula (37):

]P’B/(u) = PB (U)PB/U (w) . (42)

Summing (42) over u brings:

S Po(u)=Ppv) Y Pon(w). (43)

u€ER g, udv wEN grv

It follows from Lemma B.2 that the sum in the right member of (43) equals 1.
This gives (41). O

Proof of Theorem 5.3. If P exists, then the likelihood of P is determined
on finite R-stopped configurations, and thus on finite stopped configurations.
In other words, mgP is determined for each B € B. According to Theorem 4.5,
this implies the uniqueness of P.

Now we show that P has the required property. Let g be the likelihood of PP.
By construction, p and ¢ coincide on finite stopped configurations. It remains
to show that ¢ and p also coincide on finite R-stopped configurations. For this,
let v be finite and R-stopped in £. Since £ is locally finite, there is a finite
stopping prefix B such that v C B. We have then, as in (16):

q(v) = 7P (Sp(v)),
where Sg(v) denotes the shadow of v in Qp. Hence:
go)=" > mP@) = Y pw= > ps).
u€ENp, udv uEN B, udv uEN B, udv
Reasoning as in the proof of Lemma 5.2, we get by factorization:
> () =) = plo).
u€EN B, udv
Therefore g(v) = p(v), and this completes the proof. O

Proof of Proposition 5.6. Let P be the distributed product of (5, ((Jc)cec),
with likelihood p. We fix u € W, and we assume that p(u) > 0. Let P* be
the probabilistic future defined according to Lemma 5.5, with p* the associated
likelihood. For any v € W', the following multiplicative formula holds true,
and is shown in the same way than (37):

pwev)= [ «@ne- J[ awneo=pw) ] ¢nc.

ceA(u) ceEA™(v) ceEAU(v)
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Therefore, from the formula (21) for the likelihood p*, we get:

Yo e WY, p“(v) = H ge(vnec). (44)
ceA™(v)

We recognize in the right member of (44) the formula analogous to (18), that
defines the likelihood of the distributed product of (5“, (qc)cecu). It follows
from the uniqueness stated in Theorem 5.3 that P* is the distributed product
of (5“, (qc)cecu), which completes the proof. O

B.3 Characterization of Distributed Probabilities

Before we proceed with the proof of Lemma 5.9, we need to introduce some
material. Fix ¢ a branching cell of £. For each w € H€, consider the following
set of compatible R-stopped configurations:

Féw)y={veW :vCuw, ce A(v)}.

We claim that F°(w) is stable under finite intersections. Indeed, let v,v’ €
F¢(w). Tt follows from point 5 of Theorem 3.10 that vNv’ € W. Clearly,
v N Cw, and finally ¢ € A(v N ') is a consequence of point 3 in Theorem 3.10.
Hence v N v’ € F¢(w), and this shows that F°(w) is stable under finite intersec-
tions, as we claimed. Since F¢(w) consists of finite configurations, it follows
that F°(w) has a unique minimal element. We denote it by:

R¢(w) = min(F°(w)).
It is a consequence of Theorem 3.10 that R¢ satisfies the two following properties:

1. For all pairs w,w’ € 0, we have:
weH, W D R(w) = w € H, R°(w) = R°(w).

2. For any stopping prefix B of £ such that ¢ C B, denote by H%, F§
and R} the objects H¢, F°¢ and R defined in event structure B. Then
R¢ = RCB oTmR.

Fix B a finite stopping prefix such that ¢ C B—such a B exists since c is
finite by Proposition 3.6, and since £ is locally finite. Then R% has obviously
finitely many values, say {v1,...,v,}. It follows from Point 2 above that R°
takes the same values than R%. We have thus the following decomposition of
H¢ into a disjoint union H¢ = J"; H*N{w € Q : R(w) = v;}. From Point 1
above, we get that each of these subsets is actually a shadow, as follows:

Vi=1,...,n, H'N{weQ: RY(w)=uv}=8w).

Therefore, H¢ decomposes through a disjoint union of shadows:

n

He =) S(v). (45)

i=1

48



Information & Computation 204(2):231-274, 2006

We are now ready for the proofs of Lemma 5.7 and 5.9.

Proof of Lemma 5.7. Since H° has the form (45) of a finite union of shadows,
it is clear that H¢ is measurable. It follows from point 3 of Theorem 3.10 that
Y¢(w) = wnNecis maximal in ¢ for every w € H®. Therefore Y is defined as
a mapping Y°: H¢ — Q.. To show that Y is a random variable, fix z € €.
Clearly, the set {w € Q : w D z} is measurable. Therefore, the set:

{fweH : Y(w)=z2}=HN{weN :wDz}
is measurable. This shows that Y ¢ is a random variable. O

Proof of Lemma 5.9. Let ¢ be a branching cell of £, and let r. be the branch-
ing probability induced by the distributed product P of (5 , (qc)cec). We have
seen that R® has finitely many values {v1,...,v,}, leading to the decomposi-
tion (45) of H°. As a consequence, we get this decomposition through a disjoint

union:
n

{weH : Y(w) =2}=|JSwiaz).

i=1
Therefore, with p the likelihood of P:

Pwe M Y¢(w)=2) = ZP(S(vi ®z)) = Zp(vi ® z)

i=1
Since IP’(HC) > 0, we get:
re(z) = ! P(w e H, Y =2) =q(2).
P(He)
This completes the proof. O

Proof of Theorem 5.11. We have seen that every distributed product is
distributed in the sense of Definition 5.10. Conversely, let P be a distributed
probability. For each finite stopping prefix B of £, let Pp denote the image
probability Pg = 7P on Qp, where g : 2 — Qp is the mapping defined in
Lemma 2.4. We have already seen that P and Pp have the same likelihood
on Vg, we denote it by p. A simple computation shows that for each ¢ € Cp,
P and Pg induce the same local transition probability 7., from which follows
that Pp is distributed. Consider wp € Qp, and let (vy,),>0 be the max-initial
decomposition of wp given by Theorem 3.12. Let n > 0. Using the random
variable Zp ,, defined by (25) in B, we apply the chain rule to get:

P(Unt1) = p(vn)PB(ZB v, (WB) = Vnt1 S vn | S(vn)) .
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Since Pp is distributed, the law of Zp ,,, is the product ®C€5(vn) r.. Hence:

by induction
p(vns1) = p(vn) [ relwsne) M= I rewsne.  (46)
c€6(vy) cEA(Vp41)

Since (vy,)n is eventually constant equals to wp according to Theorem 3.12,
letting n grow to oo in (46) brings:

p(wp) = H re(wpNe). (47)

ceEA(wR)

Now let Q be the distributed product of the locally randomized event structure
(€,(re)eec). Equation (47) shows that P and Q have the same likelihoods
on finite stopped configurations. The uniqueness in Theorem 4.5 implies that
P = Q. This shows that P is indeed a distributed product.

We finally show the uniqueness of the decomposition of P as a distributed
product. Indeed, if P is the distributed product of a family of local transition
probabilities (s.)cec, then it follows from Lemma 5.9 that s. is the local transi-
tion probability induced by P in ¢ (note the use of the positivity assumption).

This completes the proof. O
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