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Abstract

The shallow water environment can be considered as a time-dispersive system whose time-varying

impulse response can be expressed as a superposition of time-frequency components with dispersive

characteristics. In this paper, we propose a frequency-domain characterization of the shallow water system

based on the normal-mode model that treats the system as an acoustic medium. After studying the

dispersive characteristics of this system, a blind time-frequency processing technique is employed to

separate the normal-mode components without knowledge of the relevant environment parameters. This

technique is based on first approximating the time-frequency structure of the received signal and then

designing time-frequency separation filters based on warping techniques. Following this method, two

types of receivers are developed to exploit the diversity of the shallow water channel and to improve

underwater communications performance. Simulation results demonstrate the dispersive characterization

of this system and the improved processing performance of the receiver schemes.

Index Terms

Time-frequency analysis, dispersive channels, time-frequency mode separation, underwater acoustic communica-

tions, time-dispersion diversity

March 23, 2008 DRAFT



1

Time-Frequency Characterization and Receiver

Waveform Design for Shallow Water

Environments

I. INTRODUCTION

Underwater acoustic signal processing is challenging as the transmitted signal interacts with the ocean bottom

and surface, and the water medium causes a dense dispersion effect due to the time-varying (TV) changes of the

ocean environment. Dispersive linear time-varying (LTV) systems can cause different frequencies to be shifted

in time by different amounts [1], [2]. Such dispersive signal transformations are specific to the nature of the

system or environment that the signal propagates through. Specifically, the dispersive effect introduced by shallow

water environments can severely limit the performance of underwater acoustic applications such as sonar and

communications.

In underwater communication applications, incoherent communication systems were initially employed, such

systems lacked the ability to adjust waveform parameters in order to adapt to environment changes, and they were

often highly inefficient in bandwidth and power requirements [3]. More recently, phase-coherent systems were

considered as they can adaptively track the time and frequency spread of the environment changes and can correct

inter-symbol interference (ISI) thus providing higher data rates [3]–[6]. Space-time techniques were also explored, as

they can achieve spacial diversity [7]–[10]. Currently, time-reversal (or phase-conjugated) techniques use parameters

that do not depend on the environment and, unlike equalization, do not require intensive computation [11]–[16]. The

work in [15] improved the performance of the decision-feedback equalizer using passive-phase conjugation. In [16],

time-reversal was applied to multiple-input multiple-output (MIMO) shallow water communications. On the other

hand, in [1], a characterization of the shallow water system was considered using a time-frequency approach. In

particular, this characterization matched the dispersive signal transformation caused on the transmitted waveforms.

This characterization was successfully used for shallow water communications to obtain time-dispersion diversity.

However, this characterization was only applicable to signals with very high bandwith as it assumed that the

transmitted waveform was an impulse.

It can be shown that the propagation characteristics of the shallow water environment can be determined by

specific nonlinear functions that define the dispersion in this environment and provide a means of modeling the

environment according to how it distorts the transmitted signal. Thus, signals can be used to exploit the potential

diversity suggested by the model when the receiver is appropriately designed to match these nonlinear functions.

In this paper, we propose a general signal characterization based on the normal-mode model discussed in [17] for

shallow water environments that is applicable to a large class of signals. This characterization is based on a frequency
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domain formulation and can be used with narrowband as well as wideband signals. The normal-mode characterization

assumes perfect waveguide conditions, and as a result, it consists of a homogeneous fluid layer with a soft top and

rigid bottom. It also follows the Pekeris model, which assumes a pressure-release surface and fluid boundaries [18].

Based on these assumptions, we propose a new time-frequency receiver design which operates on the individual

modes of the multi-component received signal. This receiver requires accurate environment information (such as

bathymetry, sound speed profile, attenuation and density) which is often unavailable or inaccurate, in order to

obtain closed form expressions of the environment characterization. As a result, we also employ a blind method for

separating the time-frequency (TF) components of the received signal that relate to the nonlinear functions causing

dispersion in the system. The blind separation method first identifies the TF structures of the received signal [19],

and then it separates them using a TF based nonunitary warping technique [20]. After the separation of each mode

component, we use a pilot-aided communication scenario with an appropriately designed transmitted waveform and

receiver structure to obtain time-dispersion diversity. Specifically, both the transmitter and receiver are designed

to match the dispersive characteristics of the underwater medium based on the analysis of the time-frequency

characteristics of the proposed model.

The paper is organized as follows. In Section II, we formulate the general waveguide model for shallow water

environments, and we discuss two important simplified shallow water models: the isovelocity model and the Pekeris

model. In Section III, we present the time-frequency characteristics of the Pekeris model, and we investigate the

impact of the environment parameters on the transmitted signal dispersive transformations. In Section IV, we use

a TF mode separation technique to separate each component of the received signal. In Section V, we design a

new receiver structure with a corresponding optimal detector. Numerical results of bit-error-rate (BER) performance

illustrate our improved performance in terms of diversity order.

II. SHALLOW WATER ENVIRONMENT MODELING

A. General Shallow Water Modeling

The problem of modeling shallow water environments is equivalent to calculating the response of an isotropic

point source in a stratified acoustic medium. The scenario is shown in Fig. 1. In the water column layer, we can

obtain the received signal by solving the Helmholtz equation in two dimensions with sound speed and density

depending only on the depth z [17]. This equation is given by

▽
(

1

ρ(z)
▽ y(r, z, t)

)

− 1

ρ(z)c2(z)

∂2y(r, z, t)

∂2t
= −x(t)

δ(z − z0)δ(r)

2πr
(1)

where ▽ denotes the gradient operator, z0 is the depth of the source, and y(r, z, t) denotes the acoustic pressure

as a function of the receiver depth z, range r, and time t. The isotropic point source is x(t), ρ(z) is the density,

c(z) is the sound speed as a function of depth, and δ(·) is the Dirac delta function.

If we assume that z, z0 and r are known, we can rewrite y(r, z, t) as y(t). Denoting the Fourier transform (FT)

of x(t) as X(f), we can obtain the following solution for the frequency domain spectrum Y (f) of the received
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signal y(t) in the far acoustic field:

Y (f) = X(f)
C

ρ(z0)

∞
∑

n=0

Cn(f)
ejkr,n(f)r

√

kr,n(f)r
. (2)

Here, C is a constant, Cn(f) is the shape function of the nth mode, and kr,n(f) is the horizontal propagation

constant that depends on the frequency f , the range r and mode m. This model is called the normal-mode model.

It treats the ocean as a stratified acoustic medium, representing the acoustic field in the ocean medium as a sum

of normal modes. While normal modes are more commonly used as a computational tool, they are useful in the

present context for their analytical properties and rich time-frequency (TF) structures. In the following, we discuss

two important simplified shallow water environment models, the isovelocity model and the Pekeris model.

B. Isovelocity Model

We first discuss the isovelocity model following [17]. The simplified waveguide model of the ocean is shown

in Fig. 2 using the coordinate system (r, z), where Medium I, II and III correspond to air, ocean water and ocean

bottom, respectively. An omnidirectional point source x(t) with spectrum X(f) is located in Medium II at r = 0

and z = z0, and the ocean is D meters deep. We consider the sound speed in Medium II as a constant c m/s.

The ocean surface (at z = 0) should be modeled as an ideal pressure release boundary and the ocean bottom at

z = D as an ideal rigid boundary. However, the ocean bottom cannot be modeled as an ideal rigid boundary due

to the roughness and scattering properties of the medium. The ocean waveguide problem involves the derivation

of an expression for the velocity potential in Medium II (ocean water); this expression is the solution of the wave

equation and satisfies all the boundary conditions, including the boundary condition at the source.

After a detailed derivation in [17], under the assumption of perfect waveguide, the received signal spectrum

excited by X(f) at location (r, z) is given in terms of Nm modes as:

Yisovelocity(f) = X(f)

Nm−1
∑

n=0

CnΘn(f). (3)

The nth mode is characterized1 by the phase function ηn(f) =
√

f2 − f2
n, f > fn, since the group velocity

function CnΘn(f) is given by:

CnΘn(f) = Cn

√

√

√

√

1√
f2−f2

n

c r

e−j2π r
c

√
f2−f2

n , f > fn. (4)

Here, fn = fr
(2n+1)c

4D is the cutoff frequency of the nth mode and Nm is the largest mode number. The parameter

Cn = e−j π
4

1

2πd
sin

(

(2n + 1)πz0

2D

)

sin

(

(2n + 1)πz

2D

)

,

is constant for any given fixed coordinates (r, z).

From (3) and (4), we can see that the transmitted signal experiences a group delay shift given by ζn(f) =

d
df

r
c

√

f2 − f2
n at the nth mode, and the received signal is the summation of all the mode contributions.

1Note that here, and for the remainder of the manuscript, we assume that the frequencies f are normalized using a reference frequency

fr > 0.
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C. Pekeris Model

The Pekeris model treats the shallow water environments with pressure-release surface and fluid seabed following

the work in [17], [18], [21]. The Pekeris waveguide model of the ocean is shown in Fig. 3 using the coordinate

system (r, z), where Medium I, II and III correspond to air, ocean water and seabed, respectively. An omnidirectional

point source with signal spectrum X(f) is located in the ocean at r = 0 and z = z0. The ocean is D m deep. We

consider the sound speed in the ocean as a constant c m/s and density ρ kg/m3; the corresponding parameters for

the seabed are cB m/s and ρB kg/m3, respectively.

The ocean surface (at z = 0) is modeled realistically as an ideal pressure release boundary and the ocean bottom

(at z = D) is modeled as a boundary between two different fluid media. The normal mode model is given by

the solution of this ocean waveguide problem, which is determined by the environment parameters and satisfies all

boundary conditions, including the boundary condition at the source.

After a detailed derivation in [18] and [21], the received signal spectrum excited by X(f) at location (r, z), is

given by the Pekeris waveguide model:

YPekeris(f) = X(f)

Nm−1
∑

n=0

Cn(f)Θn(f). (5)

Although this appears similar to the model in (3), the dispersion characteristics differ. Specifically, without the

assumption of the ideal waveguide condition as in [22], the nth mode is characterized by

Θn(f) =

√

1

kn(f) r
e−jkn(f) r,

where

kn(f) =
2π

c






f2 − n2c2

4D2



1 +
ρB c

ρD

1

2πf
√

1 − c2

c2
B





−2






1
2

(6)

is the wave number of the nth mode and Nm is the largest mode number. The parameter

Cn(f) = A2
n(f)sin(kzn(f)z0)sin(kzn(f)z)

is a function of frequency where

An(f) =
√

2

[

1

ρ

(

D − sin(2kzn(f)D)

2kzn(f)

)

− ρ

ρ2
B

tan(kzn(f)D)sin2(kzn(f)D)

kzn(f)

]− 1
2

(7)

and kzn(f) ≈ nπ
D



1 + ρB c
ρD

1

2πf

√

1− c2

c2
B





−1

. Thus, the dispersive characteristic in X(f) follows from the group

delay shift by ζn(f) = d
df rkn(f) at the nth mode.

III. TIME-FREQUENCY CHARACTERISTICS OF SHALLOW WATER ENVIRONMENTS

A. Isovelocity Model

From (3) and (4), the acoustic shallow water propagation can be represented as the summation of all the mode

contributions. Specifically, each mode introduces a different dispersive transformation to the transmitted signal by
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causing a shift in its group delay function. The group delay shift of the nth mode is given by

ξn(f) =
d

df

r

c

√

f2 − f2
n =

r

c

f
√

f2 − f2
n

, n = 0, · · · , Nm − 1. (8)

In Fig. 4, we plot the group delay shifts for Nm = 6 modes, when the transmitted signal X(f) = 1 for f ∈ (fl, fh)

is an bandlimited impulse in time, where fl and fh are the lowest frequency and highest frequency of signal spectrum,

respectively. As we can see in Fig. 4, the group delay shift of each mode is dispersive as the different frequency

components of a mode travel at different speeds; a lower frequency experiences a larger shift in time. As a result,

for isovelocity acoustic waveguides, the transmitted signal scatters in such a way that it experiences group delay

shifts within each mode, and the received signal is the summation of multiple group delay shifted versions of the

transmitted signal.

As our objective is to separate the different mode contributions, we want to transmit a signal X(f) that will

enable such a process. In particular, we want a signal that, when dispersively group delay shifted by the nth mode,

will result in a frequency domain sinusoid. As a result, we design the transmitted signal spectrum as X(f) =
√

f

for f > fn; then we can apply a unitary warping operation to the received signal that is specific to each mode.

The unitary warping operator Uζn
is defined as

(Uζn
Y )(f) =

∣

∣ζ ′n
(

ζ−1
n (f)

)∣

∣

−1/2
Y

(

ζ−1
n (f)

)

(9)

where (U−1
ζn

Uζn
Y )(f) = Y (f), ζ−1

n (ζn(f)) = f , ζ ′n(f) = d
df ζn(f), ζn(f) =

√

f2 − f2
n, f > fn, and ζ−1

n (f) =
√

f2 + f2
n, f > 0. In particular, for the nth mode, we define Yn(f) = X(f)Θn(f) =

√
fΘn(f), f > fn to which

we apply the warping operator Uζn

(Uζn
Yn)(f) =

f
1
2

(f2 + f2
n)

1
4

Yn((f2 + f2
n)

1
2 ) =

f
1
2

(f2 + f2
n)

1
4

X((f2 + f2
n)

1
2 )Θn((f2 + f2

n)
1
2 ).

Note that, using (3), Θn(ζ−1
n (f)) = 1√

f

√

c
r e−j2π r

c
f . Also, X(ζ−1

n (f)) = (f2 + f2
n)

1
4 . Replacing both of these in

the above equation, we obtain

(Uζn
Yn) (f) =

√

c

r
e−j2πf r

c . (10)

This illustrates that after warping, the nth output mode becomes a single sinusoid in frequency with sinusoidal

frequency r
c . This corresponds to an impulse in time

√

c
r δ(t− r

c ). When the dispersive warping operation Uζn
with

n = n0 is applied to the signal Y (f) = Yisovelocity(f), where Y (f) is the noiseless received signal in (3), we have

Yn0
(f) = (Uζn0

Y )(f) (11)

= Cn0

√

c

r
e−j2πf r

c +

Nm−1
∑

n=0

n 6=n0

(Uζn
XCnΘn)(f).

The dispersive group delay nature of received signal in (3) can be demonstrated using simulated data from

KRAKEN [23]. KRAKEN is a software that was written to model underwater acoustic propagation and can generate

a received signal given a set of environment parameters and the spectrum of transmitted signal X(f). An example

of a KRAKEN simulated Yisovelocity(f) in (3) is shown represented by its spectrogram (squared magnitude of the

March 23, 2008 DRAFT



6

short-time Fourier transform in (12)) in Fig. 5(a) for Nm = 3 modes. As it can be seen, lower frequencies are

shifted in time by larger amounts than higher frequencies for each mode. For the received signal y(t) with Fourier

spectrum Y (f), the STFT, with window g(t) whose Fourier transform is G(f), can be written as

STFTY (t, f ; g) =

∫

v

Y (v)G(v − f)ej2πvtdv. (12)

The squared magnitude of the STFT or spectrogram is given by SY (t, f ; g) = |STFTY (t, f ; g)|2. The STFT of

the noiseless received signal Y (f) can be obtained from (3) and (12). An appropriate window length for g(t) was

chosen to obtain good time-frequency resolution based on this set of environment parameters. The STFT of the

warped noiseless received signal Yζn
(f) = (Uζn

Y )(f), n = 0, 1, 2 in (11) where the warping operator Uζn
is

defined in (10) is shown in Fig. 5(b) 5(c) and 5(d), respectively.

Fig. 5(a) shows each mode as a dispersive (nonlinear) curve in the TF plane. The three modes in this representation

are not easily separable. However, when we obtain the spectrogram of the warped signal and look at each mode

separately, the corresponding mode appears as a wideband pulse. Note that the other modes (e.g., mode 1 and

2 in Fig. 5(b)) are still dispersive especially in the low frequency band. This is because, from (11), Y0(f) =

C0

√

c
r e−j2πf r

c + C1(Uζ0
XΘ1)(f) + C2(Uζ0

XΘ2)(f). Thus, the last two terms are still dispersive as the warping

only simplified the n = 0 mode. In the higher frequency region, the three modes are not separable. This is because

as f increases, all three modes appear as impulses since for f ≫ fn, e−j2π(

√
f2−f2

n

u
c) ≈ e−j2πf r

c .

As we demonstrated, in the low frequency region, each mode can be discriminated by applying a corresponding

matched warping. However, whether the modes can be separated or not also depends on the transmission band and

the distance between the transmitter and receiver. Generally speaking, a longer transmission distance or a lower

transmission frequency band can cause the signal to become more dispersive, so the modes are easier to discriminate.

If the signal is transmitted in a high frequency band, the modes are closer to each other, and are more difficult to

separate.

B. Pekeris Model

The TF characteristic of the acoustic signal using Pekeris model is determined by the modal group velocity

(MGV) gn(f) = d
df kr,n(f) in (6). Specifically, the propagating group delay in the nth mode is determined by

τn(f) =
r

gn(f)
, (13)

where r is the range from transmitter to the receiver. The modal group velocity is shown in Fig. 6 using c = 1, 500

m/s, cB = 1, 800 m/s, ρ = 1 kg/m3, ρB = 1.8 kg/m3 and D = 100 m. From Fig. 6, we notice that, for the

waveguide model with fluid seabed, the MGV approaches c (the velocity of sound in the ocean) when the frequency

approaches infinity, and it approaches cB (the velocity of sound in the seabed) when the frequency approaches the

cutoff frequency of the mode.

Using the Pekeris model, we further analyzed further the TF characteristics of the received signal using the

spectrogram and investigated the effect of changing the parameters of the environment. Fig. 7(a) represents the
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spectrogram of the received signal with Nm = 3 modes and environment parameters: D = 100 m and r = 15 km.

Fig. 7(b) uses the same set of parameters except that r = 30 km. Fig. 7(a) shows each mode as a dispersive curve

in the TF plane. We note that the curves stop at the cutoff frequency with no asymptotical behavior to the cutoff

frequency. Fig. 7(b) shows that a longer range between the receiver and transmitter causes more dispersion in the

received signal. When the ocean depth is decreased to D = 30 m, in Fig. 8(b), the modal cutoff frequency is higher

and the dispersive effect is more visible at higher frequencies.

IV. SHALLOW ENVIRONMENT BLIND IDENTIFICATION USING TIME-FREQUENCY SEPARATION

In many cases, the environment parameters are not known and we need to blindly identify the corresponding

time-frequency characteristics. We are considering the problem of identifying the TF or group delay signatures

of the received signal after it propagates over a shallow water environment. Following the isovelocity normal-

mode model in (3), we expect the resulting TF characteristics to vary dispersively with frequency according to the

functions ξn(f), n = 0, · · · , Nm − 1 in (8), where Nm is the total number of modes. As discussed in Section II,

the normal-mode model treats the ocean as a waveguide with plane, parallel boundaries, representing the acoustic

field in the ocean medium as a sum of normal modes; each mode can be seen as a TF signature component.

Specifically, we denote group velocity function (GVF) of the nth mode as

Mn(f) = CnΘn(f). (14)

In order to blindly identify the TF characteristics of the mode, we will first estimate the GVFs as a linear combination

of linear chirps and then we will design TF separation to separate one mode from another.

A. Approximation of GVF

Our aim is to approximate the real part of Mn(f) over the frequency region f ∈ [i∆fn, (i + 1)∆fn], i =

1, · · ·Qn − 1, where ∆fn and Qn∆fn are the stating and ending frequency of the nth mode. Using the real

frequency-modulated (FM) linear chirps Ln,i(f) = cos(φn,i(f)), where

φn,i(f) = an,i + bn,if + cn,if
2. (15)

Here, an,i, bn,i and cn,i are the constant coefficients of the quadratic phase of the ith linear chirp for the nth mode.

Specifically, we are trying to approximate Mn(f) as

Mn(f) =

Qn−1
∑

i=1

Ln,i(f)(u(f − i∆fn) − u(f − (i + 1)∆fn)), (16)

where u(f) is the frequency domain unit step function. Since the GVF is a continuous and monotonic function,

one can expect that the linear chirp Ln,i(f) is related with the linear chirp Ln,i+1(f) by the following continuity

constraints. Since the analytic part of the linear chirp has a continuous and monotonic group delay function given

by d
df φn,i = bn,i + 2cn,if , then it can be shown that

bn,i+1 = bn,i + 2(i + 1)∆fn(cn,i − cn,i+1) (17)
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From the continuous and monotonic phase φn,i(f), we obtain

an,i+1 = an,i + (i + 1)∆fn(bn,i − bn,i+1) + (i + 1)∆f2
n(cn,i − cn,i+1). (18)

Let Ln,i(f) be the linear chirp which best approximates the component Mn(f) over the frequency interval

[i∆fn, (i + 1)∆fn); then the next chirp Ln,i+1(f) on the frequency interval [(i + 1)∆fn, (i + 2)∆fn) is chosen

to be the one that best matches Mn(f) over that interval following the continuity constraints in (17) and (18).

The problem of finding Qn−1 linear chirps Ln,i(f), i = 1, · · · , Qn−1 can be formulated as a multi-hypothesis

detection problem, which can be solved using quadrature matched filtering [24]. We denote the K candidates for

the linear chirp phase as φk
n,i(f), k = 1, · · · ,K. The best of the candidates, φk̂

n,i(f), can be found by the following

maximization problem

k̂ = arg max
k=1,··· ,K

nk
s(xk

c )2 − 2nk
csx

k
cxk

s + nc(x
k
s)2

2nk
cnk

x − 2(nk
cs)

2
, (19)

subject to (17) and (18), where

xk
c =

∫ (i+1)∆fn

i∆fn

Y (f)cos(φk
n,i(f))dt,

xk
s =

∫ (i+1)∆f

i∆f

Y (f)sin(φk
m,i(f))dt,

nk
c =

∫ (i+1)∆f

i∆fn

cos2(φk
n,i(f))dt,

nk
s =

∫ (i+1)∆f

i∆fn

sin2(φk
n,i(f))dt,

nk
cs =

∫ (i+1)∆f

i∆f

cos(φk
n,i(f))sin(φk

n,i(f))dt.

Thus, the solution to the above constrained programming problem can give the optimal estimation of Mn(f) between

the time interval [i∆f, (i + 1)∆f ], i = 1, 2, · · · , Qn − 1 in additive white Gaussian noise.

B. Mode Separation

Fig. 7 illustrates that each mode of the received signal appears as a distinct dispersive curve in the TF plane,

which makes the separation of the modes possible. After approximating the Nm GVFs, we will now use a TF mode

separation technique based on warping to separate the modes. Specifically, we want to design (Nm −1) GVF curve

separators in the TF plane, denoted by en(f), n = 0, · · · , Nm − 2. A GVF curve separator is a curve situated

between two successive modes in the TF plane. Knowing the TF structures, we appropriately set Mn TF points

(tm, fm), m = 1, 2, . . . , Mn in the middle of the space between two successive modes. The Mn points between the

nth mode and the (n + 1)th mode will constitute the GVF separator en(f). As the GVF curves will be processed

with the received signal, the separation lines must have the same duration as the received signal. To ensure that, all

the GVF curves are assumed to start at the initial TF point of the received signal and are extended from the final

TF point to the time axis using a vertical line.
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To separate the TF components using the estimated GVF curves [19], we use a non-unitary warping operation

defined as

(Wµn
Y )(f) = Y (µn(f)), (20)

where µn(f) is obtained from the nth GVF separator en(f) using µn = 1
λr

∫ f

−∞ en(v)dv, where λr > 0 is

a normalization constant. Note that the non-unitary operator overcomes the spreading effect of unitary warping

operators as no frequency-dependent amplitude modulation is needed as in [20]. It can be shown that

Wµn
ej2πλrµ−1(f) = ej2πfλ . (21)

Assume that the received noisy signal in (5) is r(t) with Fourier transform (FT) R(f) = Y (f) + W (f), where

W (f) is additive white Gaussian noise. We compute the nth generalized FT of R(f) using the nth warping function

µn(f) as [25]

Gn
R(λ) =

∫

℘

R(f)
dµn(f)

df
ej2πλ µn(f)df, (22)

where ℘ contains the values of f in the domain of the warping function µn(f), and λ is a real and unitless parameter.

To obtain the first mode, we compute the inverse n = 0 generalized FT as follows:

R0(f) =

∫ λr

−∞
G0

R(λ)e−j2πλµ0(f)dλ, (23)

that can be written as

R0(f) =

∫ ∞

−∞
h(λ)G0

r (λ)e−j2πλµ0(f)dλ, (24)

where h(λ) = 1 if λ ∈ (−∞, λr] and h(λ) = 0 if λ ∈ (λr,∞]. Inserting (22) into (24), one can show that

R0(f) =

∫ ∞

−∞

∫

℘

R(v)h(λ)
dµ0(v)

dv
ej2πλ (µ0(v)−µ0(f))dvdλ

=

∫

℘

R(v)
dζ0(v)

dv
H (µ0(v) − µ0(f)) dv, (25)

where H(f) is the inverse FT of the lowpass filter h(λ). If we subtract the first mode from the received signal, i.e,

R̂1(f) = R(f) − R0(f), then the remaining modes are contained in R̂1(f). To obtain the second mode, we apply

the above procedure to R̂1(f) using the GVF curve separator e1(f). Repeating the above procedure for each GVF

curve separator, we can then separate each mode from the received signal.

C. Example of Blind Identification and TF Separation

Fig. 9(a) represents the spectrogram of the received signal for Nm = 3 modes when we consider the environment

parameters to be D = 100 m, ocean depth and r = 15 km range between the transmitter and receiver. Each mode

is shown as a dispersive component in the TF plane, and we notice that the curves stop at the cutoff frequency

fn of the nth mode with no asymptotical behavior to the cutoff frequency. For the example in Fig. 9, we use the

mode separation technique on the received signal excited by the waveform X(f) =
√

f, f > 0 for Nm = 3 modes

using Pekeris model. The GVF curve separators are shown in Fig. 9(c) and the separated components are shown

in Fig. 9(d).
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V. TIME-DISPERSION DIVERSITY RECEIVER DESIGN

Although the shallow water environment models provide an inherent frequency domain system model, in realistic

shallow water environments, many factors can cause distortion in the signal propagation. These include water

fluctuations on the ocean surface and the roughness of the ocean bottom that can affect the signal reflections.

Hence, it is reasonable to introduce randomness into the channel model. We model this distortion by introducint

random fading to the data generated by the normal-mode modeling software KRAKEN for both the isovelocity and

Pekeris models [26]. Specifically, we model the randomness in the shallow water environment by [27]

Dn = αn + ∆̺n (26)

where αn is the deterministic mean amplitude of the nth mode and ∆ρn is random fading distortion. In practice,

can be obtained using system identification techniques. Additive noise is also introduced in the channel model due

to the random disturbance in the ocean environment. Therefore, the received signal spectrum is expressed as

R(f)=Y (f) +W (f)=X(f)

Nm−1
∑

n=0

DnCn(f)Θn(f)+W (f), (27)

where W (f) is zero-mean additive white Gaussian noise whose samples have variance σ2
W , and Y (f) is given for

the isovelocity model with Cn(f) = Cn in (3) and (26), and for the Pekeris model in (5).

A. Receiver Design without TF Separation

We propose a filter bank receiver scheme which can exploit the frequency domain dispersion diversity in the

normal modes. In the following of this section, we discuss the receiver design in the context of isovelocity model,

but this design can be also used for Pekeris model. The received signal spectrum R(f) in (27) is processed using a

matched filter to obtain all the modes, and then the resulting matched filtered outputs are combined in the minimum-

error-probability sense to obtain the optimal detection rule for the transmitted information symbol b. This receiver

scheme is shown in Fig. 10. Note

As stated in Section III-A, we can design the transmitted signal X(f) =
√

f, f > fn, n = 0, · · · , Nm−1,

and then employ frequency domain warping and matched filtering to the received signal. We define Un(f) =

X(f)Cn(f)Θn(f) for the nth mode. Then the noiseless output of the nth matched filter can be expressed as

Zn = 〈Y, Un〉 =

∫

f

Y (f)U∗
n(f)df. (28)

If we use the operator Uζn
in (9), then we can rewrite (28) as 〈Y, Uζn

〉 = 〈Uζn
Y,Uζn

Un〉, due to the unitarity of

Uζn

Using (10) and (11), the output of the nth matched filter in (28) can also be written as

Zn =

∫

f

(Uζn
Y )(f)G(f)ej2πf r

c df, (29)

where (Uζn
Un) (f) = (Uζn

Cn) (f) (Uζn
Xθn) (f) = C(f)

√

c
r ej2πf r

c . This can be seen as the short-time Fourier

transform of the warped signal (Un0
Y )(f) at epoch r

c using an analysis window G(f) = 1. Using the warping
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technique in Section III-A that transforms the received signal of each mode at a time to a sinusoid, the modes can

be easily discriminated in the TF plane.

The receiver processing can be described as follows. Concatenating the signals Un(f), we can express the resulting

filter bank using vector u(f) = [U0(f) · · · UNm−1(f)]T, where T denotes matrix transpose. Similarly, we rewrite

the information bit b to the transmitted as an Nm×1 vector b = [b, b, · · · b]T. Let D = diag (D0, D1, · · · , DNm−1)

be the Nm × Nm matrix whose diagonal elements are the random channel coefficients in (26). Using the afore-

mentioned vector notation, the received spectrum can also be written as

R(f) = uT(f) Db + W (f). (30)

The output of this filter bank is given by z = PDb + w, where P =
∫

f
u∗(f)uT(f) df is the matrix of correlations

between the different modes, and w =
∫

f
u∗(f)W (f) df is the noise at the output of the matched filters with

covariance σ2
wP.

If binary antipodal symbols are transmitted, i.e., b = +1 or −1, and we denote d = Db using the above notation,

then the communication problem stated above can be converted to a classic, detection problem with two hypothesis

H0 : z = −Pd + w, (31)

H1 : z = Pd + w. (32)

To solve the detection problem in (31) and (32), we first perform prewhitening [28]. Denoting the conjugate

transpose operation as †, notice that P = P† is a Hermitian matrix, thus it can be expressed as P = Q†
ΛQ, where

Λ = diag(λ1, λ2, · · · , λNm
) is the eigenvalue matrix of P, and Q is the prewhitening matrix. From the properties

of Hermitian matrices, we also know that all the eigenvalues are greater or equal to zero. Hereby we assume

λ1 ≥ λ2 ≥ · · ·λNm−1 ≥ λNm
≥ 0, and that the first Nr eigenvalues are greater than 0. Multiplying Q to both

sides of (31) and (32), we have

H0 : ẑ = −Λd̂ + ŵ,

where d̂ = Qd, ŵ = Qw, ẑ = Qz, (33)

H1 : ẑ = Λd̂ + ŵ,

where d̂ = Qd, ŵ = Qw, ẑ = Qz. (34)

Now we assume that the rank of P is Nr. Then, according to the Neyman-Pearson Theorem, the detector decides

H1 if

L(ẑ) =

(

Nr
∏

i=1

e
− |ẑi−λid̂i|

2

2σ2
wλi

/

Nr
∏

i=1

e
− |ẑi+λid̂i|

2

2σ2
wλi

)

> γ, (35)

where L(ẑ) is the likelihood function for this detection problem, ẑi is the ith element of vector ẑ, d̂i is the ith

element of vector d̂, and λ1, · · · , λNr
are Nr nonzero eigenvalues of matrix P.

We can use the Bayesian approach to minimize the probability of error in the received symbols. If the probabilities

of transmitting +1 and −1 are equal, we can choose γ = 1 to obtain the minimum bit-error-rate (BER). After
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simplification of (35), the detector decides H1 if

Nr
∑

i=1

Re{ẑid̂
∗
i } > 0 (36)

where Re{·} denotes the real part.

We use the first Nr rows of Q to form the new matrix Qr and the first Nr rows of ∆ to form ∆r. The first Nr

elements of ẑ form a new vector ẑr, and the first Nr elements of d̂ form a new vector ĉ. The following relationship

exists among those variables: ẑr = Qrz and ĉ = Qrd. Notice that
∑Nr

i=1 Re{ẑid̂
∗
i } = Re{ĉ

†
ẑr} = Re{d†Q†

rQrz}.

The minimum error probability detector can then be expressed as, decide H1 if

b̂ = Re{d†Q†
rQrz} > 0. (37)

B. Receiver Design with TF Component Separation

Using the warping technique as in Section III-A, although the mode we choose to process is warped using a

function that is well-matched to it, the same function also warps the other modes that can then act as interference.

In order to avoid the presence of this interference, we use the TF mode separation discussed in Section IV. After

the TF mode-components are separated, each component can be treated as a subchannel of the shallow water

communication channel; hence diversity can be obtained if the receiver is properly designed. Our proposed receiver

design for diversity is shown in Fig. 11. To exploit the potential diversity, we first transmit a pilot signal to separate

the modes. Then, the received signal corresponding to the pilot signal is analyzed, and each component is separated

and used jointly with the channel coefficients as the matched filter for the received signal of the next transmitted

symbols. The outputs of the matched filters are combined, and the decisions for the estimated symbols are made

using a minimum error probability detector.

This receiver processing can be described as follows. Concatenating the signals Un(f), we can express the

resulting separation results using matrix U(f) = diag{U0(f), · · · , UNm−1(f)}. Note that U(f) is a diagonal

function matrix, which is different from u(f) in (30). We also concatenate noise at each matched filter as w(f) =

[W0(f), · · · ,WNm−1(f)]T. And using the aforementioned vector notation, the received spectrum after separation

can also be written in vector form as

r(f) = U(f) Db + w(f). (38)

The output of this filter bank is given by z = PDb + w, where P =
∫

f
U

∗(f)U(f) df is the matrix of correlations

between different modes, and w =
∫

f
U

∗(f)w(f) df is the noise at the output of the matched filters with covariance

Ccov = E
{

ww†} .

If binary antipodal symbols are transmitted, i.e., b = +1 or −1, and we denote d = Db using the above notation,

then the communication problem stated above can be converted to the same classic, detection problem in (31) and

(32).

We notice that P is a diagonal matrix with the power of each mode as its element, thus it can be expressed as

P = diag(λ1, λ2, · · · , λNm
). We also know that all the elements are greater or equal to zero. Hereby we assume
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λ1 ≥ λ2 ≥ · · ·λNm−1 ≥ λNm
≥ 0. Then according to the Neyman-Pearson Theorem, the detector decides H1 (or

that bit b = 1 was transmitted) if

L(z) =

∏Nm

i=1 e
− |zi−λidi|

2

2σ2
i

λi

∏Nm

i=1 e
− |zi+λidi|

2

2σ2
i

λi

> γ, (39)

where L(z) is the likelihood function for this detection problem, zi is the ith element of vector z, di is the ith

element of vector d, and λ1, · · · , λNm
are Nr nonzero eigenvalues of matrix P.

We can use the Bayesian approach to minimize the probability of error in the received symbols. If the probabilities

of transmitting +1 and −1 are equal, we can choose γ = 1 to obtain the minimum BER. After simplification of

(39), the detector decides H1 if
Nm
∑

i=1

Re

{

zid
∗
i

σ2
i

}

> 0 (40)

C. Performance Analysis

1) Performance of Receivers without TF Component Separation: In this section, the BER and diversity perfor-

mances of the waveform and receiver design are investigated when the modes are not separated but only warped.

From (33), we know that the Nm correlated received signals can be transformed into Nr independent received

signals. Without loss of generality, we assume that b = 1 is transmitted, and the Nr independent signals can be

expressed as

ẑi = λiqid + ŵi, i = 1, 2, · · · Nr, (41)

where ẑi is the ith element of ẑ in (33), qi is the ith row of unitary matrix Q, and ŵi is the ith element of noise

ŵ. According to the minimum error probability detector rule in (37),

ẑid̂i = λiqidd†q
†
i + ŵid

†v
†
i , i = 1, 2, · · · Nr. (42)

The signal-to-noise ratio (SNR) γi of the ith received signal in (42) can be expressed as

γi =
λ2

i |vid|4
E[(qid)w∗

i wi(qid)†]
=

λ2
i |qid|4

λi|qid|2
= λi|qid|2. (43)

From (26), we know that the nth component of d can be expressed as Dn = Cn +∆̺n. If we reasonably assume

that ∆̺n is independent for each mode, the covariance matrix of d can be given by

CDD = E[(d − E[d])(d − E[d])†]

= diag(σ2
D,0, σ2

D,1, · · · , σ2
D,Np−1). (44)

If we define Σ = 1
σ2

w

√
ΛrQrCDDQ†

r

√
Λr

†
, from (43) and (44), we know that Σ is full rank. Thus, using the

minimum error probability detector rule in (37), the average BER can be given by [29]:

Pb =
1

π

∫ π
2

0

[

det

(

Σ

sin2θ
+ I

)]−1

e−m†(Σ+sin2
θ I)−1mdθ (45)

where m = 1
σw

√
ΛrQrE[d]. The potential diversity order is given by Nr, which is the rank of P.
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As stated in the previous section, the normal modes are not mutually orthogonal; this leads to the nonorthogonality

between the matched-filters for corresponding modes. As a result, matrix P may not have full rank. From the analysis

of the time-frequency properties of the shallow water modes, the rank of P is jointly decided by the environment

parameters and the transmission frequency band, as shown in Fig. 12. In this figure, both the axis represent the mode

numbers n = 0, 1, · · · , 9, respectively, and the amplitudes of the correlation between any two modes are plotted.

To obtain this figure, the following shallow water environment parameters were used: the transmission distance

was 15 km, the sound of speed underwater was 1, 500 m/s, and the depth of the ocean was 100 m. In Fig. 12(a),

the transmitted frequency band is within 1 kHz − 2 kHz, so an identity like correlation matrix P is obtained with

an almost full rank of Nr = 10; when the transmission frequency band changes, the correlation matrix starts to

spread. This means that the modes become more correlated to each other. This leads to the reduction of the rank

of P as well. In Fig. 12(d), the rank of P reduced to 7. In general, for the same set of environment parameters, the

modes are more difficult to discriminate in higher frequency bands, thus the rank of P decreases as the transmission

frequency band increases.

The BER simulation results are shown in Fig. 13, using a set of environment parameters with D = 50 m,

c = 1, 500 m/s and r = 15 km. Fig. 13 shows the BER performance for 0 dB− 30 dB SNR values. The numerical

results show the BER and diversity performances of three transmission frequency bands: 1−2 kHz, 5−6 kHz and

7−8 kHz. As we can see, the BER performance deteriorates and the diversity order decreases when the transmission

frequency band increases. From Fig. 13, we can observe the approximate diversity orders of 9.8, 7.9 and 5.2 for

the three frequency bands. This illustrates that different transmission frequency bands can obtain different diversity

orders, corresponding to the rank of P in each frequency band.

2) Performance of Receivers with Separation: In this section, the BER and diversity performances of the proposed

waveform and receiver design are investigated when the modes are separated. From (38), without loss of generality,

we assume that b = 1 is transmitted. The Nm independent signals can be expressed as

zi = λidi + Wi, i = 1, 2, · · · Nm, (46)

where zi is the ith element of z in (33), and wi is the ith element of the noise w.

According to the minimum error probability detector rule in (37), we have

zid
∗
i = λidid

∗
i + wid

∗ , i = 1, 2, · · · , Nm. (47)

The SNR γi of the ith received signal in (47) can be expressed as

γi =
λ2

i |di|4
E[(di)w∗

i wid
∗
i ]

=
λ2

i |di|4
λiσ

2
i |di|2

=
λi|di|2

σ2
i

. (48)

From (26), we know that the nth component of d can be expressed as Dn = αn +∆̺n. If we reasonably assume

that ∆̺n is independent for each mode, the covariance matrix of d can be given by (44).

If we define Σ = P
1
2 C

− 1
2

covCDDC
− 1

2
covP

1
2 , then from (48), we know that Σ is full rank. Using the minimum error
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probability detector rule in (37), the average BER can be given by [29]:

Pb =
1

π

∫ π
2

0

[

det

(

Σ

sin2θ
+ I

)]−1

e−m†(Σ+sin2
θ I)−1mdθ , (49)

where m = P
1
2 C

− 1
2

covE[d]. The potential diversity order, obtained by calculating the slope of the BER curve, is given

by Nm, which is the rank of P.

The BER simulation results are shown in Fig. 14 using D = 100 m, c = 1, 500 m/s, and r = 15 km. Fig. 14 shows

the BER performance for 0 dB − 30 dB SNR. The numerical results show the BER and diversity performances of

three different types of receivers: receiver with TF component separation, without TF component separation, and

receiver without diversity. The receiver without diversity uses a single matched filter to receive the whole signal,

hence, no diversity is obtained. As we can see, the BER performance of the receiver with TF component separation

outperforms the other two. This is because this receiver avoids interference between the normal modes. Also the

separation procedure performed TF denoising to the received signal, which further improved the received SNR.

VI. CONCLUSION

We investigated the general normal-mode modeling of shallow water environments by considering the isovelocity

and Pekeris model. Following these normal-mode models, and assuming the environment parameters are known,

we proposed a frequency domain system model for shallow water environments and designed the corresponding

transmission waveform. We constructed a matched filter bank receiver which matched the frequency domain

dispersive characteristic function of the model. Furthermore, we developed the optimal detection rule that combines

the outputs of the filter bank to obtain the minimum BER. Numerical results demonstrated that this receiver scheme

can improve BER and diversity performance, and we can observe that different transmission bands have different

impacts on the performance of this detector.

As in many cases, the environment parameters are unknown, we investigated a new method based on a warping

technique for the blind separation of the TF mode-components. This TF separation was achieved by adaptively

determining the instantaneous frequency curves of each mode, and filtering the TF components of the received

signal. As an application example, we developed the corresponding waveform and receiver design to exploit the

diversity existing in the system when the modes are separated. Numerical results demonstrated that the diversity

and BER performances were improved by the aforementioned waveform and receiver design schemes.

Although the two models, isovelocity model and Pekeris model are still very ideal for the realistic applications,

we expect that the methodology that is investigated in this paper is able to be applied on more complicated and

sophisticated models, e.g. the multiple stratified layer model, the range-dependent model, using realistic environment

parameters obtained in certain ocean area.
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APPENDIX I

DERIVATION OF DIVERSITY ORDER

The diversity order can be obtained as follows. We start with the BER expression from Equation (6) of [29]:

Pb =
1

π

∫ π
2

0

[

det

(

Σ

sin2θ
+ I

)]−1

e−m†(Σ+sin2
θ I)−1mdθ . (50)

As Σ is a Hermitian matrix, Σ+ sin2I is also a Hermitian matrix. Hence (Σ+ sin2I)−1 is also a Hermitian matrix,

and as a result, m†(Σ + sin2θ I)−1m > 0. It follows that

e−m†(Σ+sin2
θ I)−1m < 1. (51)

As a result of Equation (7) from [29], if λl are the eigenvalues of Σ, we have

[

det

(

Σ

sin2θ
+ I

)]−1

=

Nr
∏

l=1

(

λl

sin2θ
+ 1

)−1

. (52)

Because Σ is a Hermitian matrix, λl ≥ 0, so

Nr
∏

l=1

(

λl

sin2θ
+ 1

)−1

<

Nr
∏

l=1

(λl + 1)
−1

.

As a result,

Pb =
1

π

∫ π
2

0

Nr
∏

l=1

(

λl

sin2θ
+ 1

)−1

e−m†(Σ+sin2
θI)−1mdθ

<
1

π

∫ π
2

0

Nr
∏

l=1

(

λl

sin2θ
+ 1

)−1

dθ

<
1

π

∫ π
2

0

Nr
∏

l=1

(λl + 1)
−1

dθ

=
1

2

Nr
∏

l=1

(λl + 1)
−1

. (53)

If we consider that λl represents the SNR on the lth subchannel, then the eigenvalue can be expressed as λl = El

σ2
W

,

where El is a constant for each l. This implies that 1
2

∏Nr

l=1 (λl + 1)
−1

is on the order of ( 1
σ2

W

)−Nr , and, as a result

the attainable diversity is Nr.
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Fig. 1. Stratified acoustic medium model with a point source in the water column at range r = 0 and depth z = z0.
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Fig. 2. Waveguide model with point source in Medium II at range r = 0 depth z = z0; the ocean is D m deep.
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Fig. 3. Waveguide model with point source in Medium II at r = 0, z = z0, D m deep. This corresponds to a pressure release surface with a

fluid seabed environment [18].

0 50 100 150 200 250 300 350
0

2

4

6

8

10

12

14

16

18

20

Frequency (Hz)

G
ro

up
 D

el
ay

 F
un

ct
io

n 
(s

ec
)

1st mode

2nd mode

3rd mode

4th mode

5th mode

6th mode

Fig. 4. The group delay function of the first 6 modes of the isovelocity model in (8).

March 23, 2008 DRAFT



20

time (s)

fr
eq

ue
nc

y 
(H

z)

1 2 3 4 5 6 7 8 9 10
0

50

100

150

200

250

300

350

(a)

time (s)

fr
eq

ue
nc

y 
(H

z)

1 2 3 4 5 6 7 8 9 10
0

50

100

150

200

250

300

350

(b)

time (s)

fr
eq

ue
nc

y 
(H

z)

1 2 3 4 5 6 7 8 9 10
0

50

100

150

200

250

300

350

(c)

time (s)

fr
eq

ue
nc

y 
(H

z)

1 2 3 4 5 6 7 8 9 10
0

50

100

150

200

250

300

350

(d)

Fig. 5. Spectrogram of (a) a KRAKEN simulated received signal Y (f) using the isovelocity shallow water model in (3). Spectrograms of the

warped signals (b) (Uζ0Y )(f), (c) (Uζ1Y )(f), and (d) (Uζ2Y )(f).
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Fig. 7. Spectrograms of the received waveform using Pekeris model in (5) with environment parameters (a) r = 15 km, D = 100 m, and (b)

r = 30 km, D = 100 m.
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Fig. 8. Spectrograms of the received waveform using Pekeris model in (5) with environment parameters (a) r = 15 km, D = 30 m, and (b)

r = 15 km, D = 100 m.
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Fig. 9. (a) Spectrogram of the received signal following Pekeris model in (5). (b) Estimated TF signatures for Nm = 3 modes using linear

combinations of non-overlapping linear chirps. (c) Nm − 1 = 2 GVF curve separators int he TF plane. (d) Separated TF mode components.
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Fig. 10. A filter bank receiver scheme for the shallow water transmitted signal using a matched filter to obtain all the modes, and then the

resulting matched filtered outputs are combined in the minimum-error-probability sense.
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Fig. 11. A receiver design for a shallow water channel for based on TF mode separation to exploit the potential diversity.
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Fig. 12. Correlation matrices for the different modes for different frequency bands: (a) 1 kHz − 2 kHz, resulting correlation matrix rank is

10, (b) 5 kHz − 6 kHz, rank ≈ 9, (c) 6 kHz − 7 kHz, rank ≈ 8, (d) 7 kHz − 8 kHz, rank ≈ 7.
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Fig. 13. BER and diversity performance in different transmission bands for the isovelocity model when TF mode separation is not used.
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Fig. 14. BER and diversity performance for different receivers for the Pekeris model when TF mode separation is used. The frequency band

used for these simulations is 0 − 500 Hz.
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