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High-Resolution SAR Interferometry: Estimation of
Local Frequencies in the Context of Alpine Glaciers

Gabriel Vasile, Member, IEEE, Emmanuel Trouvé, Member, IEEE, Ivan Petillot, Philippe Bolon, Member, IEEE,
Jean-Marie Nicolas, Michel Gay, Jocelyn Chanussot, Senior Member, IEEE, Tania Landes, Pierre Grussenmeyer,
Vasile Buzuloiu, Senior Member, IEEE, Irena Hajnsek, Christian Andres, Martin Keller, and Ralf Horn

Abstract—Synthetic aperture radar (SAR) interferometric data
offer the opportunity to measure temperate glacier surface topog-
raphy and displacement. The increase of the resolution provided
by the most recent SAR systems has some critical implications.
For instance, a reliable estimate of the phase gradient can only be
achieved by using interferogram local frequencies. In this paper,
an original two-step method for estimating local frequencies is
proposed. The 2-D phase signal is considered to have two deter-
ministic components corresponding to low-resolution (LR) fringes
and high-resolution (HR) patterns due to the local microrelief,
respectively. The first step of the proposed algorithm consists in the
LR phase flattening. In the second step, the local HR frequencies
are estimated from the phase 2-D autocorrelation function com-
puted on adaptive neighborhoods. This neighborhood is the set
of connected pixels belonging to the same HR spatial feature and
respecting the “local stationarity” hypothesis. Results with both
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simulated TerraSAR-X interferograms and real airborne E-SAR
images are presented to illustrate the potential of the proposed
method.

Index Terms—Adaptive neighborhood, Experimental synthetic
aperture radar (E-SAR), glacier monitoring, local frequencies,
SAR interferometry (InSAR), TerraSAR-X.

I. INTRODUCTION

ITH an increased resolution, new spaceborne synthetic

aperture radar (SAR) images will be an important
source of information for the monitoring of glacier activity,
by providing regular measurements such as surface topogra-
phy, velocity fields or rocks, and crevasse cartography. After
successful SAR experiments on Arctic and polar region glaciers
[1], the study of Alpine temperate glaciers proved to be more
complex. Some experiments carried out with existing space-
borne interferometric SAR (InSAR) data have shown that
only specific data such as European Remote Sensing satel-
lite (ERS) 1/2 tandem couples provide information on well-
oriented glaciers at certain times of the year [2]. However,
the characteristics of future spaceborne SAR missions such as
TerraSAR-X (11-day repeat cycle, left/right looking, various
incidence angles, up to 2-m resolution, dual polarization, etc.)
reinforce the potential of interferometric measurements over
Alpine glaciers.

The existing standard interferometric processing chains such
as the differential interferometric automated process applied
to survey of nature (DIAPASON) [3] or the repeated orbit
interferometry package (ROI-PAC) [4], [5] provide a complete
D-InSAR processing chain. These algorithms have already
been tested and successfully applied in the context of SAR
interferometry to measure accurate displacements (volcanology
or seismology). These processors are built from standard well-
established InSAR algorithms such as coregistration of single-
look complex (SLC) images, phase scaling, and unwrapping.
However, this procedure is often error prone when applied to
temperate glacier monitoring because of the complex glacier
topography (Fig. 1) or the phase noise and discontinuities at
glacier boundaries.

With decameter resolution (about 20 m for ERS SAR
images), the amplitude is often difficult to use to extract precise
information. Different methods have been developed to derive
ice velocity measurement, either by “speckle tracking” [6], [7]
or by feature tracking [8]. These methods should benefit from
the new generation of SAR satellites with meter resolution

0196-2892/$25.00 © 2008 IEEE
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Fig. 1. May 2004: Surface topography and texture variability on the Mer-de-
glace glacier (human size marked in red).

images and fully polarimetric data. This should allow to detect
different features, to identify backscattering mechanisms, and
to improve the extraction of the geometric deterministic com-
ponent of the interferometric phase by adaptive techniques [9],
[10] or multiresolution approaches [11], [12].

InSAR measurements include topographic fringes (phase
variations due to the relief), which are useful in estimating
the surface elevation for deriving glacier volume change [13],
and displacement fringes (induced by the glacier displacement
between the two InSAR acquisitions), which are useful in
estimating ice stain rates [14]. The main limitations are

» temporal decorrelation due to glacier surface and subsur-
face fast changes, particularly during the warmest sea-
son [15];

e volume decorrelation caused by microwave penetration
into uniform ice and associated elevation bias for topo-
graphic measurements [16];

e the need to separate the topographic fringes from the
displacement fringes and possible atmospheric perturba-
tions [17].

To estimate the surface displacement, one of the safest options
consists in using an external digital terrain model (DTM) of
the target area. However, the required accuracy of the DTM
increases with the baseline between the two SAR acquisitions,
making interferograms more and more sensitive to the topogra-
phy. This is particularly crucial in the regions presenting deeply
embedded valleys such as the glacial valleys in the Alps.

In this context, reliable estimates of the phase gradient within
the interferogram become more and more necessary as the
resolution of SAR data increases: smaller ground resolution
cells will reveal the local topographic variations (microrelief),
and larger baselines (smaller altitude of ambiguity) will trans-
form them into local fringe pattern. These fringes are difficult
to detect without using locally adaptive techniques. Previous
approaches based on the estimation of local frequencies proved
to be rather efficient with low-resolution (LR) data [11], [18]. If
correctly estimated, local frequencies can be used in the InSAR
processing at different stages, such as interferogram filtering
[19] or phase unwrapping [20]-[22]. They are also used for
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accurate coherence estimation obtained by compensating the
local phase slope to avoid the bias (underestimation) due to the
phase rotation within the estimation window. A recent method
proposed by Zebker and Chen consists, for instance, in dividing
the interferogram into 8 x 8 or 16 x 16 pixel windows and
measuring the local dominant fringe patterns in the Fourier
domain [23].

In this paper, we propose to improve these approaches and
to adapt them to the new context of high-resolution (HR) in-
terferograms. An original two-step method for estimating local
frequencies is presented. The first step estimates the main fringe
pattern on large boxcar windows by using existing methods.
It provides a robust estimation of the average local frequency
corresponding to the so-called “LR” fringe pattern. The second
step consists in removing this main fringe pattern and esti-
mating the remaining local fringe patterns due to local varia-
tions, which are missed in the first step for different reasons
such as

« difference between the fringe model estimated in the first
step and the real fringes;

* local aliasing when the LR fringes are already high fre-
quency and local variations increase the fringe rate;

* discontinuities of the fringe pattern within the LR estima-
tion boxcar window.

To estimate the local frequency corresponding to the so-called
“HR” fringe pattern, we propose to use intensity-driven adap-
tive neighborhoods (IDANS5) that are more likely to follow the
local fringe variations and a new method to estimate the 2-D
local frequencies on such neighborhoods with variable shape
and size. The key issue when using the algorithm proposed
in [10] lies in the fact that surface orientation is highly cor-
related with SAR intensity values. This observation is valid
mainly for glacial areas, where the presence of other factors
influencing the SAR intensity signal is highly reduced. Results
are presented using two different data sets over the Mer-de-
glace—the Leschaux and the Tacul glaciers, which are located
in the Mont-Blanc area: a simulated interferogram obtained
from an HR DTM computed from aerial photographs, and a real
interferogram from an airborne Experimental SAR (E-SAR)
campaign that took place in this area in October 2006.

The remainder of this paper is organized as follows.
Section II is dedicated to the presentation of the local frequency
estimation algorithm. In Section III, the results obtained using
the proposed approach are presented and compared to those
given by previous methods developed in the framework of
ERS interferograms. Both simulated and real interferograms are
used. Results of phase unwrapping and interferogram filtering
are also given, starting from the obtained frequency estimates.
In Section IV, some conclusions and perspectives are presented.
Eventually, Appendix briefly describes the principles of the
2-D local frequency estimation technique [18] used with boxcar
windows for the LR fringe pattern analysis.

II. HIGH-RESOLUTION FRINGE PATTERN ANALYSIS

Under the assumption of a large number of scatterers inside
the resolution cell, the statistics of the interferometric phase



VASILE et al.: HIGH-RESOLUTION SAR INTERFEROMETRY

have been completely characterized [19]. Several interferogram
filtering strategies have been reported [24]-[27].

Lee et al. proposed a spatially adaptive filtering method for
improving the accuracy of the interferometric phase estimation
[28]. The basic idea of the filter is to preserve edges and to better
filter noise in their vicinity. A set of 16 directional subwindows
are defined to locate the optimal estimation samples inside the
considered neighborhood. The subwindow selection procedure
is performed either after locally applying the phase unwrapping
procedure or operating in the complex plane. Only the pixels
in the selected subwindow are used to compute the filtered
value, which is derived from the locally linear minimum mean-
squared error estimator. In [12], a multiscale interferogram
analysis is proposed. The phase image is locally analyzed in
the Shannon wavelet domain, and the filter is characterized by
good spatial resolution maintenance properties.

This paper presents a new method to obtain the local fre-
quencies within an interferogram by fusing multiscale analysis
technique [11], multivariate adaptive neighborhood (AN) esti-
mation algorithm [10], and robust LR squared fixed-size win-
dowing procedure [18]. This can only be achieved due to a new
adaptive 2-D frequency estimator dedicated to neighborhoods
with variable shape and size.

A. Proposed Model

For each pixel of the interferogram, the 2-D phase signal ¢ is
considered as having two deterministic components as follows:

* the LR phase ¢rr corresponding to the average fringe
pattern created by the LR features;

» the HR phase ¢yg corresponding to the local difference
of the phase signal with the average fringe pattern. This
component is induced by HR features.

Furthermore, one random component corresponding to the
phase noise ¢, is added. Consequently, the analytical phase
signal can be written as

ej¢ — ej¢LRej¢HRej¢n. (1)

LR and HR components do not correspond to a partition of the
frequency domain such as low or high frequencies, but to the
spatial resolution of the associated fringe pattern. In the case
of topographic fringes for instance, the LR phase corresponds
to the mean slope of the area covered by a large estimation
window [Fig. 2(a)], whereas the HR phase corresponds to
smaller scale additional variations around this average slope
due to the microrelief [Fig. 2(b)].

The first step of the proposed algorithm consists in estimating
the LR phase and removing the associated fringe pattern. This
is performed by estimating the 2-D LR local frequency with
a modified version of the MUSIC algorithm [18]. The method
consists in building a 1-D signal vector by appending the lines
of a small rectangular sliding subwindow. Then, the covariance
matrix of this vector is estimated within a larger window. The
estimation of the two frequency components is based on the
structure of the vector covariance matrix (VCM) described in
the Appendix. The principle of this VCM method requires large
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Fig.2. DTM profile on the Mer-de-glace glacier. (a) Using DTED-1 LR DTM
(Res = 80 m). (b) Using HR DTM (Res = 2 m).

rectangular estimation windows, and it cannot be applied to
irregular ANs.

B. Spatial Support

In the second step, the local HR frequencies are estimated.
The proposed procedure consists in gathering only the pixels
that belong to the same HR spatial feature and fulfill the “local
stationarity” hypothesis [29]. We assume that small homo-
geneous regions within the two intensity images correspond
to ground areas with a homogeneous cover and a constant
orientation which should respect the stationarity hypothesis.
Although not generally valid for any type of terrain (particularly
flat vegetation or urban areas), this assumption is verified for
rather steep-sloped temperate glaciers that are encountered over
1500 m above sea level (ASL) in the Alps. As a consequence,
the information that is provided by the intensity multivariate
vector is suitable to build IDAN [10]. Even if these neighbor-
hoods are not exactly “fringe pattern driven,” they are more
likely to respect the stationarity hypothesis than blind boxcar
windows according to the following considerations.

e Within a full SAR scene, the local variation of the
backscattered radar radiation strongly depends on the local
surface orientation of the targeted area. In software such as
ROI-PAC for instance, the knowledge of the slope orienta-
tion provided by a DTM is sufficient to simulate SAR im-
age and to register them on real ERS or ENVISAT images.
If the LR SAR data are mainly sensitive at the mean slope,
the new HR SAR systems will more accurately reflect the
small slope variations induced by the local microrelief.
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* The local variations of the backscattered radar radiation
imposed by local changes of the dielectric and magnetic
permittivities may not be directly linked to phase nonsta-
tionarity. However, they are potential sources of different
backscattering mechanism or temporal evolutions yielding
to different coherence level in large baseline or repeat-
pass interferometry. For instance, it allows discriminating
between rocks and ice or different snows in the particular
context of Alpine glaciers.

The main advantage of the IDAN method is to gather a sig-
nificant number of samples in an estimation window where
stationarity is simultaneously preserved with respect to the two
intensity images.

The two master I; and slave I, intensity images are consid-
ered as a bivariate image as follows:

p(m,n) = [ (m,n),Ig(m,n)]T. 2)

The proposed AN determination relies on the image p(m, n)
and involves processing vectorial images mixed with multi-
plicative noise model. The algorithm consists of the following
steps [10].

1) Rough estimation of the seed value: Compute the
marginal median p(m,n) in the 3 x 3 centered
neighborhood.

2) Region growing: The eight direct neighbors p(m’, n') of
the seed are accepted inside the AN provided they meet
the following condition:

lp(m’, n') = p(m, )|
[p(m, n)|

20,

§T17 Tl = 3;
n

3)

Threshold 77 is set according to the speckle mean i,
and standard deviation o,, which are a priori known
constants, as they both depend on the initial number of
looks L and are identical for both intensity images. Then,
the same procedure is applied for all of the neighbors of
the newly included pixels and so on. The region growing
is iterated until either the number of pixels already in-
cluded in the AN exceeds a predefined upper limit Ny,ax
or none of the new neighbors fulfills the test condition (3).
The pixels that have already been tested but not accepted
inside the AN (called background pixels in the following)
are stored in a separate list.

3) Refined estimation of the seed value: A more reliable
estimator of the unspeckled seed value p(m,n) is now
obtained by averaging the pixels included in the AN
defined in the previous step.

4) Reinspection of the background pixels: The background
pixels p(o, r) of the list created in step 2) are tested again
and aggregated in the AN provided that

lp(0, ) = p(m, n)|
[p(m, )|

<7, =277 @

The AN is updated accordingly. The test is less restrictive,
as the inclusion threshold is twice as large as the one used
in the first step of the region growing procedure.
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C. Autocorrelation Function

One major advantage of the AN lies in the fact that its
shape adapts to the useful signal. This allows the shape of the
spatial support to be irregular. As a consequence, conventional
estimators of the local frequency, such as VCM [18] or Fourier
transform [23], cannot be used with AN.

This section introduces a new adaptive 2-D frequency esti-
mator that can be successfully applied in the specific case of
ANs. The main idea is to use the previously obtained AN as
spatial support for computing the 2-D autocorrelation function
of the phase signal.

Using 2-D notation, the phase signal is modeled by a first-
order approximation corresponding to a 2-D complex sine wave
with frequency (f5, f,) and additive noise ¢,, as

s(k,1) = okl — il2m(kfatlfy)+én] (5)
The autocorrelation coefficients are defined by
v(p.q) :E{S(kyl)ﬁ(k*p,lfq)} (©)

where E{---} denotes the mathematical expectation and

s(k—p,l—q) denotes the complex conjugate of s(k—p,l—q).
Under the assumption that the phase noise is an additive

independent identically distributed random process, we obtain

v(p,q) = K ed2m(pfatafy) (7

where K = |({e/ #»(9)))2 is a real coefficient that does not affect
the autocorrelation phase anymore.

As the stationarity and ergodicity conditions are assured, the
autocorrelation function is computed by spatial averaging of
the products s(k,!) - s(k — p,l — q) for all the possible delays
(p, q) within the AN. One can notice that the reliability of the
~v(p, ¢) estimation strongly depends on the available number
N, 4 of pairs of pixels delayed with (p, ). Then, the local
frequencies can be estimated from two consecutive values of
the autocorrelation function (on lines or on rows). The proposed
algorithm estimates the components of the 2-D frequency as the
arguments of the following sums:

~ 1 -

fo=5_-arg > NpgNpsrg-vp+ Loy a)|
(p,q) J

~ 1 -

fy = % - arg Z Np,qu,q+1 : ’Y(pa q+ 1)’7(177 Q) )]
L(p.q) J

By weighting the estimated value v(p, q) by N, 4, the more
reliable samples become more important.

Moreover, for each component j?m and fy, a confidence
measure Cy, (respectively Cy, ) is defined by the ratio of the



VASILE et al.: HIGH-RESOLUTION SAR INTERFEROMETRY

InSAR phase SAR intensities
LR boxcar
Frequency Estimation

|

2D - LR local frequencies

!

LR phase
Flattening

HR InSAR p/rase

HR IDAN
Frequency Estimation

2D - HR /aca/ frequencies

_>.‘_

2D - LR+HR /aca/ freguencies

Fig. 3. Block diagram of the proposed method.

magnitude of the complex sum over the sum of the magni-
tudes as

> ) NoaNp+1,4 70+ 1,0)7(p. 9)

Cr, = ’
> ) VpaNp+1,4 - 70+ 1,0)7(p, q)’

x

(10)

When all the different products v(p + 1,¢)v(p, q) have the
same argument, the confidence is equal to 1 and reveals a
good agreement between the fringe pattern and the com-
plex sine-wave model. On the contrary, the confidence de-
creases when the products v(p + 1,¢)v(p,q) have different
arguments, due to unreliable estimation of the autocorrelation
function or disagreement with the model. The global confidence
Cy = min(Cy,,Cy,) is taken as the minimum of the two confi-
dences to reveal an unreliable 2-D frequency estimate as soon

as one of the two components is not reliable.

D. Application to SAR Interferograms

The block diagram of the proposed two-step algorithm for
local frequency estimation is presented in Fig. 3. First, an LR
phase flattening is performed by using the 2-D LR frequency
(&R, fiR) estimated by the VCM method [18]. In each pixel
(m, n) of the interferogram, the global fringe pattern is approx-
imately removed in the surrounding pixels (k,[) by computing
the following flattened phase ¢ ;:

Gpi(k,1) = ¢k, 1) —2m [(k —m) fy" + (1 —n)fy"] . (A1)
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TABLE I
PROCESSING PARAMETERS FOR TerraSAR-X IMAGE SIMULATION
H Parameter | Value H
satellite altitude (km) 514
ground sampling (m) 2
azimuth sampling (m) 2
range sampling (m) 1.2
viewing angle at close range (degrees) 30
altitude of ambiguity (m) 10
coefficient of variation 0.52
uniform phase noise distribution tr/4

The resulting HR phase signal e®#t exhibits the local differ-
ences between the 2-D sine-wave model and the real fringe
pattern. Second, the 2-D HR frequency (fI™®, fi'®) of the HR
phase signal is estimated from the 2-D autocorrelation function
using IDANS as spatial support.

According to the Nyquist—Shannon criterion, when the lo-
cal variation A¢ of the phase signal belongs to the [—, 7]
interval, its local frequency f belongs to [—0.5, 0.5]. The
proposed two-step method first estimates the 2-D LR spatial
frequency (f;, fi®) in the domain [—0.5,0.5] x [-0.5,0.5].
After the removal of this average fringe pattern, the 2-D HR
frequency (f;'™, f,'*) can also be estimated in the domain
[—0.5,0.5] x [-0.5,0.5]. In the case of local aliasing due
to HR features, which makes the magnitude of a frequency
component higher than 0.5 and lower than 1, the LR + HR
model is able to recover this component and yields a total of
2-D frequency (fi™ + fi'%, fy™ + f,;/%), which belongs to
the domain [—1,1] x [—1,1]. In other words, the proposed
method is also able to retrieve phase gradients in limited aliased
areas where A¢ belongs to [—2m, 27].

Finally, the obtained local frequencies can be directly used
as input for either SAR data filtering [9] or phase unwrap-
ping [20].

III. RESULTS AND DISCUSSION

The proposed method has been tested on the “Chamonix-
Mont-Blanc” test site which is located in the Alps, near the
borders between France, Italy, and Switzerland (45°50' N
6°51’ E). It includes the Aiguille-Verte (4122 m ASL), the
Chamonix valley (1000 m ASL), and several instrumented gla-
ciers. The results presented in this section have been obtained
on simulated TerraSAR-X HR data and on airborne E-SAR data
over a group of three glaciers: 1) the well-known Mer-de-glace
glacier and in its upper part; 2) the Leschaux glacier; and 3) the
Tacul glacier.

A. Simulated TerraSAR-X InSAR Data

To illustrate the proposed method on HR data over Alpine
glaciers, a 2-m resolution DTM of the Mer-de-glace [15] has
been used to simulate the SAR amplitude of TerraSAR-X
images using the method proposed in [30]. The parameters used
in the simulation are presented in Table L.

Fig. 4(a) and (b) presents a real ERS amplitude (~20-m
resolution) and the simulated TerraSAR-X amplitude (~2-m
resolution), respectively. The area corresponds to a part of the



1084

(d)

Fig. 4. Mer-de-glace glacier (840 x 340 pixels). (a) ERS-1 five-look ampli-
tude. (b) Simulated one-look TerraSAR-X amplitude. (c) Elevation image in
TerraSAR-X slant range geometry. (d) Simulated one-look TerraSAR-X phase.

Fig. 5. May 2004: Photo of the simulated TerraSAR-X region on the Mer-de-
glace glacier (approximate position of the profile in Fig. 7 marked in red).

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 46, NO. 4, APRIL 2008

(d)

Fig. 6. Orientation map of the local fringe pattern with TerraSAR-X (840 x
340 pixels). (a) LR with VCM 11 x 11 (local fringe orientation lookup table
in the right upper corner). (b) VCM 7 x 7. (c) Sum of the LR and the HR
components. (d) IDAN filtered phase with LR + HR phase flattening.

Mer-de-glace glacier illustrated in Fig. 5. The altitude informa-
tion provided by the DTM has been resampled in a TerraSAR-X
slant range geometry [Fig. 4(c)] and converted into topographic
fringes modulo a tunable altitude of ambiguity [Fig. 4(d)]. A
controlled noise level was also introduced on the resulting HR
phase and amplitude images. The comparison with LR image,
such as the ERS acquisition illustrated in Fig. 4(a), shows that
small relief variations become visible in the HR images, and the
presence of crevasses can be noticed.

Fig. 6 illustrates the fringe orientation maps computed from
the frequency estimates over the Mer-de-glace glacier and the
Les-Echelets flank. A colored lookup table, which is provided
in Fig. 6(a), is used to indicate the main slope orientation
derived from the fringe pattern 2-D local frequency. Most of
the local topographic information is missed by the LR fre-
quency estimation illustrated in Fig. 6(a). It can be observed
in Fig. 6 that the LR + HR local frequency estimates provide



VASILE et al.: HIGH-RESOLUTION SAR INTERFEROMETRY

TABLE 1II
RMSE OF THE 2-D LOCAL FREQUENCY (fz, fy) ESTIMATED BY A
SINGLE-RESOLUTION APPROACH (BOXCAR 7 X 7) AND THE PROPOSED
MULTIRESOLUTION LR 4+ HR APPROACH (LR FREQUENCY: BOXCAR
11 x 11, HR FREQUENCY: 50-SAMPLE IDAN). REFERENCE: ELEVATION
GRADIENT COMPUTED IN THE TerraSAR-X SLANT RANGE GEOMETRY

[ [ RMSE/. | RMSE, |
VCM 7x7 || 3.6105¢-004 | 3.5952¢-004
LR+HR 1.8823e-004 | 1.9998e-004
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Fig. 7. Spatial profile (50 m) along the surface of the Mer-de-glace glacier.
(In green) Real altitude resampled in the TerraSAR-X slant range. (In red)
Unwrapped HR + LR estimates of the local frequencies. (In blue) Unwrapped
LR estimates of the local frequencies.

a more robust mapping of the local topography variations due
to crevasses (see red mark in Fig. 5). Fig. 6(d) shows the
IDAN filtered interferogram obtained by taking the estimated
deterministic fringe pattern presented in Fig. 6(c) into account.
The result is in accordance with the local topography varia-
tions observed in the original radar-coded altitude information
[Fig. 4(c)].

The use of simulated HR interferogram allows objective per-
formance assessments. A comparison between a conventional
frequency estimation on a boxcar window and the multireso-
Iution LR + HR proposed method has been performed by
measuring the accuracy of the 2-D frequency estimates. The
root-mean-square error (RMSE) has been computed using, as
reference, the phase gradient measured by Prewitt kernels in
the SAR-coded elevation map [Fig. 4(c)]. The results reported
in Table II have been obtained by

* single-resolution approach using the VCM method on
conventional boxcar windows with a 7 x 7 size which is
a good compromise between robust estimation and spatial
resolution preservation;

* LR + HR frequency estimation, LR by VCM method on
large boxcar sliding window (11 x 11) and HR by the new
algorithm on AN (50 samples).

The RMSE of the proposed method is significantly lower
(almost divided by 2) than the RMSE of conventional boxcar
estimation.

The importance of the HR frequency component can be
assessed by directly injecting the 2-D local frequencies in
least-squares phase unwrapping [20], [22]. The simulated inter-
ferogram has been unwrapped from the LR local frequency
estimates and from the LR + HR estimates. After multiplying
with the corresponding altitude of ambiguity and zero origin
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TABLE III
AIRBORNE SAR DATA ACQUIRED OVER THE TEST AREA
Agency DLR-HR
campaign MEGATOR
date 06.10.10
sensor E-SAR
test site Chamonix Mont-Blanc
band L
polarization HH
SLC range sampling (m) 1.5
SLC azimuth sampling (m) 045
altitude above MSL (m) 6040.48
At (min) 16.4
B) (m) 0.12
B (m) -9.79

() (b) (©)

Fig. 8. E-SAR (16-look) interferogram (392 x 709 pixels). (a) Master ampli-
tude. (b) Coherence map. (c) Interferometric phase.

