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Very weak estimates for a rough Poisson-Dirichlet problem with

natural vertical boundary conditions

Vuk Milǐsić∗†

December 23, 2008

Abstract

This work is a continuation of [3]; it deals with rough boundaries in the simplified
context of a Poisson equation. We impose Dirichlet boundary conditions on the periodic
microscopic perturbation of a flat edge on one side and natural homogeneous Neumann
boundary conditions are applied on the inlet/outlet of the domain. To prevent oscillations
on the Neumann-like boundaries, we introduce a microscopic vertical corrector defined
in a rough quarter-plane. In [3] we studied a priori estimates in this setting; here we
fully develop very weak estimates à la Nečas [16] in the weighted Sobolev spaces on
an unbounded domain. We obtain optimal estimates which improve those derived in
[3]. We validate these results numerically, proving first order results for boundary layer
approximation including the vertical correctors and a little less for the averaged wall-law
introduced in the literature [12, 17].

Keywords: wall-laws, rough boundary, Laplace equation, multi-scale modelling, boundary
layers, error estimates, natural boundary conditions, vertical boundary correctors.

AMS subject classifications :76D05, 35B27, 76Mxx, 65Mxx

1 Introduction

Cardio-vascular pathologies of the arterial wall represent a challenging area of investigation
since they are one of the major cause of death in occidental countries. In this context, we are
strongly interested in the accurate description of blood-flow characteristics in stented arteries.
Specifically, we aim to understand the influence of a metallic wired stent (a medical device
that cures some of these pathologies) on the circulatory system: our goal is to give a detailed
description of the flow upward, inward and backward the region of stent’s location. Actually
the stent could be seen as a local perturbation of a smooth boundary of the flow field. The
change, from perturbed to smooth, strongly contradicts the hypothesis of periodicity faced
by the author in [4, 5].

Although this problem was tackled in [11, 12], our formalism follows ideas presented in [19]
for interior homogenization problems, and it should be easy to extend it to other linear elliptic
operators. A first step in this direction was made in [3] for a simplified Poisson problem: we
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set up a formal approach to handle natural boundary conditions at the inlet and the outlet of
a straight rough domain; then we proved rigorously, via specific a priori estimates, that the
boundary layer approximation - built by adding some vertical correctors - converges to the
exact solution of the rough problem. These estimates validated our approach.

In [11, 12], the authors introduced, via very weak solutions [16], L2 estimates of the
error between various approximations and the exact rough solution. These estimates were
established in a piecewise-smooth domain Ω0, limit of the rough geometry, when the roughness
size ǫ goes to zero. For a fixed ǫ, this approach allows to estimate the error of an effective
wall law approximation defined only in the smooth domain. In [3], we did not obtain optimal
estimates in the L2 norm. The major difficulty was some dual norm of a normal derivative
as explained below. The present work fills this gap.

In section 2, a short presentation of the problem and the material introduced in [3] are pre-
sented. The difficulties that this paper overcomes are then faced in the next sections: firstly,
the microscopic approximations live on unbounded domains and thus belong to weighted
Sobolev spaces. As a result, one needs to derive very weak solutions on a quarter-plane, in
these spaces (see section 3). Then one should connect these microscopic very weak estimates
to the macroscopic problem we are really interested in. At this scale, the approximations live
in the bounded domain Ω0 and regular solutions belong to a specific subspace of H1(Ω0).
While this correspondence was introduced for fractional test spaces in [3], here it is extended
to the trace spaces specific to the regular solutions above (section 4). In section 5, we analyse
the convergence of the full boundary layer approximation towards the exact solution using
arguments introduced in the previous sections; optimal estimates are obtained. Then for the
first order wall-law, the convergence rate is shown to be equal to the one obtained in the pe-
riodic case [4]. In a last part, we provide a numerical validation of the theoretical results. We
compare various multi-scale approximations with a numerical solution of the complete rough
problem. This comparison is made in Sobolev norms for various values of ǫ. An accurate
control of the mesh-size with respect to ǫ and a P2 Lagrange finite element provide twofold
results: the full boundary layer approximation shows the maximal convergence rate that one
can expect from our numerical discretization, however, the standard averaged wall-law shows
poorer results than expected.

2 The framework

2.1 The rough domain

We set a straight horizontal domain Ωǫ, defined by

Ωǫ :=
{

x ∈ R
2 s.t. x1 ∈]0 : 1[ and ǫf

(x1

ǫ

)

< x2 < 1
}

, (1)

where f is a Lipschitz continuous function, 1-periodic. Moreover we suppose that f is bounded
and negative definite, i.e. there exists a positive constant δ such that 1 − δ < f(y1) < δ for
all y1 ∈ [0, 2π]. The lateral boundaries are denoted by Γin and Γout, and their restrictions to
]0, 1[, Γinp (resp. Γ′

out). The rough bottom of the domain is called

Γǫ :=
{

x ∈ R
2 s.t. x2 = ǫf

(x1

ǫ

)}

,

while the top is smooth and denoted by Γ1. In the interior of the domain one sets the square
piecewise-smooth domain Ω0 :=]0, 1[2, whose lower interface is denoted by Γ0, (see fig.1).
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Figure 1: (macroscopic) Rough, smooth and (microscopic) cell domains

2.2 The exact rough problem

In order to identify more precisely the influence of vertical non-periodic boundary conditions,
we consider a singular perturbation of a linear profile: we look for solutions of the problem,
find u ∈ H1(Ωǫ) such that











− ∆uǫ = 0, in Ωǫ,

uǫ = U, on Γ1, uǫ = 0 on Γǫ,

∂νu
ǫ = 0, on Γin ∪ Γout.

(2)

When ǫ goes to zero we recover the linear profile u0 = Ux2, while this profile is explicit
what follows shall apply with few modifications to the case of an implicit function u0 which
solves the problem:











− ∆u0 = 0, in Ωǫ,

u0 = U, on Γ1, u0 = 0 on Γǫ,

∂νu
0 = 0, on Γ′

in ∪ Γ′
out.

One can show (see [12, 4]) that
∥

∥uǫ − u0
∥

∥

L2(Ω0)
≤ k ǫ,

within the very weak solution framework à la Nečas, that will be detailed below (see section
3).

2.3 First order approximation

When one wants to improve the accuracy of the zero order approximation, one extends u0

linearly using a Taylor formula in the neighbourhood of the fictitious interface Γ0. So we have
u0 = Ux2 for every x in Ωǫ. As the Dirichlet condition is no more satisfied on Γǫ, one should
solve a microscopic problem that reads: find β, whose Dirichlet norm is finite, such that











− ∆β = 0, in Z+ ∪ Γ ∪ P ,
β = −y2, on P 0,

β is y1 − periodic .

(3)

where Z+ :=]0, 1[×R+, P := {y ∈ R
2 s.t. y1 ∈]0, 1[, f(y1) < y2 < 0} and P 0 := {y ∈

R
2 s.t. y1 ∈]0, 1[, y2 = f(y1)} (see fig. 1 right). In the literature this problem is widely

studied (see [14, 17, 4]), so we only sum up the main properties of β.
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Lemma 2.1. There exists a unique solution of problem (3). Moreover,

lim
y2→∞

β(y1, y2) = β for every y1, and β :=

∫

(0,1)
β(y1, 0)dy1.

The convergence is exponential and one has a Fourier decomposition:

β(y) =

∞
∑

k=−∞

βke
2π(−|k|y2+iky1), ∀y ∈ Z+, where βk :=

∫ 1

0
β(y1, 0)e

2πiky1dy1.

If uǫ were periodic, we could set the first order approximation to be

u1,∞
ǫ,# := u0 +

(

ǫ

1 + ǫβ

)

∂u0

∂x2
(x1, 0)

(

β
(x

ǫ

)

− βx2

)

. (4)

But this does not satisfy the homogeneous Neumann boundary conditions on Γin ∪Γout when
approximating the solution of (2). In [3] we introduced a vertical corrector. We denote it by
ξin; it solves the problem:











− ∆ξin = 0, in Π,

∂νξin (0, y2) = − ∂νβ (0, y2), on E,

ξin = 0, on B.

(5)

where we set Π := ∪+∞
k=0[Z

+ ∪ Γ ∪ P + ke1]. The vertical boundary is denoted by E := {y ∈
Π, y1 = 0} and the bottom by B := ∪+∞

k=0{y ∈ P 0 ± ke1} (cf. fig 2). In what follows we will
write Π′ := R

2
+, B′ := R+ ×{0} and E′ := {0} ×R+. For the rest of the paper, we define the

y2
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P

Γ

y1
. . .
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Γ

Π

Z+ + e1

P + e1 P + ke1

y2
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Π′E’

B’

e2

e1

Figure 2: Semi infinite microscopic domains: Π, the rough quarter-plane and Π′, the smooth
one

usual Sobolev space:

Wm,p
α (Ω) :=

{

v ∈ D′(Ω) s.t. |Dλv|(1 + ρ2)
α+|λ|−m

2 ∈ Lp(Ω), 0 ≤ |λ| ≤ m
}

where ρ is a distance to the point (0,-1) exterior to the domain Π. Shifting the latter point to
(0, 0) gives an equivalent norm so that we will not distinguish between these two distances.
We refer to [9, 15, 1] and references therein, for the detailed studies of the weighted Sobolev
spaces in the context of elliptic operators.

In the first part of this study [3], we have rigorously shown the results regarding ξin:
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Theorem 2.1. There exists a unique solution ξin ∈W 1,2
α (Π) of problem (5) where α is such

that |α| < α0 :=
√

2/π, moreover

|ξin(y)| ≤
k

(1 + ρ2(y))
1

2(1−
1

2M )
, ∀y ∈ Π s.t. ρ(y) > 1

where M is a positive constant such that M < 1/(1 − 2α) ∼ 10.

This theorem is based on Poincaré-Wirtinger estimates for the Sobolev part and a Green’s
representation formula in a quarter-plane Π′. Combining this two arguments, one obtains
estimates on the decreasing properties of ξin. In the same way we define the vertical boundary
layer corrector for Γout that solves the problem:











− ∆ξout = 0, in Π−,

∂νξout (0, y2) = − ∂νβ (0, y2), on E,

ξout = 0, on B−.

(6)

where we set Π− ≡ ∪+∞
k=1[Z

+ ∪ Γ ∪ P − ke1], the bottom being denoted by B− = ∪+∞
k=1{y ∈

P 0 − ke1}. In Theorem, 2.1, as everywhere else in the rest of the paper, the properties
derived for ξin are equally valid for ξout. Thanks to these correctors, one completes the
previous boundary layer approximation by writing:

u1,∞
ǫ := u0 +

(

ǫ

1 + ǫβ

)

∂u0

∂x2
(x1, 0)

(

β
(x

ǫ

)

− βx2 + ξin

(x

ǫ

)

+ ξout

(

x1 − 1

ǫ
,
x2

ǫ

))

. (7)

This approximation satisfies the problem:







































− ∆u1,∞
ǫ = 0, on Ωǫ,

∂νu
1,∞
ǫ = ∂νξin

(

1

ǫ
,
x2

ǫ

)

on Γout, ∂νu
1,∞
ǫ = ∂νξout

(

1

ǫ
,
x2

ǫ

)

on Γin,

u1,∞
ǫ = U + ǫ

∂u1

∂x2
(x1, 0)

(

(

β − β + ξin
)

(

x1

ǫ
,
1

ǫ

)

+ ξout

(

x1 − 1

ǫ
,
1

ǫ

))

on Γ1,

u1,∞
ǫ = 0, on Γǫ

In other words, we correct the O(1) error on the normal derivatives of the boundary layer β
on Γin ∪ Γout by the normal derivatives of the correctors at a distance y1 = 1

ǫ
of the vertical

boundary E. On Γ1, the main errors are due to ξin and ξout, the contribution of β(x/ǫ) − β
being exponentially small on Γ1.

In [3] we set up adequate tools to handle a priori estimates for the error. We adapt them
to the specific boundary conditions in problem (2), and claim

Theorem 2.2. The boundary layer approximation u1,∞
ǫ satisfies the error estimates in the

Dirichlet norm:
∥

∥∇(uǫ − u1,∞
ǫ )

∥

∥

L2(Ωǫ)
≤ kǫmin(1+α; 3

2
− 1

2M )

where the constant k is independent of ǫ and the constants α and M are defined as in Theorem
2.1.
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While in Theorem 5.1 [3], the convergence order is only ǫ, here, it is improved because
the perturbed profile is only linear: there are no second order errors in the sub-layer. The
proof follows exactly the same ideas as in Theorem 5.1 in [3]. The estimates for the very weak
solutions presented in Theorem 5.2 in [3] are not optimal and this is the main concern of the
present article.

3 Dirichlet-Poisson problem in a quarter-plane

Domains, coordinates and notations We define the shifted domain Π′
l :=]l,∞[×R+ and

its boundary ∂Π′
l := E′

l ∪ B′
l where E′

l := {l} × R+ and B′
l :=]l,∞[×{0}. We denote by Π̃′

l′

the π/4 radians rotation of Π′
l with respect to the origin (0, 0) and ∂Π̃′

l′ the corresponding
boundary. R

2
l′ := R×]l′,∞[ will represent the straightening of Π̃′

l′ , and l′ := l/
√

2. The
domain Π̃′

l′ can be parametrised as Π̃′
l′ = {z ∈ R

2 s.t. z1 ∈ R and z2 > l′ + |z1 − l′| =: a(z1)}
whereas the change of variables from Π̃′

l′ towards R
2
l′ is given by w = W(z) s.t.

{

w1 = z1,

w2 = z2 − |z1 − l′|.
Later on we will also need the regularised version of domains above

Π′
l,s :=

{

y ∈ Π′
l s.t. y2 >

s

y1 − l

}

,

Π̃′
l′,s :=

{

z ∈ Π̃′
l′ s.t. z2 > l′ +

√

(z1 − l′)2 + s2 =: as(z1)
}

,

(8)

and the corresponding boundaries are set according to this definition. The mapping straight-
ening Π̃′

l′,s to R
2
l′ is set as w = Ws(z):

{

w1 = z1,

w2 = z2 −
√

(z1 − l′)2 + s2.

3.1 Weak solutions

We consider the solution of the problem: find v in W 1,2
0 (Π′

l) solving
{

∆v = 0, in Π′
l,

v = g, on ∂Π′
l,

(9)

where g is a function belonging to W 1,2
1

2

(∂Π′
l). We emphasise here that, as in Chap. 5 [16],

we require a little more regularity on g than the usual fractional norm. As we work with
weighted Sobolev spaces and we control the tangential derivatives of the data, the existence
and uniqueness results for weak solutions are nor standard neither so straightforward. As
they will be used extensively in what follows we provide a detailed presentation.

In order to give a variational formulation of problem (9), we need to construct lifts of the
boundary data in the weighted Sobolev context. As we apply changes of variables above, we
have to insure the compatibility of weights with respect to these mappings. Thus we present
a detailed adaptation of the results for the half plane introduced in [9].

To solve problem (9) we use the Poincaré-Wirtinger estimates because the weighted log-
arithmic Hardy estimates are not valid in the specific case where α + n/p is an integer in
W n,p

α (Π′
l) (see [1, 2] and references therein).
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3.1.1 Weighted Sobolev extensions

The first change of variables presented above, z(y), is a rotation of the domain around the
origin: it preserves the distances to the origin. Once straightened in R

2
l′ we are exactly in the

position to construct extensions introduced by Hanouzet in Theorem II.2 of [9], so we set:



















Ψ(w) = Φ

(

w2 − l′
√

1 + w2
1 + (l′)2

)

, ∀w ∈ R
2
l′

V (w) =

∫

|t|<1
K(t)g(t(w2 − l′) + w1)dt,

where Φ is a cut-off function such that

SuppΦ ∈ [0,
1

4
[, Φ(0) = 1, Φ ∈ C∞([0,

1

4
]),

and K is a regularising kernel i.e. K ∈ C∞
0 (]− 1 : 1[) and

∫

R
K(s)ds = 1. Our lift then reads:

R(g)(w) = Ψ(w)V (w), ∀w ∈ R
2
l′ .

Then one has:

Lemma 3.1. For every function g ∈W 1,2
1

2

(R) one has:

‖R(g)‖
W

1,2
0

(R2

l′
) ≤ k‖g‖

W
1,2
1
2

(R×{l′}), (10)

where the constant k is independent on l′.

Proof. According to the definition of the norm associated to W 1,2
0 (Π′

l),

∫

R
2

l′

(

ΨV

ρ

)2

dw ≤ k

∫

R
2

l′

(

Ψ

ρ

)2 ∫

|t|<1
g2(t(w2 − l′) + w1)dtdw

≤ k

∫

R×[0, 1
4
]

√

1 + w2
1 + (l′)2

1 + w2
1 + (l′)2 + x2(1 + w2

1 + (l′)2)
Φ2(x)·

·
∫

|t|<1
g2(tx

√

1 + w2
1 + (l′)2 + w1)dtdxdw1

≤ k

∫

R

g2

√

1 + w̃2
1 + (l′)2

dw̃1 ≤ k‖g‖
W

1,2
1
2

(R)
,

where we used the change of variables x = (w2 − l′)/
√

1 + w̃2
1 + (l′)2 and a shift w̃1 :=

tx
√

1 + w2
1 + (l′)2 + w1 in a second step as suggested in Lemma II.2 [9]. If g is a regular

function, the gradient is estimated as:

|∇(ΨV )| ≤ |(∇Ψ)V |
√

1 + w2
1 + (l′)2

+ |Ψ∇V |, ∀w ∈ R
2
l′ s.t. w2 ≤ 1

4

√

1 + w2
1 + (l′)2

7



So the first integral proceeds as above, whereas in the second part, performing the same
changes of variables, one gets:
∫

R2

l′

Ψ2|∇V |dw ≤ k

∫

R2

l′

Ψ2

∫

|t|<1
g′(t(w2 − l′) + w1)(1 + t)2dtdw

≤ k

∫

R×[0, 1
4
]

√

1 + w2
1 + (l′)2Φ2(x)

∫

|t|<1

(

g′
(

tx
√

1 + w2
1 + (l′)2 + w1

))2

dtdxdw1

≤ k

∫

R

√

1 + w̃2
1 + (l′)2(g′)2dw̃1 ≤ k‖g‖

W
1,2
1
2

(R)

extending this to W 1,2
1

2

(R) functions by density arguments ends the proof.

In order to use these estimates in Π′
l we have to guarantee that they apply also when the

domain is a quarter-plane.

Lemma 3.2. For every g ∈ W 1,2
1

2

(∂Π′
l) there exists a lift denoted by R(g) in W 1,2

0 (Π′
l) such

that
‖R(g)‖

W
1,2
0

(Π′
l
) ≤ k‖g‖

W
1,2
1
2

(∂Π′
l
),

where the constant k is independent on l.

Proof. As mentioned above the rotation does not change the distances, so one has to consider
the mapping from R

2
l′ to Π̃′

l′ (resp. R×{l′} to ∂Π̃′
l′) from both sides of (10). The straightening

by the continuous piecewise linear transform w = W(z) is defined in (8); one has that
∫

R
2

l′

|∇wR(g)|dw =

∫

Π̃′
l′

(∇zW−1∇zW−T∇zR(g),∇zR(g)) det(∇zW)dz.

The eigenvalues of ∇zW−1∇zW−T read λ± = (3 ±
√

5)/2, they are positive definite and
independent on l′. Thus there exists a constant k such that

‖R(g)‖
W

1,2
0

(Π′
l
) ≤ k‖R(g)‖

W
1,2
0

(R2

l′
).

On the other hand, one should focus on the equivalence of trace norms between W 1,2
1

2

(∂Π̃′
l′)

and W 1,2
1

2

(R × {l′}): on ∂Π̃′
l′ , 1 + ρ2(z) = 1 + (z1)

2 + (l′ + |z1 − l′|)2. This gives the existence

of a constant k independent on l′ s.t.

1 + z2
1 + (l′)2 ≤ ρ(z) ≤ k(1 + z2

1 + (l′)2), ∀ z ∈ ∂Π̃′
l′

In turn this implies that

∫

∂Π̃′
l′

{

g2

(1 + ρ2(z))
1

2

+ (1 + ρ2(z))
1

2 (g′)2

}

dσ(z)

∼
∫

R×{l′}

{

g2

(1 + w2
1 + (l′)2)

1

2

+ (1 + w2
1 + (l′)2)

1

2 (g′)2

}

dw1.

Remark 3.1. The previous lemma applies with only minor changes to the case of the smooth
domain sequence (Π′

l,s)s∈]0,1].
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3.1.2 A priori estimates

At this point we are ready to prove the existence and uniqueness of a weak solution of problem
(9). We denote by Ẇ 1,2

0 (Π′
l) the subspace of W 1,2

0 (Π′
l) such that:

Ẇ 1,2
0 (Π′

l) = {v ∈W 1,2
0 (Π′

l) s.t. v = 0 on ∂Π′
l}.

Proposition 3.1. There exists a unique weak solution v ∈ W 1,2
0 (Π′

l), of the problem (9),
moreover one has:

‖v‖
W

1,2
0

(Π′
l
)
≤ k‖g‖

W
1,2
1
2

(∂Π′
l
)
,

where the constant k is independent of l.

Proof. Using the lift of g given above, (9) becomes: find ṽ ∈ Ẇ 1,2
0 (Π′

l) s.t. ∆ṽ = −∆R(g).
Testing this equation by ϕ ∈ D(Π′

l) one has that

(∇ṽ,∇ϕ) = −(∇R(g),∇ϕ),

by density of D(Π′
l) functions in Ẇ 1,2

0 (Π′
l), the r.h.s. is a linear form on Ẇ 1,2

0 (Π′
l) and the l.h.s.

is a bi-linear bi-continuous form on the same functional space. Thanks to Poincaré-Wirtinger
estimates in a quarter-plane the semi-norm is actually equivalent to the W 1,2

0 (Π′
l) norm. Thus

one has the existence and uniqueness by the standard Lax-Milgram theorem. Moreover, one
has that

‖ṽ‖
W

1,2
0

(Π′
l
)
≤ k‖R(g)‖

W
1,2
0

(Π′
l
)
≤ k′‖g‖

W
1,2
1
2

(∂Π′
l
)
,

where all the constants do not depend on l. Subtracting R(g) one gets the desired result.

3.1.3 Regularised problems

In the rest of the paper, we need a little more regularity in order to construct a Green’s
formula adapted to the Lipschitz domain Π′

l (see the very clear and detailed explanations of
§ 1.5.3 in [8]). Thus in this paragraph, we construct regular approximations of problem (9).
This is done by approximating Π′

l by a sequence (Π′
l,s)s∈[0,1] of C∞ domains defined above.

For every given function g ∈W 1,2
1

2

(∂Π̃′
l′), one sets gs ∈W 1,2

1

2

(∂Π̃′
l,s) by writing

gs(z1, as(z1)) := g(z1, a(z1)) = g(z1), ∀z1 ∈ R

and, where it is not ambiguous, we will drop the s and use g instead of gs.

Lemma 3.3. The approximating sequence of data (gs)s∈[0,1] is stable with respect to the

W 1,2
1

2

(∂Π̃′
l′) norm:

‖gs‖W
1,2
1
2

(∂Π̃′
l,s

) ≤ k‖g‖
W

1,2
1
2

(∂Π̃′
l′
),

whereas for the lifts one has

‖Rs(gs)‖W
1,2
0

(Π̃′
l′,s

)
≤ k′‖g‖

W
1,2
1
2

(∂Π̃′
l′
)
,

and the sequence (Rs(gs))s converges to R(g) in the W 1,2
0 (Π̃′

l′) norm:

∀η ∃δ > 0 s.t. 0 < s < δ =⇒ ‖Rs(gs) −R(g)‖
W

1,2
0

(Π̃′
l′
) ≤ η.

9



Proof. For s small enough, one has:

a(z1) ≤ as(z1) ≤ 2a(z1), ∀z1 ∈ R.

Similarly it is easy to show that |a′s| ≤ |a′|. This gives the first claim. The proof of the second
claim is identical the proof of Lemma 3.2. We extend Rs(gs) in Π̃′

l′ \ Π̃′
l′,s by g. It is easy to

prove that there exists a constant k s.t.

‖Rs(gs)‖W
1,2
0

(Π̃′
l′
) ≤ k‖g‖

W
1,2
1
2

(∂Π̃′
l′
).

Up to a subsequence, the compact imbedding of W 1,2
0 (Π̃′

l′) into W 0,2
−1 (Π̃′

l′) implies strong
convergence in the latter norm. The main focus is the semi-norm convergence. As seen in
the lemma above the norms are consistent when passing from Π̃′

l′ to R
2
l′ , and the same holds

when passing from Π̃′
l′,s to R

2
l′ for the same reason. Making the change of variables Ws, one

can re-express both lifts in R
2
l′ as:























Rs(g) = Φ

(

w2 − l′
√

1 + w2
1 + (l′)2

)

V (w),

R(g) = Φ

(

w2 + ωs(w1) − l′
√

1 + w2
1 + (l′)2

)

V (w1, w2 + ωs(w1)),

where ωs(w1) =
√

s2 + w2
1 −|w1|. For the rest of the proof we set w̃ = (w1, w2 +ωs(w1)). We

decompose I := ∇w(Rs(g) −R(g)) in four pieces:

I :=
4
∑

j=1

Ij :=∇w(Ψ(w̃) − Ψ(w))V (w̃) + ∇Ψ(w)(V (w̃) − V (w))

+ (Ψ(w̃) − Ψ(w))∇V (w̃) + Ψ(w)∇(V (w̃) − V (w)).

The first three terms can easily be estimated by sγ‖g‖
W

1,2
1
2

(R)
where γ is some positive con-

stant, thanks to techniques used in [9] for fractional trace spaces. In our case those terms are
even easier to treat because no fractional norm has to be used. The term I4 is more delicate
because there is no derivative left, so we have to use the continuity of weighted translation
operators; here we give the sketch of the proof:

I4 ≤ 2

∣

∣

∣

∣

∣

Ψ(w)

∫

|t|<1
K(t)

{

g′(tw̃2 + w1) − g′(tw2 +w1)
}

dt

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

Ψ(w)

∫

|t|<1
K(t)g′(tw̃2 + w1)tω

′
s(w1)dt

∣

∣

∣

∣

∣

=: I4,1 + I4,2,

the term I4,2 is estimated again as the other terms, we focus on I4,1

J :=

∫

R
2

l′

I2
4dw ≤ 2k

∫

R×[0, 1
4
]
Φ2(x)

{

g′
(

tx
√

1 + w2
1 + (l′)2 + ωs(w1) + w1

)

−g′
(

tx
√

1 + w2
1 + (l′)2 + w1

)}2

dt,

10



where, as before, we set x := (w2 − l′)/
√

1 +w2
1 + (l′)2. Then we use a version of Lemma

II.2. in [9] extended to all types of powers of the integration weight to conclude that:

J ≤ k

∫

√

1 + w̃2
1 + (l′)2

{

g′(w̃1 + tzω̃(t, z, w̃1)) − g′(w̃1)
}2
dtdzdw̃1,

where ω̃(t, z, w̃1) = ω(w1(t, z, w̃1)). At this point, we can follow the proof of Theorem 2.1.1
in [16] that states the continuity of the translation operator in Lp. The only difference is that
the term tzω̃(t, z, w̃1)) itself depends on the integration variables. This dependence problem
is overcame by noting that

∀η > 0, ∃δ > 0 s.t. |tzω̃(t, z, w̃1))| ≤
s

4
< δ, ∀(t, z, w̃1) ∈] − 1, 1[×

[

0,
1

4

[

× R,

this in turn implies that on the set of continuity points of g′, one has

∣

∣g′(w̃1 + tzω̃(t, z, w̃1)) − g′(w̃1)
∣

∣ <
η

3
,

and the rest follows exactly as in Theorem 2.1.1 in [16].

3.1.4 Convergence

Now we state the existence and uniqueness of the regularised problem: find vs ∈W 1,2
0 (∂Π′

l,s)
s.t.

{

∆vs = 0, in Π′
l,s,

vs = g, on ∂Π′
l,s.

(11)

Proposition 3.2. For every fixed s ∈ [0, 1] there exists a unique weak solution vs ∈W 1,2
0 (Π′

l,s)
of problem (11), satisfying

∀η > 0 ∃δ > 0 s.t. s < δ =⇒ ‖vs − v‖
W

1,2
0

(Π′
l
)
< η,

where vs is extended by g in Π′
l \ Π′

l,s.

The proof is a straightforward consequence of Proposition 3.1 applied to the regular do-
main Π′

l,s and of Lemma 3.3 for the convergence part.
If we now restrict ourselves to the case where g ∈ E(Π′

l), this latter space being dense in

W 1,2
1

2

(Π′
l) (see for instance Theorem I.1 in [9]), we get more regularity, namely:

Lemma 3.1. If g ∈ E(∂Π′
l) then vs, the unique solution of problem (11), belongs to H2

loc(Π
′
l,s)

for every fixed s ∈]0, 1].

Proof. It is easy to show that if g ∈ E(∂Π′
l), then Rs(g) ∈ E(Π′

l) and thus by standard interior

regularity results one gets that ṽs := vs − Rs(g), which belongs to Ẇ 1,2
0 (Π′

l,s), is actually in

H2
loc(Π

′
l,s) [6, 7, 16]. Moreover because of the Dirichlet condition and the C∞ regularity of the

boundary, the regularity of ṽs can be extended up to the boundary by the same method.
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3.2 Weighted Rellich estimates

Above, we constructed the tools necessary to adapt the very weak solutions presented in
Chap. 5 in [16], to the weighted context.

Proposition 3.3. Let s ∈]0, 1] be fixed. If g ∈ E(Π′
l,s) then vs ∈ H2

loc(Π
′
l,s) and one has

moreover
‖ ∂νvs ‖W

0,2
1
2

(∂Π′
l,s

)
≤ k‖g‖

W
1,2
1
2

(∂Π′
l,s

)
.

The operator T defined from E(Π′
l,s) as T (g) = ∂νvs is extended by continuity into a mapping

from W 1,2
1

2

(∂Π′
l,s) on W 0,2

1

2

(∂Π′
l,s) and one has that

‖T (g)‖
W

0,2
1
2

(∂Π′
l,s

)
≤ k‖g‖

W
1,2
1
2

(∂Π′
l,s

)
,

where the constants k do not depend on l.

Proof. We rotate again Π′
l,s by π/4 radians to switch to the chart (z1, z2): the boundary of

∂Π̃′
l,s is expressed as (z1, as(z1)). We set the partition of unity,

+∞
∑

r=0

ϕr(z) = 1, ∀z ∈ Π′
l,s,

the functions ϕr being defined as:











































ψr := e
−

“

ρ−2
r

ρ−2r−1

”21[2r−1,2r ](ρ) + 1[2r ,2r+1](ρ) + e
−

„

ρ−2
r+1

ρ−2r+2

«21[2r+1,2r+2](ρ), r ≥ 1,

ψ0 := 1[0,2](ρ) + e
−

“

ρ−2

ρ−4

”21[2,4](ρ),

ϕr :=
ψr

r+1
∑

j=r−1
ψj

, ∀r ≥ 1, ϕ0 :=
ψ0

ψ0 + ψ1
,

(12)

where by 1S we denote the characteristic function of a given set S. Then we define

hr := (0,−ϕr(z)ρ(z)), and h :=

+∞
∑

r=0

hr.

Thanks to Proposition 3.1, vs ∈ H2
loc(Π̃

′
l′,s); one is allowed to set locally the Rellich formula

([16], p. 245). When adapted to the Laplace operator, it reads:

∫

∂Π̃′
l,s

((hr · ν) Id2 − (h⊗ ν + ν ⊗ h)∇vs,∇vs) dσ(z)

=

∫

Π̃′
l′,s

(div hr Id2 − (∇hr + (∇hr)T )∇vs,∇vs) dz +

∫

Π̃′
l′,s

(hr · ∇vs)∆vs dz.

We have that
(ν, hr) = ϕr(z)(1 + (a′s)

2)−
1

2ρ(z) ≥ kϕrρ(z) (13)

12



because |a′s| < 1. Developing the boundary term in normal (ν) and tangent (τ) directions,
one has that, in fact,

∫

∂Π′
l,s

(hr · ν)(∂νvs)
2 + 2(hr · τ)∂τvs∂νvs − (hr · ν)(∂νvs)

2 dσ(z)

= −
∫

Π̃′
l′,s

(div hr Id2 − (∇hr + (∇hr)T )∇vs,∇vs) dz.

The first term in the r.h.s. above is estimated from below thanks to (13), the second and the
third ones by their absolute value, giving:

∫

∂Π′
l,s

ϕr(z)ρ(z)(∂νvs)
2 dσ(z) ≤

∫

∂Π′
l,s

2ϕrρ(z)(|∂τ vs||∂νvs| + (∂νvs)
2) dσ(z)

−
∫

Π̃′
l′,s

(
{

div hrId2 − (∇hr + (∇hr)T )
}

∇vs,∇vs) dz.

Then we sum with respect to r and apply the Beppo-Levi theorem for the boundary terms.
For the interior r.h.s. above, due to the specific choice of cut-of function in (12), one can pass
to the limit with respect to the summation index r applying the Lebesgues theorem. These
justifications allow us to write

∫

Π̃′
l′,s

ρ(z)(∂νvs)
2 dσ(z) ≤

∫

∂Π̃′
l,s

2ρ(z)
(

|∂νvs||∂τvs| + (∂νvs)
2
)

dσ(z)

−
∫

Π′
l,s

({

div

(

0
ρ

)

Id2 − (∇ + ∇T )

(

0
ρ

)}

∇vs,∇vs

)

dz,

note that it is important here that the derivatives of h contain only ρ but no cut-of function,
this explains why we don’t estimate the interior terms before summing over r. By Cauchy-
Schwartz one gets that

‖ ∂νvs ‖2
W

0,2
1
2

(∂Π̃′
l,s

)
≤ k

{

‖g‖
W

1,2
1
2

(∂Π̃′
l,s

)‖ ∂νvs ‖W
0,2
1
2

(∂Π̃′
l,s

) + ‖vs‖W
1,2
0

(Π̃′
l′,s

)

}

Thanks to the Young inequality and Proposition 3.1, one obtains the first estimate of the
claim. Because the r.h.s. only depends on the W 1,2

1

2

(∂Π′
l,s)-norm, the result can be extended

to every function g belonging to W 1,2
1

2

(∂Π′
l,s) by density and continuity.

Remark 3.2. Note that this result holds in fact for any polynomial of ρ and what follows
could be extended as well to any weighted Sobolev space. One only needs to choose the proper
scaling for the cut-off functions ϕr with respect to the weight.

Proposition 3.4. If (vs)s∈[0,1] is a sequence of solutions of problems (11), then the next
properties hold:

(i) There exists a constant k dependent neither on s nor on l such that

‖ ∂νvs ‖W
0,2
1
2

(∂Π′
l,s

)
≤ k‖g‖

W
1,2
1
2

(∂Π′
l
)
,
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(ii) there exists ̟ ∈W 0,2
1

2

(∂Π′
l,s) s.t.

∂νvs ⇀ ̟, in W 0,2
1

2

(∂Π′
l,s),

(iii) for every function u ∈W 1,2
0 (Π′

l) one has at the limit s ≡ 0, the Green’s formula:
∫

Π′
l

∇v · ∇u dy =

∫

∂Π′
l

̟udσ(y),

where v is the solution of problem (9).

Proof. Part (i) comes from Proposition 3.3 combined with Lemma 3.3. Again we approximate
g ∈ W 1,2

1

2

(∂Π′
l) by gδ ∈ E(∂Π′

l) and we call vδ
s the unique solution of problem (11) with data

gδ given on Π′
l,s. By continuity of the solution of problem (11) with respect to the data, one

easily shows that
∥

∥

∥
∇(vδ

s − vs)
∥

∥

∥

L2(Π′
l,s

)
≤ k

∥

∥

∥
Rs(g

δ) −Rs(g)
∥

∥

∥

W
1,2
0

(Π′
l,s

)
≤ k′

∥

∥

∥
gδ − g

∥

∥

∥

W
1,2
1
2

(∂Π′
l,s

)

≤ k′′
∥

∥

∥
gδ − g

∥

∥

∥

W
1,2
1
2

(∂Π′
l
)

thanks to the weighted Rellich estimates above, one has also that
∥

∥

∥
∂νv

δ
s − ∂νvs

∥

∥

∥

W
0,2
1
2

(∂Π′
l
)
≤ k

∥

∥

∥
gδ − g

∥

∥

∥

W
1,2
1
2

(∂Π′
l
)
.

And because gδ is regular, vδ
s ∈ H2

loc(Π
′
l,s). This allows us to write the Green’s formula for

every h ∈ D(Π′
l,s):

∫

Π′
l,s

∇vδ
s∇hdy =

∫

∂Π′
l,s

∂νv
δ
s hdσ(y)

Thanks to strong convergence shown above, one can let δ go to the limit and get:
∫

Π′
l,s

∇vs∇hdy =

∫

∂Π′
l,s

∂νvs hdσ(y) (14)

note that working only with W 1,2
1

2

(∂Π′
l,s) one can not write directly the Green’s formula: vs

is not regular enough. Thanks to the last estimate of Lemma 3.3, one has that

lim
s→0

∫

Π′
l,s

∇vs∇hdy =

∫

Π′
l

∇v∇hdy

Thus a limit for the boundary term in the r.h.s. of (14) exists. We express the boundary
term for a fixed s in Π̃′

l′,s in z coordinates, and we choose h to be only a function of z1 on the
boundary. Moreover ν̃ := (sgn(z1),−1) is the limit outward normal, (resp. ν̃s := (a′(z1),−1))
and we write

lim
s→0

∫

R

∇v(z1, as(z1)) · ν̃h(z1) dz1 =

∫

Π′
l

∇v∇hdy +

+ lim
s→0

∫

R

∇v(z1, as(z1)) · {ν̃ − ν̃s}h(z1) dz1.
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The last term can be estimated through the Cauchy-Schwartz inequality
∫

R

∇v(z1, as(z1)) · {ν̃ − ν̃s}h(z1) dz1 ≤ ‖g‖
W

1,2
1
2

(∂Π′
l
)

∥

∥(sgn − a′s)h
∥

∥

W
0,2

− 1
2

(∂Π′
l
)

Applying the Lebesgues theorem, the last term in the latter r.h.s. goes to zero. Indeed, note
that, by Poincaré-Wirtinger arguments, there exists a constant k s.t.

‖h‖
W

0,2

−1
2

(∂Π′
l
) ≤ k‖h‖

W
1,2
0

(Π′
l
).

By density and continuity arguments, one extends the Green’s formula to all functions in
W 1,2

0 (Π′
l).

Proposition 3.5. Let T be the linear continuous operator from W 1,2
1

2

(∂Π′
l) on W 0,2

1

2

(∂Π′
l)

s.t. T (g) = ∂νv where the normal derivative is to be understood as a weak limit exhibited
above. Then T is extended as a map from W 0,2

− 1

2

(∂Π′
l) on W−1,2

− 1

2

(∂Π′
l) where W−1,2

− 1

2

(∂Π′
l) =

(W 1,2
1

2

(∂Π′
l))

′.

Proof. W 1,2
1

2

(∂Π′
l) is dense in W 0,2

− 1

2

(∂Π′
l). Let g, h be two functions of W 1,2

1

2

(∂Π′
l) such that

{

∆u = 0, in Π′
l,

u = g, on ∂Π′
l,

and

{

∆v = 0, in Π′
l,

v = h, on ∂Π′
l.

Then the Green’s formula from Proposition 3.4 applies twice, giving
∫

∂Π′
l

u( ∂νv ) dσ(y) =

∫

∂Π′
l

( ∂νu )v dσ(y).

Thanks to the Rellich estimates, one then gets
∫

∂Π′
l

( ∂νu )hdσ(y) ≤ k‖g‖
W

0,2

−1
2

(∂Π′
l
)
‖h‖

W
1,2
1
2

(∂Π′
l
)
,

which gives that
‖T (g)‖

W
−1,2

−1
2

(∂Π′
l
) ≤ k‖g‖

W
0,2

−1
2

(∂Π′
l
),

and density arguments complete the proof.

3.3 Weighted dual estimates on the normal derivatives

We now return to the study of the vertical boundary layer corrector that solves problem (5).
Thanks to Proposition 3.5, we derive one of the key point estimates of the paper:

Proposition 3.6. There exists a unique solution ξin ∈ W 1,2
0 (Π), of problem (5). Moreover

there exists a constant k that does not depend on l s.t.

‖ ∂νξin ‖W
−1,2

− 1
2

(∂Π′
l
) ≤ k

(

1

l

)1− 1

2M

,

where the constant M is defined as in Theorem 2.1.
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Proof. The proof is a straightforward application of Proposition 3.5:

‖ ∂νξin ‖W
−1,2

− 1
2

(∂Π′
l
) ≤ k‖ξin‖W

0,2

−1
2

(∂Π′
l
).

As ξin is at least C0 inside the domain, we use the point-wise L∞ estimates from Theorem
2.1 which give:

‖ξin‖2
W

0,2

−1
2

(∂Π′
l
)
≤ k′

∫ +∞

l

1

ρ3− 1

M

dρ.

That provides the desired result.

Remark 3.3. This result express the decrease of the normal derivative of ξin on a vertical
interface located at y1 = l. These estimates improve the convergence rate obtained in Propo-
sition 4 in [3] by a factor of almost

√

1/l. Indeed we consider here the W−1,2

− 1

2

(∂Π′
l) norm,

while in [3], only the W
− 1

2
,2

0 (∂Π′
l) norm was used. In the rest of the article we imbed and

exploit the result above into the macroscopic very weak setting.

4 Correspondence between macro and micro Sobolev norms

In [3], a correspondence was shown between H
1

2

0 (Γin ∪Γout) and a subspace of W
1

2
,2

0 (∂Πl), we

extend it here between H1
0 (Γ′

in ∪ Γ′
out) and a subspace of W 1,2

1

2

(∂Π′
l) test functions. In what

follows the same could be written for Γ′
out. Taking v ∈ H1

0 (Γin
′) we set

ṽ

(

1

ǫ
,
x2

ǫ

)

= ṽ

(

1

ǫ
, y2

)

= v(0, x2), ∀x2 ∈ [0, 1],

and we extend ṽ by zero on ∂Π′
l. Note that this makes sense because v is zero at x2 = 0 and

x2 = 1, so that one has

Lemma 4.1. For a given function v ∈ H1
0 (Γin

′) and ṽ defined above, the following equivalence
of the Sobolev trace norms occurs:

‖ṽ‖
W

1,2
1
2

(∂Π′
l
) ≤ k‖v‖H1

0
(Γin

′) ≤ k′‖ṽ‖
W

1,2
1
2

(∂Π′
l
)

where the constants k, k′ do not depend on ǫ.

Proof. We start from the macroscopic side, the other way follows the same.

∫

Γin

v2(0, x2)dx2 = ǫ

∫ 1

ǫ

0
v2(0, ǫy2)dy2 = ǫ

∫ 1

ǫ

0
ṽ2

(

1

ǫ
, y2

)

dy2

≤ ǫ sup
y2∈[0, 1

ǫ
]

√

1 + y2
2 +

(

1

ǫ

)2

‖ṽ‖2
W

1,2
1
2

(E′
1
ǫ

)
≤ k‖ṽ‖2

W
1,2
1
2

(∂Π′
l
)

where the constant k is obviously independent on ǫ. Owing that ∂y2
ṽ = ǫ∂x2

v, the derivative
part is shown similarly.
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5 Very weak estimates for boundary layer and wall law ap-

proximations

Turning again to the macroscopic error estimates, one defines the error r1,∞
ǫ := uǫ − u1,∞

ǫ

where uǫ is the exact solution of problem (2) and u1,∞
ǫ the boundary layer approximation

proposed in (7). It satisfies the set of equations:







































∆r1,∞
ǫ = 0, in Ωǫ

r1,∞
ǫ = 0, on Γǫ

r1,∞
ǫ = −ǫ∂u

1

∂x2
(x1, 0)

(

(

β − β + ξin
)

(

x1

ǫ
,
1

ǫ

)

+ ξout

(

x1 − 1

ǫ
,
1

ǫ

))

, on Γ1,

∂νr
1,∞
ǫ = − ∂νξin

(

1

ǫ
,
x2

ǫ

)

on Γout, ∂νr
1,∞
ǫ = − ∂νξout

(

1

ǫ
,
x2

ǫ

)

on Γin.

(15)

In order to improve L2(Ω0) estimates obtained in [3], we use the material above to prove the
main result of this paper:

Theorem 5.1. There exists a unique solution r1,∞
ǫ ∈ H1(Ωǫ) of problem (15); it satisfies the

estimate:
∥

∥r1,∞
ǫ

∥

∥

L2(Ω0)
≤ kǫmin( 3

2
+α,2− 1

2M ),

the constants α and M being defined in Theorem 2.1.

Proof. For any given function F ∈ L2(Ω0), we solve the regular problem: find v ∈ H1
D(Ω0) :=

{u ∈ H1(Ω0) s.t. u = 0 on Γ0 ∪ Γ1} such that











− ∆v = F, in Ω0,

∂νv = 0, on Γ′
in ∪ Γ′

out,

v = 0, on Γ0 ∪ Γ1.

According to Theorem 4.3.1.4, p. 198 [8], v ∈ H2(Ω0)∩H1
D(Ω0) so that v ∈ H1(∂Ω0) and,

thanks to boundary conditions on Γ0 ∪Γ1, v ∈ H1
0 (Γin ∪Γout). We are now in the position to

apply the Chapter 5 of [16] to write that:

∫

Ω0

r1,∞
ǫ F dx = −

(

r1,∞
ǫ , ∂νv

)

Γ0∪Γ1 +
〈

∂νr
1,∞
ǫ , v

〉

Γin∪Γout
,

where by the brackets we denote the duality pairingH−1,H1
0 (Γin∪Γout) and by the parentheses

we denote the scalar product in L2(Γ0∪Γ1). By standard interior regularity results one easily
gets that ξin ∈ H2

loc(Π) (resp. ξout ∈ H2
loc(Π)) so that the normal derivatives

∂νξin

(

1

ǫ
,
·
ǫ

)

∈ L2(0, 1),

(

resp. ∂νξout

(

1

ǫ
,
·
ǫ

)

∈ L2(0, 1)

)

.
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for every fixed ǫ. Thus the duality pairing becomes an integral:

〈

∂νr
1,∞
ǫ , v

〉

= −
∫

Γout

∂νξin

(

1

ǫ
,
x2

ǫ

)

v(x)dσ(x) −
∫

Γin

∂νξout

(

1

ǫ
,
x2

ǫ

)

v(x)dσ(x)

= −ǫ
∫ 1

ǫ

0

{

∂νξin

(

1

ǫ
, y2

)

ṽin

(

1

ǫ
, y2

)

+ ∂νξin

(

1

ǫ
, y2

)

ṽout

(

1

ǫ
, y2

)}

dy2

≤ ǫ

(

‖ ∂νξin ‖W
−1,2

−1
2

(∂Π′
1
ǫ

)‖ṽout‖W
1,2
1
2

(∂Π′
1
ǫ

) + ‖ ∂νξout ‖W
−1,2

− 1
2

(∂Π′
1
ǫ

)‖ṽin‖W
1,2
1
2

(∂Π′
1
ǫ

)

)

≤ ǫ

(

‖ ∂νξin ‖W
−1,2

−1
2

(∂Π′
1
ǫ

)
+ ‖ ∂νξout ‖W

−1,2

− 1
2

(∂Π′
1
ǫ

)

)

‖v‖H1
0
(Γ′

in
∪Γ′

out)

where ṽin and ṽout are the microscopic test functions associated to the trace of v on Γ′
in∪Γ′

out as
in section 4. One then concludes this part setting l = 1/ǫ in Proposition 3.6. The L2(Γ0∪Γ1)
scalar product has been estimated in [3], using a priori estimates for the Γ0 part whereas the
Γ1 part uses again L∞ estimates from Theorem 2.1.

A direct consequence of this result is

Theorem 5.2. The first order wall law solving






























∆u1 = 0, in Ω0,

u1 = U, on Γ1,

u1 = ǫβ
∂u1

∂x2
, on Γ0,

∂νu
1 = 0, on Γin ∪ Γout,

(16)

satisfies the error estimate
∥

∥uǫ − u1
∥

∥

L2(Ω0)
≤ kǫ

3

2 ,

where the constant k is independent on ǫ.

The proof follows exactly the same line as in Theorem 5.3 in [3], but the result is improved
thanks to the Theorem 5.1 above.

6 Numerical evidence

We define the rough bottom of the domain by setting f in (1) as:

f(y1) = −1 +
1

2
sin(2πy1), ∀y1 ∈ [0, 1].

This is obviously a Lipschitz smooth function compatible with the hypotheses of the claims.
In what follows we look for a numerical validation of theoretical convergence results above:
we compute for every fixed ǫ ∈ [0, 1]

- uǫ
h a numerical approximation of uǫ solving a discrete counterpart of problem (2).

- u1,∞
ǫ,#,h, the periodic full boundary layer approximation (it does not contain any vertical

corrector) defined in (4)
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- u1,∞
ǫ,h , the full boundary layer approximation including vertical correctors defined in (7)

- u1
h, the averaged wall-law presented in (16), and u0 the zero order approximation.

We use the finite element method code freefem++ [10], in order to compute uǫ
h, βh, ξin,h

and ξout,h. The P2 Lagrange finite elements interpolation is chosen.

Microscopic correctors As β, ξin and ξout are defined on infinite domains, we have to
truncate these and set up proper boundary conditions on the corresponding new boundaries.
For β, this was analysed in [13] so that we only need to solve























− ∆βL = 0, in Z+ ∪ Γ ∪ P ∩ {y ∈ R
2
+y2 < L},

βL = −y2, on P 0,

βL is y1 − periodic ,

∂νβL = 0, on {y2 = L}.

The approximation βL is exponentially close to β with respect to L in the Dirichlet norm (see
Proposition 4.2 [13]). For the vertical correctors we set the domain ΠL := Π∩ [−1, L]2 (resp.
ΠL

− := Π− ∩ [−L, 1]2 and we solve the problem























− ∆ξL
in = 0, in Π,

∂νξ
L
in (0, y2) = − ∂νβ (0, y2), on E,

ξL
in = 0, on B,

∂νξ
L
in = 0, on {y1 = L} ∪ {y2 = L} =: GL,

(17)

the symmetric problem for ξL
out being omitted. By Proposition 4 in [3] and Proposition 3.6

above, one easily deduces the convergence result:

Proposition 6.1. There exists a unique solution ξL
in ∈ W 1,2

0 (ΠL) solution of problem (17),
moreover one has

∥

∥ξL
in − ξin

∥

∥

W
1,2
0

(ΠL)
≤ kL−α,

∥

∥ξL
in − ξin

∥

∥

W
0,2
−1

(ΠL ′)
≤ kL−1+ 1

2M

where the constants k, k′ are independent of L and α and M are defined as in Theorem 2.1.
ΠL ′ is the restriction of ΠL to R+ × R+.

In figures 6 and 8, we display the meshes obtained after adaptative procedure, described
below, for βL and ξL

out. The total number of vertices used in the meshes for discretising βL
h ,

ξL
in,h and ξL

out,h are 39000, 78000 and 79000. In the simulation of βL
h the horizontal top is

set to L := 10. For ξL
in,h and ξL

out,h the vertical interface is set to L := 20. The contours of

corresponding solutions βL
h and ξL

out,h are displayed in figures 7, 9 and 10, whereas the normal

derivative ∂νβ
L
h and − ∂νξ

L
in,h are shown to coincide along {0} × [−3

4 , 1] in figure 3.
We perform a single microscopic computation. Then we re-scale the boundary layer to

the macroscopic domain setting

βL
ǫ,h(x) := βL

h

(x

ǫ

)

, ξL
in,ǫ,h(x) := ξL

in,h

(x

ǫ

)

, ξL
out,ǫ,h(x) := ξL

out,h

(x

ǫ

)

, ∀x ∈ Ωǫ.
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Figure 3: Normal derivatives ∂νβ
L and ∂νξ

L
out on E, the vertical interface

We quantify the interpolation error with respect to ǫ.

∥

∥

∥
(βL

ǫ,h − β)
( ·
ǫ

)∥

∥

∥

L2(Ω0)
≤

√
ǫ
(

∥

∥βL
h − βL

∥

∥

L2(Z+)
+
∥

∥βL − β
∥

∥

L2(Z+)

)

≤ k
√
ǫhs

m

∣

∣βL
∣

∣

Hs(Z+∪Γ∪P )

where s is a constant dependent on the boundary’s regularity, and hm a fixed maximum mesh
size on the microscopic level, independent on ǫ. In the same way one can set

∥

∥

∥
(ξL

out,h − ξout)
( ·
ǫ

)∥

∥

∥

L2(Ω0)
≤ ǫ

(

∥

∥ξL
out,h − ξL

out

∥

∥

L2(ΠL
−)

+
∥

∥ξL
out − ξout

∥

∥

L2(ΠL
−)

)

≤ kǫ
(

h2
m

∥

∥ξL
out

∥

∥

H2,ν(ΠL
−)

+ kL
∥

∥ξL
out − ξout

∥

∥

W
0,2
−1

(ΠL ′
− )

)

≤ k ǫ,

where ν is a real parameter depending on the angle of the corner of Π− at (0, f(0)), and
H2,ν the weighted space defined p.388 Definition 8.4.1.1 [8], that takes into account the
corner singularity of second derivatives of ξL

out. These estimates give an upper bound on the
convergence rate for the full boundary layer u1,∞

ǫ , namely:

∥

∥

∥
uǫ

h − u1,∞
ǫ,h

∥

∥

∥

L2(Ω0)
≤ ‖uǫ

h − uǫ‖L2(Ω0) +
∥

∥uǫ − u1,∞
ǫ

∥

∥

L2(Ω0)
+
∥

∥

∥
u1,∞

ǫ − u1,∞
ǫ,h

∥

∥

∥

L2(Ω0)

≤ H2‖uǫ‖H2,ν(Ωǫ) + kǫ
3

2 ,
(18)

where H is a macroscopic mesh size presented in the next paragraph.

Rough solutions When computing numerical approximations of uǫ, one has to play with
3 concepts that are interdependent: h the mesh-size, ǫ the roughness size, and corner singu-
larities that depend on the shape of the domain.

In the periodic case considered in [4], and for f ∈ C∞(]0, 1]), in order to avoid that the
roughness size goes under the mesh-size, one could discretise the solution on a mesh such
that h ≤ c ǫ. Due to estimates on the interpolation error and H2(Ωǫ) regularity, one obtains
a good numerical agreement for convergence rates between theoretical and numerical results
(see [4]).

In the non-periodic setting, corner singularities occur near Γout. In order to obtain con-
vergent numerical approximations of uǫ near Γout, one should refine the mesh in the neigh-
bourhood of (1, ǫf(1/ǫ)). At the same time, in the regular zones, the mesh-size should stil be
refined at least linearly with respect to ǫ (as in the peridic setting [4]). This complicates the
local size of elements with respect to the size of the mesh ([8] p.384). Thus, simply setting
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uniformly h := cǫ does not provide accurate convergence results. On the other hand, one aims
to have a strong control on the mesh size far from the corner: for instance in these zones, the
mesh-size could be fixed on a uniform grid. These considerations led us to use an overlapping
Schwartz algorithm [18]; we split Ωǫ in two parts: Ω0 is discretised with a structured grid of
size H := kǫγ (γ is discussed later), whereas a second domain reads

Ω1,ǫ := Ωǫ ∩
{

x ∈ R s.t. x2 <
ǫ

10

}

and contains the rough sub-layer. On Ω1,ǫ we perform mesh adaptation in order to capture
geometrical and corner singularities. The maximum/minimum mesh-sizes are set:

hmin = min
K∈TK

hK , hmax = min
K∈TK

hK

where hK is the diameter of triangle K in the triangulation TK of Ω1,ǫ. At each step m of
the Schwartz algorithm, we solve two problems. We set Um

ǫ to be the solution of























∆Um
ǫ = 0, in Ω0,

Um
ǫ = 1, on Γ1,

Um
ǫ = V(m−1)

ǫ , on Γ0,

∂νUm
ǫ = 0, on Γ′

in ∪ Γ′
out,

and Vm
ǫ solves































∆Vm
ǫ = 0, in Ω1,ǫ,

Vm
ǫ = 0, on Γǫ,

Vm
ǫ = Um

ǫ , on
{

x2 =
ǫ

10

}

,

∂νVm
ǫ = 0, on (Γin ∪ Γout) ∩

{

x ∈ R s.t. x2 <
ǫ

10

}

,

and we iterate the procedure until

∫

(0,1)×{0}∪(0,1)×{ ǫ
10

}
(Um

ǫ − Vm
ǫ )2dσ(x) < tol,

where tol is a constant set to 10−10. During this step both meshes are kept fixed.
Then we refine the sub-layer mesh TK in order to account the corner singularity. This step

provides a new mesh-size distribution updating hmin and hmax. We use adaptative techniques
presented p. 92 of the freefem++ reference manual [10]. This procedure is compatible with
the mesh requirements displayed in Theorem 8.4.1.6 p. 392 in [8] and guarantees standard
interpolation errors with respect to the mesh size.

We iterate these two steps: solve the Schwartz domain decomposition problem and then
adapt the mesh. The iterative algorithm stops when hmax < H. Through this algorithm we
insure both a given mesh size H and a refined mesh near the corner.

We tested different values of γ where setting H = kǫγ , k a is given constant, choosing
γ ≥ 5

4 does no more change convergence results below. We plot in fig. 4, hmax and hmin as
functions of ǫ. The adaptative process gives approximately hmin ∼ cǫ2.29.
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h) (right) norms with respect to ǫ

We plot in fig. 11, the meshes obtained thanks to our iterative scheme for ǫ ∈ {1
2 ,

1
3}.

In fig. 12, we display the corresponding solutions uǫ
h. Next, we construct boundary layers

using microscopic correctors above. We compute the errors uǫ
h − u0, uǫ

h − u1, uǫ
h − u1,∞

ǫ,#,h and

uǫ
h − u1,∞

ǫ,h in the L2(Ω0) norms, and display them as a function of ǫ in fig.5. The numerical
convergence rate, obtained by interpolating results above as a powers of ǫ, is displayed in
table 1.

norm / approx. uǫ
h − u0 uǫ

h − u1 uǫ
h − u1,∞

ǫ,#,h uǫ
h − u1,∞

ǫ,h

L2(Ω0) 0.78783 1.11 1.1 1.462

H1(Ω0) 0.787 0.6869 0.70 1.346347

Table 1: The errors convergence rates displayed as powers of ǫ

Discussion When the vertical correctors are not present, the boundary layer approximation
is not only less accurate but also the rate of convergence is less than first order, the difference
is visible in L2(Ω0) but is significant in the H1(Ω0) norm. Nevertheless, and as explained
above, when using a single microscopic computation of the correctors for every ǫ, it is not
possible to get better convergence results than ǫ

3

2 . This is actually what we obtain for our
more accurate approximation u1,∞

ǫ,h . This validates our theoretical results. The surprising
phenomenon that we are at this point not able to justify is the poor convergence rate of the
wall law u1, that should according to our estimates be ǫ

3

2 . Observed in [4], u1 performs even
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worse convergence rate than u0 in the H1(Ω0) norm. The results of Theorem 2.2 are fairly
approximated for what concerns the H1(Ω0) error of u1,∞

ǫ,h .

7 Conclusion

Our approach provides an almost complete understanding of the non-periodic case for lateral
homogeneous Neumann boundary conditions in the straight case, (no curvature effects of the
rough boundary [17]). A forthcoming paper should adapt these results to the case mentioned
in the introduction: a smooth boundary forward and backward the rough domain via domain
decomposition techniques. Another extension to the Stokes system should follow as well.
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Figure 6: The microscopic periodic cell after adaptative mesh refinement
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Figure 7: The microscopic periodic cell corrector βL
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Figure 8: The microscopic domain of ξL
out after adaptative mesh refinement
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0.0709224
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0.118204
0.124958
0.131713

Figure 9: The microscopic corrector ξL
out
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IsoValue
0.00337724
0.0101318
0.0168863
0.0236408
0.0303953
0.0371498
0.0439043
0.0506588
0.0574133
0.0641678
0.0709224
0.0776769
0.0844314
0.0911859
0.0979404
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0.131713

Figure 10: A zoom near the corner singularity of the microscopic corrector ξout,h

Figure 11: The meshes for the rough solution for ǫ ∈ {1
2 , 1/3} using a decomposition method
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IsoValue
0.024999
0.0749991
0.124999
0.174999
0.224999
0.274999
0.324999
0.374999
0.424999
0.474999
0.525
0.575
0.625
0.675
0.725
0.775
0.825
0.875
0.925
0.975

IsoValue
0.0249994
0.0749995
0.124999
0.175
0.225
0.275
0.325
0.375
0.425
0.475
0.525
0.575
0.625
0.675
0.725
0.775
0.825
0.875
0.925
0.975

Figure 12: The rough solution computed for ǫ ∈ {1
2 , 1/3} using a decomposition method
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