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Abstract 0 The aim of this paper isto improve simulation time F
of a moving system, especially for optimization needs. The — 0 At? +V,. At-Ax=0 (4)
solution provided here is applicable when displacement is 2.m

known before simulations and very interesting if several . . .
computers are available for task paralldlization. The proposed From this expression)t can be extracted as defined by

method is applied for the optimization of magnetic micro  Second order polynomial solutions of (4).

actuator switching time.
m 2F,.AX
At :—.[—vo + .|V, +°—j (5)

I INTRODUCTION F, m

System design often needs optimization procedure to
reach specifications and to improve the solutiogarding d
compettljtors. For dynamllc syslt_Ems, atemporall smmuui:‘sk. depending on position instead of position depending
required to extract values like average value, Makl e |t s the required to know positions of mayipart,

value, .f|n3I sumglapog value, etc. which are therE)ut most of time, moving parts are guided in thecitre
constrained or optimized. (allowing few degree of freedom like 1-axis rotatior 1-
axis translation).

From this expression, a space-domain simulationbean
one (descritizing space instead of time). It giviese

.  HOW TO REACH PARALLELIZATION

. L . C. Parallelization
A. Time domain simulation

Algorithm:
1. Define N positions (x)

2. Computes N forces (F) on N computer in parallel

In the case of moving system, the dynamic equatiyn
defines the differential equation for the positistate to

solve (2) (here in one dimension). 3. Initialization of velocity (v) and time (t) vectors
F,=mrl, 1) 4. Fori=1to N : compute equation (6) and (7)
d2
F.=m—Xx 2
X dtz ( ) tl :m. —VO + V02 + 2F0.AX +to (6)
Where Fx is the static force along x axis, m thesyax Fo m
the acceleration, and x the position. =
To solve this simple differential equation, 2 iaitvalues v, = _O(tl _t0)+V0 @)
are required, x and v, the initial position and initial m
velocity. In our application domain, force compigdat In many applications, step ‘2’ is the only step ethi
depending on the position is the more consuming timan consumes time, even with parallelizing. Then total
integration of the differential equation. simulation cost is divided by N.
The issue of a simulation, like any iterative methis
the dependence between iterations. In this fornamathe .  APPLICATION TO THE OPTIMIZATION OF
dependence between time steps requires to wait ELECTROMAGNTIC MICRO SWITCH
computation of the next position, to compute nextcé
value. A. Electromagnetic switch design
B. Space domain simulation The application can not be detailed in a 2 pagesadd.

It can just be mentioned that design specificatiares to

Considering force constant during a step, the syimbo constrain sizes and performances such as maxiroal @

integration of equation (2) is easy, indeed, witlitial fixed positions and to minimize switching time. $Hast

values (4, Xo) it gives the following result (3) for the first specification requires a simulation during an atituafrom
step, which can be written simply by (4). one position to the other. This MEMS is based on an

X, = i A% +V. AL+ X, 3 electromagnetic actuation detailed1s.
2m’ o



B. Smulation code distribution 4

i i 3 4| —e—time discretizing i
From modelling equations, software component ,1| . . o gscretizing 4
dedicated to optimization is buil2] to ensure diffusion, E 11 f
composition and reuse. Encapsulation of simulatime is = o . .
very useful especially for our needs of paralldicra with 219 0,1 0,2 0,3 04 0,5
the distribution of simulation code to distant cargrs. A $ -21

computer program acting as a service has beenyptm -3
each computer of our network, waiting for a clieatl. A A
client is a program able to ask for available seramd able -5

. Time (ms)
to send the software component to distant computers . o . . o
Fig. 2. space and time integration for time andceg#iscretizing.

C. Smulation code parallelization To improve the accuracy of “space discretizing”

Each computer is able to compute force acting @n ﬂj]ntegration result, an interpolation procedure bandone
on computed array of forces in order to decreage th

moving magnet depending on a predefined positidre T . . _ )
client software (Fig 3.) is then acting as a suigery it integration step. To compare this new result, ae fin
defines N positions, and calls a computation faheaf the simulation was done considered now as the reference
N parallel computers. A listener mechanism is used results. In f|_gu_1e 3, it is shown on a zoom thait lawo
monitor then end of each computation and then ttogbe curves are simiar.

next step of space-domain discretizing algorithm. 3 T ——7D tme diseretizing ‘
31 —#— SD: space discretizing */4.‘,
—~55 TD+: accurate time discretizing
V. RESULTS g ! SD+: space discretizing with interpolation /./ >
A. Parallelization results g /./'/
§ 1 ¢ /
20 force computations have been done to compute for OvS;/-?V
according to the position. The time average of dorc o '

f . 03 0, Time (ms) 0,42 0,
computation is about 5.7 seconds on a standard PC °*® ¢ 2 *®

(Pentium 1.6 GHz — RAM 1Go). In the case of “time  Fig. 3. Zoom on space and time integration for tame space
discretizing” method, 20 computations leads total thme discretizing adding a more accurate time and spaeetizing.
of 115 seconds. In the case of parallelizatiodeftends on

the number of available Computers. Para”eliZing ton TABLE 1: COMPUTATION TIME FOR20 FORCE COMPUTATIONS

computers leads to about 68 seconds, which is qualdo Characteristics duration (s)
115/2=57.5 because network management has a cpst. B TD: Step=0.25ms 115
extrapolation, if 20 computers are available for 20| SD: Step=0.4mm, 5 Computers 28
computations, it will lead to a total computatiame of o g:ggfg-i&”rfsc()mputers 220
about 7s. Indeed, as it can be seen on figure &nveh ' linterpolatio’n point

computation is not distributed the time cost isada 5.7s,
but parallelization add a time cost to reach apipnately 7 V. CONCLUSIONS
seconds per force divided by computers numberarit e
noticed that our experiment shows big value dispassin
the case of parallelizing on few computers.

75

The design of engineering systems, require optitioiza
procedure which needs very fast models. This péyasr
shown that a drastic reduction of extracting sitiafapost-

7 T f‘ 3 processing results is possible. It has been shdwh &

parallelization procedure can be done easily witbfavare

component architecture. In out application, a ratio

6/ reduction of 8 was obtained only with 5 computers
parallelizing.
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Fig. 1. Time average (with min/max) of a force cartgtion depending on
computer number parallelizing, divided by computembers REFERENCES

[1] J. Stepanek, H. Rostaing, J. Delamare, O. Cugast“Hynamic
modeling of magnetic micro-actuator”, Journal of dviatism and

. . . L. L. Magnetic Materials, Volumes 272-276, May 2004, Regg9-671.
On figure 2, “time discretizing” and “space dis@&ly” [2] B. Delinchant, D. Duret, L. Estrabaut, L. GerbaHdNguyen Huu,
curves are very close but not superposed. Therelifte B. DuPeloux, H.L. Rakotoarison, F. Verdiere, F. ¥eur‘An
comes from the hypothesis of the integration which optimizer using the software component paradigm toe

considers a constant force between points optimization of engineering systems”, COMPEL vo|.86.2, 2007

B. Spaceintegration results



