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SQUARE FUNCTION AND HEAT FLOW ESTIMATES ON
DOMAINS

O.IVANOVICI AND F.PLANCHON

ABSTRACT. The first purpose of this note is to provide a proof of the usual
square function estimate on LP(2). It turns out to follow directly from a
generic Mikhlin multiplier theorem obtained by Alexopoulos, which mostly
relies on Gaussian bounds on the heat kernel. We also provide a simple proof
of a weaker version of the square function estimate, which is enough in most
instances involving dispersive PDEs. Moreover, we obtain, by a relatively
simple integration by parts, several useful L?(2; H) bounds for the derivatives
of the heat flow with values in a given Hilbert space H.

1. INTRODUCTION

Let 2 be a domain in R™, n > 2, with smooth boundary 09). Let Ap denote the
Laplace operator on  with Dirichlet boundary conditions, acting on L?(Q), with
domain H?(Q) N HL(Q).

The first result reads as follows:

Theorem 1.1. Let f € C*°(Q) and U € C§°(R*) such that

(1.1) Y wE N =1, AeR
JEZ

Then for all p € (1,00) we have

(1.2) 7 lzmcey ~ G (S 10(-27220)7)
JEZL

Lr(Q)’

where the operator W(—2721Ap) is defined by ([B.20) below.

Readers who are familiar with functional spaces’theory will have recognized the
equivalence F%2 ~ [P where the Triebel-Lizorkin space is defined using the right
hand-side of (@) as a norm. In other words, LP()) and the Triebel-Lizorkin space
FZ?’Q(Q) coincide. Such an equivalence (and much more !) is proven in [P, pd, B,
though one has to reconstruct it from several different sections (functional spaces are
defined differently, only the inhomogeneous ones are treated, among other things).
As such, the casual user with mostly a PDE background might find it difficult to
reconstruct the argument for his own sake without digesting the whole theory. It
turns out that the proof of ([L.2) follows directly from the classical argument (in R")
involving Rademacher functions, provided that an appropriate Mikhlin-Hoérmander
multiplier theorem is available. We will provide details below.

A weaker version of Theorem E is often used in the context of dispersive PDEs:
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2 O.IVANOVICI AND F.PLANCHON

Theorem 1.2. Let f € C(Q), then for all p € [2,00) we have

. 1/2
(1.3) 1l < Col (I (=275 AD)f2ey) -
JEL
The second part of the present note aims at giving a self-contained proof of
(E) , with “acceptable” black boxes, namely complex interpolation and spectral
calculus. In fact, if one accepts to replace the spectral localization by the heat
flow, the proof can be made entirely self-contained, relying only on integration
by parts. Our strategy to prove Theorem E is indeed to reduce matters to an
estimate involving the heat flow, by proving almost orthogonality between spectral
projectors and heat flow localization; this only requires basic parabolic estimates
in LP(Q), together with a little help from spectral calculus.

Remark 1.3. For compact manifolds without boundaries, one may find a direct proof
of ([.) (with Ap replaced by the Laplace-Beltrami operator) in [[i], which proceeds
by reduction to the R™ case using standard pseudo-differential calculus. Our ele-
mentary approach provides an alternative direct proof. However, the true square
function bound ([.9) holds on such manifolds, as one has a Mikhlin-Hérmander
theorem from [R1].

Remark 1.4. One can also adapt all proofs to the case of Neumann boundary
conditions, provided special care is taken of the zero frequency (note that on an
exterior domain, a decay condition at infinity solves the issue). The Gaussian bound
which is required later holds in the Neumann case, see [L(, [].

Remark 1.5. As mentioned before, Theorem E is useful, among other things,
when dealing with LP estimates for wave or dispersive evolution equations. For
such equations, one naturally considers initial data in Sobolev spaces, and spectral
localization conveniently reduces matters to data in L?, and helps with finite speed
of propagation arguments. One however wants to sum eventually over all frequen-
cies in 2, if possible without loss. Recent examples on domains may be found in

or 0], as well as in [L7].

We now state estimates involving directly the heat flow, which will be proved
by direct arguments. It should be noted that for nonlinear applications, it is quite
convenient to have bounds on derivatives of spectral multipliers, and such bounds
do not follow immediately from the multiplier theorem from [PJ]. We consider the
linear heat equation on 2 with Dirichlet boundary conditions and initial data f

(1.4) Ou—Apu=0, on QxRy; uli=g=f€C®); ulag=0.

We denote the solution u(t,z) = S(t)f(x), where we set S(t) = e*2P. For the
sake of simplicity Ap has constant coefficients, but the same method applies in
the case when the coefficients belong to a bounded set of C°° and the principal
part is uniformly elliptic (one may lower the regularity requirements on both the
coefficients and the boundary, and a nice feature of the proofs which follow is that
counting derivatives is relatively straightforward).

Let us define two operators which are suitable heat flow versions of ¥(—2"2/Ap):

(1.5) Q: = VIVS(t) and Q, & ta,5(t).
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Theorem 1.6. Let 1 < p < 400, then we have

o dt\1/2
(1.6) e = el [ 10PE) oo
0
which implies, for p € [2,400),
© dt 1/2
(17) ey < G [ 107 e )

and Q¢ may be replaced by Qq in both statements.

Notice that there is no difficulty to define Q. f or Q. f as distributional derivatives
for f € LP(Q), while simply defining ¥(—272/Ap) on LP(Q) is already a non trivial
task. The purpose of the next Proposition is to prove that both operators are in
fact bounded on LP(Q).

Proposition 1.7. Let 1 < p < +00. The operators Q:, Q; are bounded on LP(),
uniformly in ¢ > 0. Moreover Q; is bounded on L'(Q2) and L ().

For practical applications, one may need a vector valued version of Proposition
@. Let us consider now u = (u1)ieq1,..,n3y for N > 2, where each u; solves (@)
with Dirichlet condition and initial data f;. Let H be the Hilbert space with norm
lull3, = >, lw|?, and LP(; H) the Hilbert valued Lebesgue space. Then we have

Proposition 1.8. Let 1 < p < +o0o. The operators @, Q; are bounded on
LP(Q; H), uniformly in ¢ > 0 and N. Moreover Q; is bounded on L!(£2; H) and
L>(; H).

Remark 1.9. One may therefore extend the finite dimensional case to any separable
Hilbert space. The typical setting would be to consider the solution u to the heat
equation with initial data f(z,0) € L2 = H. Notice that the Hilbert valued bound
does not follow from the previous scalar bound; however the argument is essentially
the same, replacing | - | norms by Hilbert norms.

Remark 1.10. A straightforward consequence of Propositions E and B is that
the Riesz transforms 0;(—A D)f% are continuous on Besov spaces defined by the
RHS of ); these spaces are equivalent to the ones defined by the RHS of (E),
see Remark @ later on.

Alternatively, one can derive all the (scalar, at least) results on the heat flow
from adapting to the domain case the theory which ultimately led to the proof
of the Kato conjecture ([ﬂ, E]) Such a possible development is pointed out by P.
Auscher in [] (chap. 7, p. 66) and was originally our starting point; eventually we
were led to the elementary approach we present here, but we provide a sketch of
an alternate proof in the next remark, which was kindly outlined to us by Pascal
Auscher.

Remark 1.11. The main drawback from ([[.7) is the presence of V.S(t) on the right
hand-side: one is leaving the functional calculus of Ap, and in fact for domains
with Lipschitz boundaries the operator VS (¢) may not even be bounded. As such,
a suitable alternative is to replace VS(t) by v/0;S(t). Then the square function
estimate may be obtained following [ as follows:

e prove that the associated square function in time is bounded by the LP
norm, for all 1 < p < 2, essentially following step 3 in chapter 6, page 55
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in [@] This requires very little on the semi-group, and Gaussian bounds
on S(t) and 9;S(t) ([L1]) are more than enough to apply the weak (1,1)
criterion from [fl] (Theorem 1.1, chapter 1). Moreover, the argument can
be extended to domains with Lipschitz boundaries, assuming the Laplacian
is defined through the associated Dirichlet form;

e by duality, we get the square function bound for p > 2 (step 5, page 56 in
):

e from now on one proceeds as in the remaining part of our paper to obtain
the bound with spectral localization, and almost orthogonality (@) is even
easier because we stay in the functional calculus. One has, however, to be
careful if one is willing to extend this last step to Lipschitz boundaries, as
this would most likely require additional estimates on the resolvent to deal
with the Aj.

2. FROM A MIKHLIN MULTIPLIER THEOREM TO THE SQUARE FUNCTION

The following “Fourier multiplier” theorem is obtained in [ under very weak
hypothesis on the underlying manifold (see also [E] for a specific application to
Markov chains, and [@] for a version closer to the sharp Hérmander’s multiplier
theorem, under suitable additional hypothesis, all of which are verified on domains).
For m € L*®(R"), one usually defines the operator m(—Ap) on L*(Q) through the
spectral measure dFEy:

(2.1) m(—AD) = /OJroo dE)\,

and m(—Ap) is bounded on L2.

Remark 2.1. One may alternatively use the Dynkin-Helffer-Sjostrand formula as in
the Appendix, and both definitions are known to coincide on L?(2). However, the
Dynkin-Helffer-Sjostrand formula seems to be restricted to defining m(—Ap) for
functions m which exhibit slightly more decay than required in the next theorem,
at least if one proceeds as exposed in the Appendix.

Theorem 2.2 ([f]]). Let m € CN(R*), N € N and N > n/2 + 1, such that

(2.2) sup [£0Em(€)] < +o0.
£k<N

Then the operator defined by (EI) extends to a continuous operator on LP(S2), and
sends L'(Q) to weak L'(12).

In order to use the argument of [E], we need the Gaussian upper bound on the
heat kernel, which is provided in our case by [L(]. Once we have Theorem P.2, all
we need to do to prove Theorem is to follow Stein’s classical proof from | H,
and we recall it briefly for the convenience of the reader. Let us introduce the
Rademacher functions, which are defined as follows:

e the function ro(t) is defined by 79(t) = 1 on [0,1/2] and ro(t) = —1 on
(1/2,1), and then extended to R by periodicity;
o for m € N\ {0}, r,(t) = ro(2t).

lwe thank Hart Smith for bringing this to our attention
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Their importance is outlined by the following inequalities (see the Appendix in

B2,
1

(2.3) ol Zamrm(t)”Lf < (Z |am|2)2 <Gl Zamrm(t)HLf-
Now, define

+oo

mE(,€) = Y ri (1) ¥y (6),

j=0

where W; was defined in the introduction. A straightforward computation proves

that the bound (.9) holds for m* (¢, ¢). Therefore,

Im=(t,—Ap) fll o) S 1 le):
integrating in time over [0, 1], exchanging space and time norms, and using (2.9),
+oo
‘ 1
[m®(t, —=Ap) fllzo@zz0.0) = (D [W(=2"2Ap) £1?) * 2o () S I1f o)

§=0
This proves one side of the equivalence in ([.2): the other side follows from duality,
once we see the above estimate as an estimate from LP(2) to LP(;1?), which maps

[ to (¥(=27Ap)f)jez.
3. HEAT FLOW ESTIMATES
In order to prove Proposition [L. we need the following lemma.

Lemma 3.1. For all 1 < p < +00, we have

(3.1) I1S(t) fllr(0) —t—oc 0,
(3.2) sup [|S(t) fllLey S I1fllzr o) -
>0
Moreover,
(3.3) I iggw(t)f”\m(ﬂ) Sfllze) SN llec) -

Proof: The estimate (B.3) clearly follows from (B.3), which in turn is a direct
consequence of the Gaussian nature of the Dirichlet heat kernel, see [@] The same
Gaussian estimate implies (@) However we do not need such a strong fact to
prove (B.2), which will follow from the next computation as well (see (B-4)) when
1 < p < +oo. Estimate (B.I]) can also be obtained through elementary arguments.
We defer such a proof to the end of the section.

3.1. Proof of Theorem . If p = 2 the proof is nothing more than the energy
inequality, combined with (B.)). In fact, for p = 2, we have equality in ([.6) with
O = 2. We now take p = 2m where m > 2. Multiplying equation ([.4) by u|u[P~?
and taking the integral over Q and [0,7], T > 0 yields, taking advantage of the
Dirichlet boundary condition,

1 T T
(3.4) —/ 6t||u||’£p(mdt+/ /|Vu|2|u|p—2dacdt+
PJo 0 Ja

-2 ' 2\)2(,,|p—4 _
2 222 [ @y iz =o,
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from which we can estimate either |lu|}, Q)( ) < HfHLp @) (which is (B.9)) or

11y < Il (T) + plp = 1) / [ vuplap-2asa

Letting T' go to infinity and using (Ell) from Lemma @ and Holder inequality we
find

1 1zo () < 22— 1)(/Q (/Ooo IVu|2dt>% dw)%(‘/n(sgp|u|z7—2)ﬁdx)p7'

The proof follows using again Lemma @, as

0o % p—2
191y < Coll ([ 19Pt) v (||SUP|U|||LP(Q)> .
0 t>0

Note that we may prove the weaker part, (@), without assuming the maximal in
time bound, by reversing the order of integration in our argument. This would keep
the argument for heat square functions essentially self-contained, without any need
for Gaussian bounds on the heat kernel.

Remark 3.2. We do not claim novelty here: our argument follows closely (a dual
version of) the proof of a classical square function bound for the Poisson kernel in
the whole space, see [2J).

We have proved one side of the equivalence in (E) involving the Q; square
function, in the range 2 < p < +00; we now prove the other side, by duality. Let
¢ € LI(Q), with 1/¢ =1 —2/p, and consider

1_/9(/0+Oo|vu|2dt)¢(x)da:.

Without any loss of generality, we may assume ¢ > 0. On the other hand, let
v = |Vul|?, then

O — Av = —2|V?u|?,
and one checks easily that d,v = 0 on 9Q. Let S, () be the solution to the heat
equation on Q with Neumann boundary condition, by comparing v and Sy, (t/2)v(¢/2)
(formally, take the difference, multiply by the positive part and integrate by parts)
we have

0 < v < S,(t/2)v(t)2) = S, (t/2)|Vu(t/2)?,

and therefore

(3.5) I< 2/ /+Oo|vu|2 (t)¢ ddt.

Now, we also have
ou* — Apu* = —2|Vul?,

and therefore

I<- / 00— A28 () dudt.
From (9; — A)(u%S,(t)¢) = —2V(u?) - VS, (t)p, we get

+oo 1 +oo 1
I< /Q4sgp|u|(/0 |Qrul? dt)f(/o IVSn ()¢|2dt)2



SQUARE FUNCTION AND HEAT FLOW ESTIMATES ON DOMAINS 7

The bound we already proved with @ can easily be reproduced with S(¢) replaced
by S, (t), and therefore, provided ¢ < 2, we may use the dual bound on the square
function of ¢ € L(Q) and conclude by Holder, using (B-J) on the first factor. The
condition on ¢ translates into p > 4, and the remaining 2 < p < 4 are handled by
interpolation.

Remark 3.3. Actually, we may directly bound S, (t) by a Gaussian in (B.5), extend
¢ by 0 outside €2, and use the heat square function bounds in R™. This provides a
direct argument, irrespective of the value of p.

It remains to prove the equivalence between the @; square function and the Qq
square function. For this, we repeat the duality argument but we replace |Vul|?
by t|0yul?. Notice that dyu is also a solution to the heat equation with Dirichlet
boundary condition, and if w = |9u|?,

(0 — Aw = —2|Vul>.
Therefore, comparing w and S(t/2)w(t/2),
0 < |oul® < S(t/2)|ou(t/2)P,

+o0 400
J= / / |Opul*te dadt < 2// |0pu|?tS (t)¢ dadt.
Q70 o Jo

—+o0
J < 2/ / t0;uAuS (t)¢ dedt
Jo

and

Now,

+o0 +oo
< —/ / t0;|Vul*S(t)¢ dvdt — 2/ / t0uNVuVS(t)p dxdt
aJo oJo

= V + 0, dxd dt
Q ? (;2 Qru@) _

from which we can easily conclude by Hélder (using Lemma [[.§ to bound t0,S(t)e).
Duality takes care of the reverse bound, and this concludes the proof of Theorem
E, except for the equivalence between the Q; and Q; Besov norms in (B), we
defer this to the end of the next subsection.

Notice that, at this point, we proved Theorem @, but with the ¥ operator
replaced by the gradient heat kernel and the discrete parameter 2727 by the con-
tinuous parameter ¢. The rest of this section is devoted to proving the equivalence
between the Besov norms which are defined by the heat kernel or the spectral
localization.

Lemma 3.4. Let 1 < p < +oo. We have the following equivalence between dyadic
and continuous versions of the Besov norm:

3 e dt
1 Z 1Q2—2+ fl|70() < /O HQtfH%P(Q)7 < 32 Qa2+ f1|7n(c2)-

kEZ keZ

This follows at once from factoring the semi-group: for 272/ < ¢t < 2720-1,
write S(t) = S(t —272)S(27%) and use (B.9). We now turn to the direct proof
of Theorem [.2] from the heat flow version. Let ¥ € C§°(R*) satisfying ([L.1]) and
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denote A, f def V(2727 Ap)f, where W(272Ap)f is given by the Dynkin-Helffer-
Sjostrand formula (see the Appendix, (B.2()). From Proposition and Lemma

@We have
) 1/2
(3.6) 1 lren < 3Co (D2 1Qa-2F (e )

keZ

and we will show that (B.6) implies ([.2): it suffices to prove the following almost
orthogonality property between localization operators A; and Qg-2x:

(3.7) Vk,j € Z, 1Qo—26Aj fllLr() S 2_|j_k||\Ajf|\Lp(sz)-
Then, from (27177k), € I* and (| A f|lLr()); € 1 we estimate

(3.8) Z 1Qa—2+ fll 70y = Z [ Z Qa2 100

kEZ kEZ jEL

as an [! % [? convolution and conclude using Lemma E It remains to show (@)

e for k < j we write
QoA f = 93/29—2(i—k) (27(2k+1)/2v5(2*(2k+1)))
(2_(2k+1)ADS(2—(2k+1))) U(=2"YAp)¥(-2"%Ap)f,

where we set W(\) def %\TJ()\), and U € Cg°, U = 1 on supp¥. By Lemma
, the operators Qg (zisny = 2~ CFHD/2y5(2= k1)) and Qg (ars1) =
2-CFDA LS (27 k1) are bounded on LP(Q) and we obtain (B.7) using
Corollary for 0.

o for k > j we set Wy(€) = W(E)exp(€), Ua(&) = (), and we use again
Lemma to write (slightly abusing the notation as 272%F — 2727 < ()

(3.9) S(272k — 27 WA f = S(272K) Uy (=27 Y Ap) s (—2"Y Ap) f.
Then
QoA f = 27 (h=d) (2—J‘v5(2—2ﬂ’)) (5(2—% -~ 2—21‘)Ajf),

and using again Lemma we see that the operator 277V ,S(2727) is bounded
while the remaining operator (@) is bounded by Corollary . This ends
the proof.

Remark 3.5. One may prove a similar bound with (J5-21 and A; reversed, either
directly or by duality. Hence Besov norms based on A; or ()s-2 are equivalent.

3.2. Proof of Proposition E For Q;, boundedness on all L? spaces, including
p = 1,400, follows once again from a Gaussian upper bound on 9,5(¢) (see [L1] or
[L3]). However the subsequent Gaussian bound on the gradient V,S(t) in [[L1] is a
direct consequence of the Li-Yau inequality, which holds only inside convex domains.
We were unable to find a reference which would provide the desired bound for Q
in the context of the exterior domain. Therefore we provide an elementary detailed
proof for ;. Furthermore, we only deal with 1 < p < 2 or powers of two, p = 2™,
m € N*: complex interpolation takes care of remaining values of p, though one
could adapt the following argument to generic values p > 2, at the expense of
lengthier computations.
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Set v(z,t) = (v1,..,v0)(x,t) := Qf = t'/?Vu(x,t) and assume without loss of
generality that v; are real: we multiply the equation satisfied by v by v|v|P~2, where
|v]? = > v?, and integrate over €2,

1 = _
(3.10) & (1_?||v|gp(m) _Z/m((?wvj)-vmp 2do+
Jj=1

/|Vv| [u|P~ zd:zc—i— /V [P~ da = 2tHUHLP @)’

where 7 is the outgoing unit normal vector to 9 and do is the surface measure
on Jf). We claim that the second term in the left hand side vanishes: in fact we
write

(3.11) Z/ (T - Vuy) - 3]0~ 2do =
= Joo

2
- / 0, (10,42 + |V tamgul) [0y ul? + [V samgul?) =2/ 2do,
o0

and from ulpo = O the time and tangential derivative (0, Viang)u|on vanishes;
furthermore, using the equation, 9?u = 0 on 99.

Remark 3.6. Notice that while this term does not vanish with Neumann boundary
conditions, it will be a lower order term (like |Vu|? on 9€) which can be controled
by the trace theorem.

Now, if 1 < p < 2, multiply by HU||%;€79) and integrate over [0, 7],

2 < ’ 2 dt < 2
”UHLP(Q)(T) ~J HQtfHLP(Q) T ||f||p7
where the last inequality is the dual of (@) Hence we are done with 1 < p < 2.

Remark 3.7. We ignored the issue of v vanishing in the third term in (B.1(]). This
is easily fixed by replacing |[v|P~2 by (1/¢ + |[v[?)?~2 and proceeding with the exact
same computation. Then let ¢ go to 0 after dropping the positive term on the left

handside of (B.10).

Now let p = 2™ with m > 1: we proceed directly by integrating (B.1() over
[0,T7], to get

T
(3.12) I\UIILPQ) )+/ /|Vv|2|v|p_2d:vdt+
0 Q

T T
p—2 _ 1
+ 222 [ ol st = [ ol o .
0 Q 0
On the other hand (recall (B4)),

1
313)  lulle(T+ (1) / [ VRl dedt = 216170
If p = 2 the estimates are trivial since from (§.19), (B.13),

1 T 1
el < [ ol = [ IVl e < 317 e
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Now, let p > 4; for convenience, denote by J the second integral in the left hand-side
of (B.12) (notice that the third integral is bounded from above by .J), hence

T T ) )
7= [ 12 avie = [ [ (1080 (E o) 5 e e,
0 Q 0 Q - -

and set
T
(3.14) Jk:/'/ﬁvm%mWQHFHMﬁwm%2g2k§p
0o Ja
For our purposes, it suffices to estimate the right hand-side of (), which rewrites
1 r P_1q p 1
(315) 5 ) t2 ||VU’HLP(Q) dt = 5]%

Integrate by parts the inner (space) integral in Ij, the boundary term vanishes and
collecting terms,

(3.16)
2k —1
[ vuvuigupt o e < U g vz,
Q (p—2k+1) Jo

By Cauchy-Schwarz the integral in the right hand side of ( is bounded by

1/2 1/2
(/ |V2u|2|Vu|”‘2d:v) (/ |vu|4k—4—(p—2)|u|2p+2—4kdx> ’
Q Q
therefore for k > 4 + 1 we have

I]g < (2k — 1) 1 % . '

~(p—2k+1) k—5-1
We aim at controlling I,,, by J'="I}, for some 7 > 0 which depends on m (notice
that when p = 4, which is m = 2, we are already done, using & = 2 !). Set

k=2—(2 —1) with j <m —2,

(27— (2 —1) o
(201 —1) T2 a1y

IQm—l_(Qj_l) S

and iterating m — 2 times, we finally control I 2 by J1=7I}7 which proves that Q:
is bounded on LP(£2).

We now proceed to obtain boundedness of Q; on L? () from the @Q; bound; this
is worse than using the Gaussian properties of its kernel, as the constants blow up
when p — 1, +00. It is, however, quite simple. By duality @} is bounded on L?(Q),
and

Q =5t =sastt) =2 [Lsiv [Lvsd) = 2050

and we are done with Lemma .
From the previous decomposition, we also obtain

1Qcfllr) S 1QefllLr ()

which implies that any Besov norm defined with Q; is bounded by the corresponding
norm for Q);. The reverse bound is true as well, though slightly more involved. We

)

[N Rl



SQUARE FUNCTION AND HEAT FLOW ESTIMATES ON DOMAINS 11

provide the proof for completeness. Consider f,h € C5°(2) and (f,g) fQ fg.
Then

+o0 +oo
qgw=—A <&ﬂﬂﬁmﬁ=—QA (0,5(t)f. (1)) di

“+o0
=2 / (0,S(t)f, 055 (s)h) dtds = 4 / (VS(5)0:S(t)f, VS(s)h) dtds
t<s 0

<
S

where we used our bound on vtV S(t) at fixed t. Then

/ ) VS (£),S(s) f dt
0

IVS(s)hllyr ds S /\/EllasS(S)fIIpHVS(S)th/ ds

p

d
W< [ IQulbIQuly <

from which we are done by Holder.

3.3. Proof of Proposition m Let us consider now the vector valued case u =
(u1)ieqa,..,ny for N > 2, where each u; solves (L4) with Dirichlet condition and
initial data f;. For the sake of simplicity we consider only real valued u;, and write

n

N n N
= Zulz, |Vul|2 = Z(ajul)2u |Vu|2 = ZZ (9; ul
=1 j=li=t

j=1

Notice that n is the spatial dimension and is fixed through the argument: hence
all constants may depend implicitely on n, while N is the dimension of H. For
p = 1,400, the boundedness of Q; follows from the Gaussian character of the time
derivative heat kernel, which is diagonal on H.

We proceed with @;. Multiplying the equation satisfied by u; by wu|u[P~2, in-
tegrating over 2 and summing up we immediately get (E) We now proceed to
obtain bounds for v(z,t) = (v;(z,t));, where v(x,t) = t'/2Vuy(x,t). Multiplying
the equation satisfied by v; by v;|v[P~2 where |v|> = ¢|Vu|?, summing up over | and
taking the integral over 2 yields

(3.17) |\u||Lp @ +ZZ/ /|V (0;u) 2| VulP~2 dedt+

=1 5=1

3

2)
+(p4 / /|V|Vu|2|2|Vu|p 4P/2 dudt = / [V ullf o 7> dt =

l\DI [
l\)l'E

where |V(9ju)|* = 31, (97 jw)?, [Vul* = PO > i—1(9w)?. Notice again that
the boundary term vanishes. Denote the last two 1ntegrals in the left hand side
by Ji, Jo. Like before, we perform integrations by parts in Ij defined in () to
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obtain

N
(3.18) /|VU|2k|U|p72k dr = —Z/ w Ay | Va2 FD P2 dy—
Q Q

N
Z/ulvulv [Vul?) | Va2 F=2 |y P~2* do—
Q

=1

n N
—(p—2k)) / O Owwr)?[ufP~>+2 da.
i=172 =1

For k> & + 1 we estimate the first term in the right hand side of (B.19) by

N N
/ Z 1/2 Z Aul 1/2|Vu|2(k 1) |u|p 2k Jo <

Q

N n
oS [ [ 9@ IVl ey [ [ a2,
= io/e e Q

and the second term in the right hand side of (B.1§) by
k— 1)(/ > @i(IVul*)? Vulp dCC)l/Q(/ |Vl FP 2 ) R d) V2,
Qi Q

where we used that

N n N N

> uVuV(|Vul?) Z S u) 2 (@an)*) 10,1V ul)| S ul | Val [ V([ Vul).
=1 i=1 1=1 =1

Since the last term in (B.1§) is negative, while the quantity we want to estimate is
positive we obtain from the last inequalities
(3.19)

T
/ |Vl ufP =2t dadt S ()2 + Ty gy S (4 o) P Loy
o Ja
From now on we proceed exactly like in the scalar case iterating sufficiently many
times to obtain the desired result, since we control I/, which is the RHS term of

(B.19) using (B.19).

3.4. A simple argument for () We now return to the first estimate in Lemma
: while we only deal with p = 2, there is nothing specific to the L? case in what
follows. Let x be a smooth cut-off near the boundary 9€2. Then v = (1 —x)u solves
the heat equation in the whole space, with source term [y, A]u:

(1= x)u = So(t)(1 — x)uo + / Solt — 3)[x. Alu(s) ds,

where Sy is the free heat semi-group. We have, taking advantage of the localization
near the boundary,

D6 Alell S COGXVullpzre2) < +oo,

L n+2 )
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by the energy inequality (B4). The integral equation on (1 — x)u features Sy for
which we have trivial Gaussian estimates, and both the homogeneous and inhomo-
geneous terms are C;(L?) and go to zero as time goes to +00. On the other hand,
by Poincaré inequality (or Sobolev),

t t
/0 Ixul2ds < / IVul2ds,

which ensures that ||xul||2 goes to zero as well at t = +o0.
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APPENDIX: FUNCTIONAL CALCULUS

We start by recalling the Dynkin-Helffer-Sjostrand formula ([i4, [[]) and refer
to the appendix of [ for a nice presentation of the use of almost-analytic exten-
sions in the context of functional calculus. In what follows we will also rely on
Davies’presentation ([[J]) from which we will use a couple of useful lemma.
Definition 3.8. (see [[§, Lemma A.1]) Let ¥ € C§° (R), possibly complex valued.
We assume that there exists ¥ € C5°(C) such that [0¥(z)| < C|Imz| and ¥|p = ¥
Then we have (as a bounded operator in L?(Q))

(3.20) U(—h*Ap) = /8\1/ Y(z 4+ h?Ap)~tdz Adz.

The next result ensures the existence of ¥ in the previous definition ( see [[L§,
Lemma A.2] and [24], where it is linked with Hadamard’s problem of finding a
smooth function with prescribed derivatives at a given point):

Lemma 3.9. If ¥ belongs to C5°(R) there exists U € C3°(C) such that U|p =
and

(3.21) 09 (2)| < Cn.g|Imz[N, VzeC, VYNeN.

Moreover, if U belongs to a bounded subset of C5°(R) (elements of B are supported
in a given compact subset of R with uniform bounds), then the mapping B> ¥ —
U € C§°(C) is continuous and Cn ¢ can be chosen uniformly w.r.t ¥ € B.

Remark 3.10. Estimate (B.21]) simply means that d¥(z) vanishes at any order on
the real axis. Precisely, if z = x + iy

ONU|g = (i0,)V | = (i0,)V V[g.
In particular if (z) = (1 4+ 22)'/2 then for any given N > 0, a useful example of an
almost analytic extension of ¥ € C§°(R) is given by

(x4 iy) = (Zam\p (1y m/m') (%),
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where 7 is a non-negative C*° function such that 7(s) = 1 if |s|] < 1 and 7(s) =0
if |s| > 2. For later purposes, we also set

N
def m e
0|y % Z/Rw () |(z) ™ da.
m=0

Our next lemma lets us deal with Lebesgue spaces.

Lemma 3.11. Let z ¢ R and |Imz| < |Rez|, then Ap satisfies

_ c 2l \*
(3.22) 1(z = Ap) e —rr(@) < ( 12 ) , Vz¢R

[Imz| \ |[Imz|

for 1 < p < +o0, with a constant ¢ = ¢(p) > 0 and a = a(n,p) > n|3 — % .

Remark that, for all h € (0,1], the operator h2Ap satisfies (B.23) with the same
constants ¢ and o (this is nothing but scale invariance).

For p = 2 the proof of Lemma is trivial by multiplying the resolvent equation
—Apu—+ zu = f by @ and we get a = 0; however for p # 2 it requires a non trivial
argument which we postpone to the end of this Appendix.

Corollary 3.12. For N > a+ 1 the integral () is norm convergent and Yh €
(0,1]
(3.23) ||‘I’(—h2AD)||LP(Q)—>LP(Q) < c|l¥| N1,

for some constant ¢ independent of h.

Remark 3.13. Notice how the Mikhlin multiplier condition (£.J) on ¥ does not
imply boundedness of ||¥||y11: we need extra decay at infinity.

Proof: By scale invariance it is enough to prove (B.2d) for A = 1. The integrand
in (B.2(]) is norm continuous for z ¢ R. If we set

UL =atiyln) <yl <2}, VY {z=2+iy0 < |y <2(2)},

then the norm of the integrand is dominated by
N gm
ey 070 (@)| = (2)™ 07| oo (1,2 Lo (@ + i)+
m=0

2N (xy\« .
oM @)Y () Il oy v (e + i),

Integrating with respect to y for N > a + 1 yields the bound

N
[W(=Ap)|lr(@)—rr0) S /R ( Z |0™W ()| ()™ +
m=0

+ 10N (@) (@) ) do = |41

One may then prove that the operator U(—Ap), acting on LP(Q), is independent
of N >1+n/2 and of the cut-off function 7 in the definition of ¥, see [[LF].
We now recall two lemma which will be useful when composing operators.

Lemma 3.14 (Lemma 2.2.5,[Ld)). If ¥ € C3°(R) has support disjoint from the
spectrum of —h*Ap then W(—h%?Ap) = 0.
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Lemma 3.15 (Lemma 2.2.6, [[J)). If ¥, ¥y € C°(R), then (¥1U,)(—h?Ap) =
Uy (—h2Ap)Ts(—h2Ap).

For the remaining part of the Appendix we prove the resolvent estimate (B.22)
from Lemma . If Rez > 0, this is nothing but a standard elliptic estimate. The
trouble comes with Rez < 0 and getting close to the spectrum. In R", one may
evaluate directly the convolution operator by proving its kernel to be in L!': this
follows from
20 (2 ey 4 cos? TP e 22, with 2 = e,
and a direct computation of L? norms of d%(z + [£|?)~!. By reflection, one then
extends this estimate to the half-space case, with both Dirichlet and Neumann
boundary conditions. By localizing L? estimates close to the boundary and flatten-
ing, one may then obtain the desired estimate ()7 such an approach is carried
out in [[l] in a greater generality (systems of Laplace equations, mixed boundary
conditions), at the expense of fixing the angle 6 and not tracking explicit depen-
dances on |z| and 6. While (relatively) elementary, such a proof is, out of necessity,
filled with lenghty calculations and most certainly does not provide the sharpest
constant. It is worth noting, however, that it relies on standard elliptic techniques.

To keep in line with the parabolic approach, we present a short proof, relying on
the holomorphic nature of S(w) in the half-plane Rew > 0. Remark that by our
L? bound on S(t), t € Ry, the trivial L? bound on S(w), Rew > 0, and Stein’s
parameter version of complex interpolation, one may easily derive that S(w) is
holomorphic in a sector around the positive real axis; but its angle will narrow
with large or small p. However the argument may be refined and S(w) was proved
to be holomorphic in the whole right half-plane in E], using in a crucial way the
Gaussian nature of the heat kernel on domains ([[L{]). This was extented to more
general settings in @, where an explicit bound is stated:

|w] >”|5;|+5

|Rew]

|2+ €2 = sin

(3.24) IS (w)||r—rr < Ce (

Then (B.29) is a direct consequence of the following standard computation: recall
the following formula, which is simply a Laplace transform,

(3.25) (z—Ap)~t= / eWADTWE )
L

where L can be chosen to be a half ray from the origin. Set z = re??, w = pe'?,

then
+oo
(Z - AD)—l — / epexp(i‘i’)AD—TPexPi(G-i-(p)dp-
0

Now, if Rez > 0, we may take ¢ = 0 and use estimates for the semi-group S(p). We
would like to extend the range to the Rez < 0 region, up to a thin sector around the
negative real axis (|7 — 6| < €); getting close to the spectrum is required if we want
to define U(—Ap) with ¥ € C§°(]0, +00]). One picks ¢ such that 2|0 + ¢| < ,
which ensures a decaying exponential in , provided we bound S(w) in LP. But
the condition on ¢ yields |¢| < 7/2, and the bound amounts to the holomorphy of
S(w). The constant in (B.24) translates into a (|z|/|Imz|)® factor, while integration
over p provides the remaining 1/|Tmz| in (B.29). This concludes the proof.
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