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Abstract. This paper aims at giving new results on the structural sen-
sitivity of biological networks represented by threshold Boolean networks
and ruled by Hopfield-like evolution laws classically used in the context
of neural and genetic networks. Indeed, the objective is to present how
certain changes and/or perturbations in such networks can modify sig-
nificantly their asymptotic behaviour. More precisely, this work has been
focused on three different kinds of what we think to be relevant in the bi-
ological area of robustness (in both theoretical and applied frameworks):
the boundary sensitivity (external fields, hormone flows, ...), the state
sensitivity (axonal or somatic modulations, microRNAs actions, ...) and
the updating sensitivity.

1 Introduction

Robustness studies in biological networks constitute now a real challenge on
both views i) of the evolution [1,2]: what kind of structures insensitive to envi-
ronmental perturbations have been selected? and ii) of the function [3,4]: which
type of critical part of a regulatory network is concerned by its function? The first
point concerns the speciation with inheritance of interaction architectures hav-
ing already shown their robustness and the second concerns the differentiation,
i.e., the ability to create new functions, corresponding to new dynamical regimes
of the network fulfilling new functions by optimising new local cost functionals.

A evolutionary view on inheritance of regulatory networks leads to build
phylogenetic trees of networks by using adequate distances between their inter-
action graphs in order to calculate barycenters of clusters and extract putative
ancestors. A way to validate these trees could be to follow the increasing ro-
bustness of their leaves and a good characterization of this robustness could
be a score incorporating three kinds of sensitivity: boundary sensitivity (to ex-
ternal chemico-physical fields like substrate input or to external controllers like
hormonal morphogenetic or growth factors), state sensitivity (to endogeneous
action like neuronal axonal modulations of microRNAs inhibition) and updating
sensitivity (to changes in dynamical behaviours induced by the mode of updating,
parallel, sequential, etc.). Each sensitivity can be quantified by the mean prob-
ability to change of stability basin under the corresponding perturbation [5,6].



So, in this paper, after having presented the major useful definitions in Sec-
tion 2, we give in Section 3 new results on the influence of boundary conditions
in stochastic Hopfield-like networks. More precisely, we focus on the differences
between the impact of extremal and“quincuncial” boundaries on theoretical net-
works, i.e., lattices on ZZ

2. In Section 4, we consider real regulatory networks,
one devoted to the control of hair morphogenesis in mice and the second to the
cell cycle control in superior eukaryotes, and we show in which way the addition
of critical nodes in these networks can perturb their attractors.

2 Preliminary definitions

We consider in the following Hopfield-like networks [7]. More precisely, we
denote by R a connected biological network of N nodes having two possible
activity states such that σi(t) = 0 (resp. 1) if node i is inactive (resp. active)
at time t. We call σ(t) = (σi(t))i∈R ∈ Ω = {0, 1}N the configuration of the
network at time t, where Ω is the set of all possible configurations of R. Such
networks can be represented by oriented graphs in which vertices correspond to
the nodes and the directed edges to the interactions between these nodes. Each
interaction is characterised by a potential which gives the weight of the action
that the source node gets on the destination node. Being given such an arbitrary
network R, we associate to it an interaction matrix WN×N whose coefficient
wij corresponds to the interaction potential that node j exerts on node i. More
precisely, the coefficient wij can be positive or negative depending on the fact
that node j tends to respectively activate or inhibit node i and is null if j has
no influence on i.

In these networks, the centre is defined by the set of nodes whose eccentricity
(i.e., maximal length of the shortest paths to reach from the different nodes all
the others) is minimal and the boundary by the set of Gardens of Eden (i.e.,
nodes whose inner degree is null) whose distance to the center is greater than
the minimal distance from the center to all its accessible pendant edges (i.e.,
nodes whose outer degree is null). Note that if there is not such pendant node,
the boundary of the network is the set of all Gardens of Eden.

In the sequel of this article, we will focus on two different kinds of Hopfield-
like neural networks whose evolution is ruled either by a deterministic law or by
a stochastic law. Let us now present these two evolution laws.

Let Ni be the neighbourhood of node i, i.e., the set of nodes j’s having an
influence on i. More formally, j ∈ Ni ⇔ wij 6= 0. Let us also denote by H(σi(t))
the interaction potential of node i at time t. H(σi(t)) is then defined by:

H(σi(t)) =
∑

j∈Ni

wij · σj(t) − θi

where θi is the activation threshold of node i, i.e., the quantity of interaction
potential that has to be overtaken in order to node i becomes (or stays) active.



From this interaction potential, we define respectively as follows the deter-
ministic (rule 1) and the stochastic (rule 2) Hopfield-like evolution rules:

σi(t + 1) = H(H(σi(t))) (1)

where H is the Heaviside (or sign-step) function such that:

H(x) =

{

0 x ≤ 0

1 otherwise

and

P (σi(t + 1) = α | σj(t), j ∈ Ni) =
eα·H(σi(t))/T

1 + eH(σi(t))/T
(2)

where T is the temperature of the system.
Let us remark that the temperature allows to render the system more or less

probabilistic. Indeed, when the temperature tends to 0, the stochastic rule is
equivalent to the deterministic one and, when the temperature tends to infinity,
the probability for the state of a node to be equal to 1 is 1

2 .

3 Extremal and “quincuncial” boundaries in 2D

theoretical networks

The comprehension of the behaviour of real biological regulatory networks
is a difficult problem that researchers, from many different disciplines, are now
more and more to study. Some works have highlighted the particular topology of
biological networks such as neural and genetic regulation networks [8,9]. Never-
theless, their behaviour can be sometimes better understood by studying more
theoretical networks such as the ones of cellular automata [10]. However, most
researches have been focused on the comprehension of emergent phenomena in
infinite and periodic (toric) cellular automata [11,12], which could be criticised
from a biological point of view. Indeed, living systems do not develop infinitely
and each of their components, e.g., a cell, is confined in a large but finite space.
That is why, in this part, we decide to focus on finite systems, with fixed bound-
aries surrounding them. More precisely, in [13], the authors present simulation
results highlighting that the influence of fixed boundary conditions can lead to
the emergence of phase transitions in the asymptotic behaviour of stochastic
Hopfield-like networks. In this section, with the same method, we decide to go
further and show that the nature of the deployed fixed boundary conditions can
affect quantitatively these phase transitions.

3.1 Definitions and simulation protocol

The networks on which we focus here are represented by two-dimensional
square lattices whose elements are located at vertices of Z

2 and are governed
by the stochastic evolution law. More formally, if we denote such a network



composed by N nodes by R, it is defined by: R = ([−k, . . . , k]× [−k, . . . , k])∩Z
2

and N = (2 · k + 1)2. Furthermore, the neighbourhood of a node i belonging to
R is the set of five nodes composed by i itself and its four nearest neighbours
j1, j2, j3, and j4 such that ∀k ∈ {1, ..., 4}, d(i, jk) = 1. Likewise in [13], we define
the boundary of such a network by the set of nodes of degree (i.e., number of
neighbours in R) less or equal than 4. In the same way, we define the centre c of
the network by the node being at equal distance of the four corners of the lattice.
Let us remark that these definitions of boundary and centre can be generalised
to arbitrary oriented graphs by using the definition of graph eccentricity as
in [5,6] and that they are also in respect with the ones given in Section 2. As
it has been introduced above, the objective is to compare the effects on the
asymptotic behaviour of such networks induced by fixed boundary conditions
of different nature. In order to have more chance to obtain significant results
on this subject, we study the two farthest kinds of boundary conditions in the
spectrum of possibles, i.e., the extremal and the quincuncial ones. By stretching
out the boundary conditions by beginning from the upper left corner of the
lattice and going clockwise, we can represent them by vectors of size 4 ·

√
N − 4.

The extremal ones (denoted by Be) are then distinguished in two types: B
(0)
e =

{0, 0, . . . , 0} and B
(1)
e = {1, 1, . . . , 1} as well as the quincuncial ones (denoted by

Bq): B
(01)
q = {0, 1, 0, 1, . . . , 0, 1} and B

(10)
q = {1, 0, 1, 0, . . . , 1, 0}.

We define the activity of a node i by the number of time iterations at which
i is active. The measure of the influence of fixed boundary conditions is based
on the computation of the asymptotic activity of the centre of the network. Let
us denote by Tt the transient time during which the system evolves to reach its
asymptotic behaviour and by Ts the sampling time during which the activity
of the centre is computed. Thus, the central activity of a network is defined
by: S =

∑

t∈Ts
σc(t) and corresponds consequently to the number of sampling

time iterations during which the center c has been observed active. Depending
on the chosen fixed boundary conditions, we can easily obtain S(0), S(1), S(01)

and S(10). The measures (computed thanks to Monte-Carlo simulations) are

then respectively for extremal and quincuncial boundaries: Se = |S(0)−S(1)|
|Ts|

and

Sq = |S(01)−S(10)|
|Ts|

. It has been shown in [13] that, in certain domains of the

parameters u0 = wii

T and u1 =
wij

T and for networks sizes of different order of
magnitude, the influence of fixed boundary conditions is significant and leads
to the emergence of phase transitions. In this work, we focus on homogeneous
(isotropic and translation invariant) attractive (u1 > 0) and repulsive (u1 < 0)
networks. Since the existence of phase transitions has been highlighted in [13],
we simulate the asymptotic behaviour of small 2D networks of size 11 × 11 and
execute a Monte-Carlo algorithm on 500 different initial configurations of density
0.5, i.e., the probability for a node to be activated at time t = 0 is equal to 1

2 .

3.2 Results

Let us now present some new results concerning the correlations between the
influence and the nature of fixed boundary conditions. We emphasise the higher



influence of extremal boundaries in attractive Hopfield-like networks before high-
lighting the significant impact of quincuncial boundaries in repulsive networks.
To do that, we focus on the measures Se and Sq defined above and on the specific
probabilities to observe (in the phase transitions domains of parameters u0 and
u1) the following extremal and quincuncial patterns over sampling time on the
central square of size 3 × 3:

p0 =

◦ ◦ ◦
◦ ◦ ◦
◦ ◦ ◦

p1 =

• • •
• • •
• • •

p01 =

◦ • ◦
• ◦ •
◦ • ◦

p10 =

• ◦ •
◦ • ◦
• ◦ •

In particular, we emphasise that the computed measures Se and Sq are correlated
to these probabilities that give a statistical explanation of the quantitative differ-
ences observed. We define by P 0

0 (resp. P 0
1 , P 0

01, P 0
10) the probability to observe

the pattern p0 when boundaries states are fixed to 0 (resp. 1, the quincunx 01 and
the quincunx 10). In the same way, we define by P 1

x (resp. P 01
x , P 10

x ) the proba-
bility to observe p1 (resp. p01, p10) where x can be 1, 01 or 10. The probability
measure, depending on the probabilities to observe specific patterns, relevant to
establish the correlation introduced above, is the minimal proportion P of sam-
pling time iterations on which different patterns (specific or not) can be observed.
Indeed, observing different patterns is a necessary condition to observe values
variations of the measures S(0) and S(1) or S(01) and S(10). In the logic terminol-
ogy, the event E of probability P is defined in the extremal (resp. quincuncial)
boundaries case by Ee = ¬((E0

0 ∧ E0
1) ∨ (E1

0 ∧ E1
1) ∨ (E01

0 ∧ E01
1 ) ∨ (E10

0 ∧ E10
1 ))

(resp. Eq = ¬((E0
01 ∧E0

10)∨ (E1
01 ∧E1

10)∨ (E01
01 ∧E01

10)∨ (E10
01 ∧E10

10))) where Ep
x

denotes the event of probability P p
x to observe the pattern p with the boundary

x. Since we want to obtain probabilities lower bounds, the probabilities Pe and
Pq are defined by complement to 1 of the maximal probabilities to have a specific
pattern and we have the following lower bounds:

Pe ≥ 1 − [
∑

x=0, y=1

min(P 0
x , P 0

y ) + . . . + min(P 10
x , P 10

y )]

Pq ≥ 1 − [
∑

x=01, y=10

min(P 0
x , P 0

y ) + . . . + min(P 10
x , P 10

y )]

Notice that the standard deviations of the P’s are the sum of the four maximal
standard deviations of the couples (P p

x , P p
y ) where p = 0, 1, 01, 10 and that for

(x, y) = (0, 1) or (01, 10).

Let us first focus on attractive networks. The figures presented in Table 1
show that the influences exerted by extremal and quincuncial fixed boundary
conditions are qualitatively very close. Indeed, the two kinds of boundary con-
ditions bring to the emergence on the straight line u0 + 2 · u1 = 0 of a phase
transition that has been studied in [13]. However, the emergence of phase tran-
sition is quantitatively significantly more important with extremal than with
quincuncial boundary conditions, which can be explained by the probabilities
introduced above and presented in the second part of Table 1. Before studying
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Extremal boundary conditions Quincuncial boundary conditions

P
0

0 0.00 ± 3 · 10−5
P

0

1 0.00 ± 2 · 10−5
P

0

01 0.00 ± 3 · 10−5
P

0

10 0.00 ± 2 · 10−5

P
1

0 0.02 ± 5 · 10−4
P

1

1 0.63 ± 2 · 10−3
P

1

01 0.57 ± 2 · 10−3
P

1

10 0.55 ± 2 · 10−3

P
01

0 0.31 ± 2 · 10−3
P

01

1 0.00 ± 1 · 10−4
P

01

01 0.02 ± 6 · 10−4
P

01

10 0.03 ± 7 · 10−4

P
10

0 0.31 ± 2 · 10−3
P

10

1 0.00 ± 2 · 10−4
P

10

01 0.03 ± 6 · 10−4
P

10

10 0.03 ± 7 · 10−4

Table 1. Simulation results obtained with attractive Hopfield-like networks pre-
senting the values of the two measures Se and Sq and, below, the probabilities
(with their 95% confidence intervals) on the phase transition line (u0+2 ·u1 = 0)
to observe specific patterns on the central square.
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0
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P

0
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P
1

0 0.00 ± 0.00 P
1

1 0.00 ± 0.00 P
1

01 0.00 ± 0.00 P
1

10 0.00 ± 0.00

P
01

0 0.24 ± 2 · 10−4
P

01

1 0.23 ± 2 · 10−4
P

01

01 0.80 ± 2 · 10−4
P

01

10 0.00 ± 7 · 10−7

P
10

0 0.49 ± 2 · 10−4
P

10

1 0.53 ± 2 · 10−4
P

10

01 0.00 ± 0.00 P
10

10 0.76 ± 2 · 10−4

Table 2. Simulation results obtained with repulsive Hopfield-like networks. The
reading of these results is the same than in Table 1.

these probabilities, let us give some intuition about the behaviour of such net-
works on the transition line with extremal and quincuncial boundaries. First, in
the case of extremal boundaries, we can think intuitively that the active bound-
ary nodes tends to activate their neighbours. Once active, these neighbours tend
to activate their own neighbours and, by induction, tend to propagate the active
state until the centre of the network. Thus, an active boundary tends to cre-
ate an important proportion of patterns p1 on the central square. Furthermore,



the intuition in the case of an inactive boundary is that, since the latter has
no influence and since we are on the transition line, no nodes are fixed to an
active state and the activating interaction potentials wij ’s in the networks are
counter-balanced by the inhibiting interaction potentials wii’s (autoinhibitions).
Consequently, there are only few chances that two neighbour nodes are active
together. Thus, the most probable patterns are the quincuncial ones p01 and
p10. Eventually, quincuncial boundaries should create an important proportion
of patterns p1 since the fixed active nodes tend to activate their neighbourhood
in particular for important values of u1. Let us remark that all these intuitions
are confirmed by the computed probabilities (see Table 1).

To conclude on attractive networks, let us note that: (i) in the quincuncial
boundaries case, the minimal probability Pq for which significant values of the
measure Sq can be observed is Pq = 1 − (0.55 + 0.02 + 0.03) = 0.40; (ii) in the
case of extremal boundaries, Pe is equal to 1 − (0.02) = 0.98.

Consequently, in attractive networks, on the phase transition line, an event
at which Se is incremented has at least 0.98

0.40 ≈ 2.45 times more chances to occur
than an event at which Sq is incremented.

In the case of repulsive networks, the same kind of phenomenon appears.
Indeed, the “parabolic” phase transitions (see [13]) induced by the influence of
boundary conditions do not depend qualitatively on the nature of boundaries:
with extremal and quincuncial boundaries, their parametric domain of emergence
stay similar. However, here also, significant quantitative differences appear and,
contrary to the attractive case, quincuncial boundaries appear to have more im-
pact (see Table 2). Before explaining this phenomenon and because the behaviour
of repulsive networks are less intuitive, let us show why quincuncial boundaries
tend to lead their own pattern until the central square of the network.

Fig. 1. Construction of a repulsive network with quincuncial boundaries.

Proposition 1. In a repulsive Hopfield-like network represented by a square

lattice of odd side size in Z
2, quincuncial boundaries tend to reproduce their own

pattern the centre of the network.

Proof. The proof is done by induction on a square lattice of odd side size n and

by considering the assumption that the quincuncial boundary is B
(01)
q . The aim

is to show how to build the most probable configuration being only given the
boundary. Let us consider at first time the square K

q
1 of size 2 × 2 in the upper



left corner of the lattice R∪∂R, where ∂R is the boundary of R. As we know the
states of boundary nodes, we have to evaluate the state of the node n1 located
at the bottom right corner of K

q
1 . The known nearest neighbours of this node

are active (by hypothesis on the nature of the boundary). Since the network is
repulsive, these two nodes tend to inhibit n1. Let us now consider the square K

q
2

of size 3×3 in the upper left corner of the lattice for which we know the state of
six nodes. Let us focus on the middle right (n2) and bottom centre (n3) nodes
of K

q
2 . Their known nearest neighbours are inactive. Thus, n2 and n3 tend to be

activated by their own activating retroaction potential and, consequently, as it
was the case for K

q
1 , they tend to inhibit their nearest neighbour n4 located at

the bottom right corner of K
q
2 . By induction, if we build the network of side size

n by constructing step by step upper left squares of side size bigger and bigger,
one remark that all the inner squares of odd side size whose centre is the centre
of the network contain exactly the pattern of the boundary. It is easy to show

that the result stays true if we change boundary B
(01)
q by B

(10)
q (see Figure 1).

Thus, we have the expected result. �

The probabilities given in Table 2 show that the most probable central pat-
tern with extremal boundaries is p10. Let us now explain these probabilities and
show why the extremal boundaries tend to produce the pattern p10 on the central
square of repulsive networks.

Fig. 2. Construction of a repulsive network with extremal boundaries for impor-
tant inhibiting interaction potentials.

Proposition 2. In a repulsive Hopfield-like network represented by a square lat-

tice of odd side size in Z
2, extremal boundaries tend to reproduce the quincuncial

pattern p10 until the centre of the network if the inhibiting interaction potentials

are greater than the activating retroaction potentials.

Proof. Here also, the proof is performed by induction on a square lattice of odd

side size n and by considering extremal boundaries B
(1)
e . Let us perform the proof

by building the most probable configuration being only given the boundary. Let
us consider the square Ke

1 of size 2 × 2 in the upper left corner of the lattice.
The node n1 at the bottom right corner of Ke

1 is surrounded by two active nodes
which tend to inactive n1. Let us now consider the square Ke

2 of size 3×3 in the
upper left corner of the lattice. Both the middle right and bottom centre nodes



n2 and n3 have one active neighbour. Since we focus on repulsive networks and
have done the hypothesis that the inhibiting interaction potentials are sufficiently
important, they both tend to be inactivated. Thanks to this hypothesis, it easy
to remark that all the neighbours of the boundary nodes are inactivated by the
latter. Let us continue with the construction of Ke

2 and consider the node n4

located at the bottom right corner of Ke
2 . At this step, n4 is only surrounded

by two inactive nodes. Thus, as no node exerts an inhibiting potential on it, n4

has good chance to activate itself thanks to its retroaction potential and will
tend to inhibit its other neighbours at next step. By induction, if we build the
network of side size n by constructing step by step upper left squares of side size
bigger and bigger, one remark that, except the central square of side size n− 2,
all the other central squares of odd side size contain exactly the pattern p10. Let

us remark that the proof for the extremal boundary B
(0)
e is captured here (see

Figure 2). Consequently, we have the expected result. �

This proposition is based on the hypothesis that the inhibiting interaction
potentials are greater than the activating retroaction potentials. However, the
probabilities obtained by simulations have been computed for the whole phase
transition domain in which the values of the parameter u0 are greater than those
of u1 approximatively in 50 percent of the cases. Consequently, it seems that this
proposition stay true even without the hypothesis. Besides, we have checked this
assumption by computing the probabilities to observe the specific patterns p0,
p1, p01 and p10 on the domain of phase transition delimited by 4 ≤ u0 ≤ 5 and
−2.5 ≤ u1 ≤ −2. The obtained probabilities are:

P
0

0 P
1

0 P
01

0 P
10

0

0.00 ± 0.00 0.00 ± 0.00 0.37 ± 2 · 10−3 0.52 ± 2 · 10−3

P
0

1 P
1

1 P
01

1 P
10

1

0.00 ± 0.00 0.00 ± 0.00 0.28 ± 2 · 10−3 0.59 ± 2 · 10−3

and show that the hypothesis is not necessary for Proposition 2 to be valid.
To conclude on repulsive networks, let us note that: (i) in the extremal bound-

aries case, the minimal probability Pe for which significant values of the measure
Se can be observed is Pe = 1−(0.23+0.49) = 0.28; (ii) in the case of quincuncial
boundaries, Pq is equal to 1.

Consequently, in repulsive networks, on the phase transition line, an event
at which Sq is incremented has at least 1

0.28 ≈ 3.57 times more chances to occur
than an event at which Se is incremented.

4 Architecture of real genetic regulation networks

In this section, we will show that the previous results on the dependence of
core states on the boundary states of the interaction network are also observed
in real regulatory networks. We will use for that two simple real genetic net-
works, the first related to the control of the cell cycle in superior eukaryotes and
the second to the regulation of hair morphogenesis in mice. Since we have no



particular indication about the interaction weights, we fix their absolute values
to 1 and the thresholds to 0 and use the deterministic Hopfield-like evolution
law.

4.1 Cell cycle

E2F

Rbp Rb

Rb−E2FRbp−E2F

CycA_Cdk2

pCyCE_Cdk2

pCycA_Cdk2

p27

Cdk2

miRNA 159

CyCE_Cdk2

Fig. 3. Genetic regulation network controlling the cell cycle in eukariotes cells
(the strongly connected component containing the central node Rbp-E2F is in a
light grey space and the boundary node is in a dark grey space).

Sequential updating Parallel updating

Nature Attractor ABRS Attractor ABRS AD

Fixed point 1 000000000000 6.25% 000000000000 0.5% 1.45

Fixed point 2 000000011111 56.25% 000000011111 99.5% 5.40

Limit cycle 1 000000001000 37.5% None

000000010111

Table 3. Attractors and attraction basins relative sizes (ABRS) of the cell cycle
network dynamics for the sequential and parallel updating iteration modes. The
nodes are ordered as follows: p27, Cdk2, pCyCE Cdk2, CyCE Cdk2, miRNA
159, pCycA Cdk2, CycA Cdk2, Rbp-E2F, Rb-E2F, E2F, Rbp and Rb. The at-
tractor average distance (AD) is the average number of transitions needed from
an initial configuration to reach the attractor ; this average distance is correlated
with the ABRS.

The genetic network controlling the cell cycle in superior eukariotes cells [14,15]
possesses a core made of the gene Rbp-E2F (whose eccentricity is equal to 2)
whose strongly connected component is down-regulated in human by one micro-
RNA (miRNA 159 acting on the transcription factor E2F). The frontier of its
interaction graph contains the two elements Cdk2 and miRNA 159. For this
study, we have focused on the impact of two nodes: the boundary node miRNA
159 because of its direct interaction on the central strongly connected component
and the protein p27 since it has the interesting characteristic to be the node of



maximal eccentricity (= 7) in the interaction graph (see Figure 3). Note that
the interaction graph contains only one connected component having at least
one (here two) positive circuit of interactions (a circuit is positive if its number
of inhibiting edges is even). Hence, from [16,17,18,19,20,21,22], we can expect
only 21 = 2 fixed configurations for the network dynamics and an upper bound
for this number of 22. On Table 3, we see that, if the state of p27 and miRNA
159 are not fixed to particular values, then this number is in reality 2, plus one
(resp. zero) limit cycle in the case of sequential (resp. parallel) updating mode.
The conjecture that the number of fixed configurations is equal to 2m, where m

is the number of connex components having at least one positive circuit is here
available, as well as the upper bound. The asymptotic result [22] claiming that
the number of attractors is of the order of magnitude of the square root of the
network size (here

√
12) is also verified. If the boundary state of p27 is fixed to

1, then we keep in the parallel case the two fixed configurations. If the state of
miRNA 159 is fixed to 1, due to its constant inhibition, we observe 6 attractors
in the parallel case:

Nature Attractor ABRS

Fixed point 1 000010000000 0.12%

Fixed point 2 000010011011 0.54%

Limit cycle 1 000010001010 10.6%

000010010001

Limit cycle 2 000010010011 26.6%

000010001011

000010011001

000010011010

Limit cycle 3 000010010010 32.4%

000010000011

000010001001

000010011000

Limit cycle 4 000010000010 23.7%

000010000001

000010001000

000010010000

If we fix both p27 and miRNA 159 to 1, we keep the previous attractors.

4.2 Mice hair

The genetic network controlling the hair morphogenesis in mice [23] has a
core containing 2 genes, β-catenin and Cyclin D1 (whose eccentricity is equal to
5, see Figure 4) with a motif called incoherent feed-forward [24]. Its boundary
is composed by the five following nodes: Smad3, miRNA 141, EphA3, SrC and
Zfhx3. In the following, we are going to focus on the influence induced by the two
boundary nodes of maximal eccentricity (= 9) which have two different actions
on the network. Indeed, the strongly connected component containing the core
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p53

Cyclin D1
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miRNA 141

Zfhx3
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β-catenin

β-catenin/LEF/TCF/BL9/CBP

Fig. 4. Genetic regulation network controlling the hair morphogenesis in mice
(the strongly connected component containing the central nodes is in a light grey
space and the boundary nodes are in a dark grey space).

Sequential updating Parallel updating

Nature Attractor ABRS Attractor ABRS AD

Fixed point 1 0000000000000000 1.56% 0000000000000000 ≈ 0.00% 0.75

Fixed point 2 0011111001101110 96.88% 0011111001101110 99.66% 4.14

Fixed point 3 0000010000001100 1.56% 0000010000001100 ≈ 0.00% 0.5

Limit cycle 1 None – 0011010001101100 0.34% 2.45

0000111000001110

Table 4. Attractors and attraction basins relative sizes (ABRS) of the dynamics
of the network modelling the hair morphogenesis of mice for the sequential and
parallel updating iteration modes. The nodes are ordered as follows: miRNA 141,
EphA3, p53, Vav3, Stk11, Wnt2, RhoA, Smad3, SrC, Id3, Cyclin D1, Zfhx3,
Sox11, β-catenin, cMyc and β-catenin/LEF/TCF/BL9/CBP.

is down-regulated in human by the micro-RNA 141 [25,26], acting on the protein
p53, and up-regulated by the protein phosphatase EphA3. The interaction graph
contains only one connected component having at least one (here five) positive
circuits of interactions, as in the previous example of the cell cycle, we expect
only 21 = 2 fixed configurations for the network dynamics and an upper bound
of 25. On Table 4, we see that, if the boundary state of miRNA 141 is not
fixed to a specific value, then this number is in reality 3, plus one limit cycle
in the case of parallel updating mode, which disappears by introducing delays
in the graph for the indirect interactions (arrows in dashed lines on Figure 4)
for which we introduce each time an intermediary node (i.e. one node between
Stk11 and Wnt2, one between RhoA and Cyclin D1 and one between SrC and
Cyclin D1). The conjecture introduced above is false in this case but the upper
bound stays correct. The asymptotic (in the number of genes) result claiming
that the number of attractors is of the order of magnitude of the square root of
the network size (here

√
16) is also verified. If the boundary state of miRNA 141



is equal to 1, then we keep in the parallel case the same attractors by chanching
the state of miRNA 141 from 0 to 1 (we only have the state of p53 constantly
equal to 0 due to the inhibition), conserved (except the limit cycle) by adding
delays. On the contrary, by changing the state of EphA3 from 0 to 1, we have
only one fixed configuration in the parallel case: 0111111001101110, conserved
by adding delays.

5 Conclusion

We have studied, in this paper, the influence of boundaries on Hopfield-like
regulatory networks: this influence is present in case of quincuncial boundaries
for neural networks especially when the interactions are repulsive. The sensitivity
in real genetic networks appears also dominant in the case of inhibitory actions
exerted by micro-RNAs. A more systematic study could be processed in the
future in order to confirm this dominant influence of negative interactions, for
which the Hopfield-like regulatory networks seem to be less robust than for the
positive ones (activations).
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