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Abstract. In abstract interpretation-based data-flow analysis, widening opera-
tors are usually used in order to speed up the iterative computation of the mini-
mum fix-point solution (MFP). However, the use of widenings may lead to loss
of precision in the analysis. Acceleration is an alternative to widening that has
mainly been developed for symbolic verification of infinite-state systems. In-
tuitively, acceleration consists in computing the exact effect of some control-
flow cycle in order to speed up reachability analysis. This paper investigates
acceleration in convex data-flow analysis of systems with real-valued variables
where guards are convex polyhedra and assignments are translations. In partic-
ular, we present a simple and algorithmically efficient characterization ofMFP-
acceleration for cycles with a unique initial location. We also show that the MFP-
solution is a computable algebraic polyhedron for systems with two variables.

1 Introduction

Formal verification of safety properties on a system is usually based on the automatic
(or manual) generation ofinvariantsof the system. Invariants are over-approximations
of the set of all reachable configurations in the system. Thisover-approximation must
be precise enough in order to determine which safety properties are satisfied by the
system. Data-flow analysis, and in particular abstract interpretation [CC77], provides a
powerful framework to develop analysis for computing such invariants.

For systems with numerical variables,linear relation analysisaims at comput-
ing invariants expressing linear relationships between variables [Kar76, CH78, Min01,
SSM04, BHRZ05]. The desired invariant corresponds to the minimum fix-point (MFP)
solution of the system’s approximate semantics in some numerical domain, and it may
be computed by Kleene fix-point iteration. However, the computation may diverge and
widening/narrowing operators[CC77, CC92] are often used in order to enforce con-
vergence at the expense of precision. This may lead to invariants that are too coarse to
prove the desired safety properties on the system to be verified.

Acceleration is an alternative to widening that has mainly been developed for sym-
bolic verification of infinite-state systems [BW94, CJ98, FIS03, FL02, BIL06]. Intu-
itively, acceleration consists in computing the exact effect of some control-flow cycle in
order to speed up Kleene fix-point computations in reachability analysis. Accelerated
symbolic model checkers such as LASH, TREX, and FAST successfully implement this
approach. While being more precise than widening, acceleration is also more computa-
tionally expensive.



Our contribution. We aim at developing methods that speed up the iterative computa-
tion of the MFP-solution,without any loss of precision. We focus on a class of systems
with real-valued variables, the so-calledguarded translation systems(GTSs). This class
intuitively represents programs where conditions are closed convex sets and transfor-
mations are restricted to translations. We investigate acceleration of data-flow analysis
for this class in the complete lattice of closed convex subsets of Rn. To discuss com-
putability issues, we devote particular attention to the class of rational polyhedral GTSs,
where conditions are rational polyhedra and translation vectors are rational.

Recast in our setting, the (exact) acceleration techniquesmentioned above consist
in computing the merge over all path (MOP) solution along some (simple) cycle, which
we callMOP-acceleration. We show that the MOP-acceleration of any cycle is an ef-
fectively computable rational polyhedron for rational polyhedral GTSs. However MOP-
acceleration is not in general sufficient to guarantee termination of the Kleene fix-point
iteration, even for cyclic GTSs. We therefore investigateMFP-acceleration, which basi-
cally amounts to computing the MFP-solution of the system restricted to a given cycle.
In other words, MFP-acceleration directly gives the MFP-solution for cyclic GTSs.

We obtain a surprisingly simple expression of the MFP-acceleration for cycles with
a unique initial location. For rational polyhedral GTSs, this characterization shows that
the MFP-acceleration is an effectively computable rational polyhedron for these cycles.
This result cannot be extended to arbitrary cycles, as we give a3-dim (i.e. three real-
valued variables) cyclic example where the MFP-solution isnot a polyhedron. We then
focus on2-dim GTSs and we prove that the MFP-solution is an effectively computable
algebraic polyhedron (i.e. with algebraic coefficients) for general rational polyhedral
2-dim GTSs. Even for cyclic GTSs in this class, the polyhedralMFP-solution can be
non-rational.

Related work. Karr introduced in [Kar76] an algorithm for computing the exact MFP-
solution in the lattice of linear equalities. In [CH78], Cousot and Halbwachs framed
linear relation analysis as an abstract interpretation andprovided the first widening
operator over the lattice of rational polyhedra. This approach only provides an over-
approximation of the MFP-solution. Many refinements of thisoriginal widening opera-
tor have since been studied [BHRZ05] to limit the loss of precision. Recently Gonnord
and Halbwachs [GH06] introduced the notion of abstract-acceleration as a complement
to widening for linear relation analysis. We show that whilemaintaining the same com-
putational complexity, our MFP-acceleration is “better” than abstract-acceleration in
the sense that MFP-acceleration enforces convergence of the Kleene fix-point iteration
strictly more often than abstract-acceleration. On another hand [GH06] also investigates
acceleration of multiple loops and the combination of translations and resets.

Outline. The rest of the paper is organized as follows. Section 2 recalls some back-
ground material on lattices and convex sets. We introduce guarded translation systems
in section 3, along with MOP-acceleration and MFP-acceleration for these systems.
We present in sections 4 and 5 our results on MOP-acceleration and MFP-acceleration
for guarded translation systems. Section 6 is devoted to theMFP-solution of general
guarded translation systems in dimension not greater than2. Most proofs are only
sketched in the paper, but detailed proofs are given in appendix. This paper is the long
version of our FSTTCS 2007 paper.
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2 The Complete Lattice of Closed Convex Sets

2.1 Numbers, lattices and languages

The paper follows theISO 31-11 international standard for mathematical notation. We
respectively denote byZ, Q andR the usual sets of integers, rationals and real numbers.
Recall that a (real)algebraic numberis any real number that is the root of some non-
zero polynomial with rational coefficients. We writeA the set of all (real) algebraic
numbers. It is well-known from Tarski’s theorem thatreal arithmetic, the first-order
theory〈R,+, ·〉 of reals with addition and multiplication, admits quantifier elimination
and hence is decidable. It follows that any real numberx is algebraic iff{x} is definable
in real arithmetic. We denote byN,Q+,A+,R+ the restrictions ofZ,Q,A,R to the non-
negatives.

Recall that acomplete latticeis any partially ordered set(L,⊑) such that every
subsetX ⊆ L has aleast upper bound

⊔

X and agreatest lower bound
d

X. The
supremum

⊔

L and theinfimum
d

L are respectively denoted by⊤ and⊥. A function
f ∈ L → L is monotonicif f(x) ⊑ f(y) for all x ⊑ y in L. It is well-known from
Knaster-Tarski’s theorem that any monotonic functionf ∈ L → L has aleast fix-point
given by

d {x ∈ L | f(x) ⊑ x}. For any monotonic functionf ∈ L → L, we define
the monotonic functionf∗ in L → L by f∗(x) =

d {y ∈ L | (x ⊔ f(y)) ⊑ y}. In
other wordsf∗(x) is the least post-fix-point off greater thanx. Observe thatf∗(x) =
x ⊔ f(f∗(x)) for everyx ∈ L.

For any complete lattice(L,⊑) and any setS, we also denote by⊑ the partial order
on S → L defined as the point-wise extension of⊑, i.e.f ⊑ g iff f(s) ⊑ g(s) for all
s ∈ S. The partially ordered set(S → L,⊑) is also a complete lattice, with lub

⊔

and
glb

d
satisfying(

⊔

F )(s) =
⊔ {f(s) | f ∈ F} and(

d
F )(s) =

d {f(s) | f ∈ F} for
any subsetF ⊆ S → L.

For any setS, we writeP(S) for the set of subsets ofS. The partially ordered set
(P(S),⊆) is a complete lattice, with lub

⋃

and glb
⋂

. The identity function over any
setS is written1S , and shortly1 when the setS is clear from the context.

Let Σ be a (potentially infinite) a set ofletters. We writeΣ∗ for the set of all (finite)
sequencesl1 · · · lk overΣ, andε denotes theemptysequence. Given any two sequences
w andw′, we denote byw · w′ (shortly writtenw w′) their concatenation. A subset of
Σ∗ is called alanguage.

2.2 Closed convex sets and polyhedra

We assume a fixed positive integern called thedimension. The components of avector
x ∈ Rn are denoted byx = (x1, . . . , xn). Operations on vectors are extended to subsets
of Rn in the obvious way, e.g.S +S′ = {x+x′ | x ∈ S,x′ ∈ S′} for anyS, S′ ⊆ Rn.
When there is no ambiguity, the singleton{x} is shortly writtenx to unclutter notation,
e.g. we writex + S instead of{x} + S. Recall that themaximum norm||·||∞ onRn

is defined by||x||∞ = max{|x1|, . . . , |xn|}. A subsetS of Rn is calledboundedif
{||x||∞ | x ∈ S} ⊆ [0, b] for someb ∈ R. The (topological) closure, interior and
boundaryof a subsetS of Rn are respectively denoted byclo(S), int(S) andbd (S).
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We now recall some notions aboutconvexsubsets ofRn (see [Sch86] for details).
Recall that this class of subsets ofRn is closed under arbitrary intersection. Theconvex
hull of any subsetS ⊆ Rn, written conv (S), is the smallest (w.r.t. inclusion) convex
set that containsS. Note thatconv (S) is closed whenS is finite, but this is not true
in general. We devote particular attention in the sequel to closed convex subsets ofRn.
This class of subsets ofRn is also closed under arbitrary intersection. Theclosed convex
hull of any subsetS ⊆ Rn, writtencloconv (S), is the smallest (w.r.t. inclusion) closed
convex set that containsS. Remark thatcloconv (S) = clo(conv (S)). For any vector
d ∈ Rn, we define↑d to be the convex set↑d = {λ d | λ ∈ R+}. Therecession cone
0+S of any subsetS of Rn is the set of all vectorsd ∈ Rn such thatS + ↑d ⊆ S.
Note that0 ∈ 0+S. If C is a closed convex subset ofRn then0+C is also closed and
convex. If moreoverC is non-empty then for anyd ∈ Rn, we haved ∈ 0+C iff there
existsx ∈ C such thatx + ↑d ⊆ C.

Let us fixF ∈ {Q,A,R}. A subsetS of Rn is called anF-half-spaceif there exists
α ∈ Fn \ {0} andc ∈ F such thatS = {x ∈ Rn | α1 x1 + · · · + αn xn ≤ c}. An
F-polyhedronis any finite intersection ofF-half-spaces. In the sequel,Q-polyhedrality
(resp.A-polyhedrality,R-polyhedrality) is also calledrational polyhedrality(resp.alge-
braic polyhedrality, real polyhedrality). Moreover,R-polyhedra and aR-half-spaces are
shortly calledpolyhedraandhalf-spaces. Remark that any subset ofRn isA-polyhedral
iff it is both polyhedral and definable in〈R,+, ·〉.

The class of closed convex subsets ofRn is writtenCn. We denote by⊑ the inclusion
partial order onCn. Observe that(Cn,⊑) is a complete lattice, with lub

⊔

and glb
d

satisfying
⊔

X = cloconv (
⋃

X) and
d

X =
⋂

X for any subsetX ⊆ Cn.

3 Convex Acceleration for Guarded Translation Systems

We now define the class of guarded translation systems, for which we investigate the
computability of data-flow solutions in the complete lattice (Cn,⊑). This class intu-
itively represents programs with real-valued variables, where conditions are closed con-
vex sets and transformations are restricted to translations.

An n-dim actionis any pair(G,d) whereG ∈ Cn is called theguardandd ∈ Rn is
called thedisplacement. We writeAn = Cn × Rn the set of alln-dim actions. Atrace
is any finite sequencea1 · · · ak ∈ A∗

n. Thedata-flow semanticsJaK of anyn-dim action
a = (G,d) is the monotonic function inCn → Cn defined byJaK(C) = (G ∩ C) + d.

An n-dim guarded translation system(GTS) is any pairS = (X , T ) whereX is a
finite set ofvariablesandT ⊆ X × An × X is a finite set oftransitions. A transition
t = (X, a,X ′) is also writtenX

a−→ X ′ or X ′ := a(X), and we say thata (resp.X,
X ′) is theaction (resp.input variable, output variable) of t. A path in S is any finite
sequencet1 · · · tk ∈ T ∗ such that the output variable ofti is equal to the input variable
of ti+1 for every1 ≤ i < k. We say that a pathπ is apath fromX to X ′ if either (1)
π = ε andX = X ′, or (2)π = t1 · · · tk andX,X ′ respectively are the input variable
of t1 and the output variable oftk. Any path with no repeated variable is called asimple
path. A cycleis any non-empty path from some variableX to X. Any cycle of the form
t · π wheret is a transition andπ is a simple path is called asimple cycle. A valuation
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is any functionρ in X → Cn. An n-dim initialized guarded translation system(IGTS)
is any tripleS = (X , T, ρ0) where(X , T ) is ann-dim GTS andρ0 ∈ X → Cn is an
initial valuation.

Intuitively, a transitionX
a−→ X ′ assigns variableX ′ to a(X) and does not change

the other variables. Formally, thedata-flow semanticsJtK of any transitiont = X
a−→ X ′

is the monotonic function in(X → Cn) → (X → Cn) defined byJtK(ρ)(X ′) =
JaK(ρ(X)) and JtK(ρ)(Y ) = ρ(Y ) for all Y 6= X ′. The data-flow semanticsJ·K is
extended to sequencesw in A

∗
n ∪ T ∗ in the obvious way:JεK = 1 and Jl · wK =

JwK ◦ JlK. We also extend the data-flow semantics to languagesL in P(A∗
n)∪P(T ∗) by

JLK =
⊔

w∈L JwK.
For computability reasons, we extendF-polyhedrality, whereF ∈ {Q,A,R}, to

actions, valuations and guarded translation systems. Ann-dim action(G,d) is called
F-polyhedral if G is F-polyhedral andd ∈ Fn. An n-dim GTS (X , T ) is calledF-
polyhedral if the action of every transitiont ∈ T is F-polyhedral. A valuationρ in
X → Cn is calledF-polyhedralif ρ(X) is F-polyhedral for everyX ∈ X . An n-dim
IGTS (X , T, ρ0) is calledF-polyhedralif (X , T ) andρ0 areF-polyhedral.

Example 3.1.Consider the C-style source code given on the left-hand sidebelow and
assume that the initial values of variablesz1 andz2 satisfyz1 = 1 and−1 ≤ z2 ≤ 1.
The corresponding IGTSE is depicted graphically on the right-hand side below.

1 while (z1 ≥ 0∧ z2 ≥ 0) {
2 z1 = z1 − 1;
3 z2 = z2 + 1;
4 }

X1 X2

X3X4

a1

a2

a3

a4

Formally, the set of variables ofE is {X1,X2,X3,X4}, representing the values of
variablesz1 andz2 at program points 1, 2, 3 and 4. Its initial valuation is{X1 7→ {1}×
[−1, 1] , X2 7→ ⊥, X3 7→ ⊥, X4 7→ ⊥}, and its set of transitions is{t1, t2, t3, t4},
with:

t1 = X1
a1−→ X2 , a1 =

(

R2
+
,0
)

t2 = X2
a2−→ X3 , a2 =

(

R2, (−1, 0)
)

t4 = X4
a4−→ X1 , a4 =

(

R2,0
)

t3 = X3
a3−→ X4 , a3 =

(

R2, (0, 1)
)

⊓⊔

Given anyn-dim IGTSS = (X , T, ρ0), themerge over all paths solution(MOP-
solution)of S, written ΠS, and theminimum fix-point solution(MFP-solution)of S,
writtenΛS, are the valuations defined as follows:

ΠS =
⊔

{JπK(ρ0) | π ∈ T ∗ is a path}

ΛS =
l

{ρ ∈ X → Cn | ρ0 ⊑ ρ and JtK(ρ) ⊑ ρ for all t ∈ T}

Remark that for any sequenceπ ∈ T ∗ and variableX ∈ X , there exists a pathπ′

such thatJπK(ρ0)(X) = Jπ′K(ρ0)(X). Recall also thatJT K∗(ρ) denotes the least post-
fix-point of JT K greater thanρ. Therefore it follows from the above definitions that
ΠS = JT ∗K(ρ0) andΛS = JT K∗(ρ0).
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Example 3.2.Consider the IGTSE′ = ({X}, {X a−→ X}, {X 7→ C0}) with a =
(R2

+
, (−1, 1)) andC0 = {1} × [−1, 1]. Intuitively E

′ corresponds to a compact version
of the IGTSE from Example 3.1, where the cycle is shortened into a single “self-
loop” transition. The convex setsC0, JaK(C0) and JaaK(C0) are depicted below (re-
spectively in black, blue and red). SinceJaaaK(C0) is empty, we get thatJa∗K(C0) =
C0 ⊔ JaK(C0) ⊔ JaaK(C0). The characterization ofJaK∗(C0) is more complex ; the key
point here is to show that the set{0} × [0, 2] is necessarily containedJaK∗(C0). The
setsJa∗K(C0) andJaK∗(C0) are also depicted below.

-2 -1 0 1 2
-1

0

1

2

3

-2 -1 0 1 2
-1

0

1

2

3

-2 -1 0 1 2
-1

0

1

2

3

JaaK(C0), JaK(C0), C0 Ja∗K(C0) JaK∗(C0)

The MOP-solutionΠE′ and the MFP-solutionΛE′ of the IGTSE
′ are the valuations

ΠE′ = {X 7→ Ja∗K(C0)} andΛE′ = {X 7→ JaK∗(C0)}. ⊓⊔

Recall that our objective is to speed up, using acceleration-based techniques, the
computation of the MFP-solution for initialized guarded translation systems. Recast
in our setting, exact acceleration [BW94, CJ98, FIS03, FL02,BIL06] intuitively con-
sists in computing the exact effect

⋃

k∈N
q
(a1 · · · ak)k

y
(C0) of some cycleX

a1−→
X1 · · ·Xk−1

ak−→ X, starting with someC0 ∈ Cn in X. Thus we may want define
acceleration as the closed convex hull of this expression. However it would be even
more desirable to compute the larger setJ(a1 · · · ak)K∗(C0) since it is contained in the
MFP-solution. We thus come to the following definition. Given any traceσ in A

∗
n,

the functionJσ∗K (resp.JσK∗) is called theMOP-acceleration ofσ (resp. theMFP-
acceleration ofσ).

As will be apparent in section 5, trace-based acceleration is not in general sufficient
to guarantee termination of the Kleene fix-point iteration,even for “cyclic” IGTS. The
reason is that trace-based acceleration distinguishes a variableX (the “input variable”
of the cycle to be accelerated) and abstracts away all other variables in the “current” val-
uationρ of the fix-point iteration. Hence we also introduce acceleration of cycles, where
we intuitively consider the MOP-solution or MFP-solution of the system restricted to
this cycle. Formally, given any simple cycleπ in T ∗, theMOP-acceleration ofπ (resp.
the MFP-acceleration ofπ) is the functionJU∗K (resp.JUK∗) whereU is the set of
transitions that occur inπ. Note that these accelerations may be extended to arbitrary
cycles through the notion of unfoldings [LS07].

The rest of the paper is devoted to the characterization and computation of these
accelerations: section 4 focuses on acceleration for traces and section 5 investigates
acceleration for simple cycles.
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4 Acceleration for Traces

We focus in this section on MOP-acceleration and MFP-acceleration for traces. Remark
that for anyσ = a1 · · · ak ∈ A

∗
n, with ai = (Gi,di), we haveJσK = JaσK where

aσ = (Gσ,dσ) is defined bydσ =
∑k

i=1 di andGσ =
⋂k

i=1

(

Gi −
∑i−1

j=1 dj

)

. It

follows that Jσ∗K = Ja∗
σK and JσK∗ = JaσK∗. Therefore we will w.l.o.g. restrict our

attention to MOP-acceleration and MFP-acceleration for single actions.

Consider ann-dim actiona = (G,d) and a closed convex setC0 ∈ Cn. Recall
thatJa∗K(C0) =

⊔

k∈N
q
ak

y
(C0). Observe that for everyk ∈ N we have

q
ak

y
(C0) =

(Gk ∩ C0) + k d whereGk =
⋂k−1

i=0 (G − id). By convexity ofG we deduce that
Gk = G ∩ (G − (k − 1)d) for everyk ≥ 1. Hence we have :

Ja∗K(C0) = C0 ⊔ (cloconv (G ∩ ((G ∩ C0) + Nd)) + d)

The main difficulty here lies in the computation ofcloconv (G ∩ ((G ∩ C0) + Nd)).

We introduce the class of poly-based semilinear sets and show that this class is
closed under sum, union and intersection. We callpoly-based linearany subset ofRn

of the formB+
∑

p∈P Np whereB is a bounded polyhedron andP is a finite subset of
Zn. A poly-based semilinearset is any finite union of poly-based linear sets. Note that
poly-based semilinearity generalizes standard (integer)semilinearity [GS66] in that for
any subsetZ of Zn, Z is semilinear iffZ is poly-based semilinear.

Lemma 4.1. Every polyhedron is a poly-based linear set. Poly-based semilinear sets
are closed under sum, union and intersection.

We obtain from Lemma 4.1 thatJa∗K(C0) = C0 ⊔ (cloconv (S) + d) for some

poly-based semilinear setS. Sincecloconv
(

∑

p∈P Np
)

=
∑

p∈P ↑p for any subset

P of Rn, we get thatcloconv (S) is a polyhedron and hence we come to the following
proposition.

Proposition 4.2. For anyn-dim actiona = (G,d) and closed convex setC0 ∈ Cn, if
G andC0 are polyhedra thenJa∗K(C0) is a polyhedron.

Remark that the proof of Proposition 4.2 is constructive (since the proof of Lemma 4.1
is constructive). It follows that for eachF ∈ {Q,A}, the setJa∗K(C0) is an effectively
computableF-polyhedron whena andC0 areF-polyhedral. The following proposition
gives a simple expression of the MOP-acceleration for bounded closed convex sets.

Proposition 4.3. For anyn-dim actiona = (G,d) and closed convex setC0 ∈ Cn, if
G ∩ C0 is bounded then we have:

– if G ∩ C0 6= ∅ andd ∈ 0+G thenJa∗K(C0) = C0 + ↑d, and
– otherwise

q
ak

y
(C0) = ∅ for somek ∈ N, andJa∗K(C0) =

⊔k−1
i=0

q
ai

y
(C0).

Our next result gives a surprisingly simple expression of the MFP-acceleration for
arbitraryn-dim actions.
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Proposition 4.4. For anyn-dim actiona = (G,d) and closed convex setC0 ∈ Cn, we
have:

JaK∗(C0) =

{

C0 if G ∩ C0 = ∅
C0 ⊔ ((G ∩ (C0 + ↑d)) + d) otherwise

It follows from Proposition 4.4 thatJaK∗(C0) is a polyhedron whenG andC0 are
polyhedra. If moreovera andC0 areF-polyhedral, withF ∈ {Q,A}, thenJaK∗(C0) is
an effectively computableF-polyhedron.

We now compare our MFP-acceleration approach withabstract loop acceleration
introduced in [GH06] as a complement to widening for linear relation analysis. Let us
recast the definition of [GH06] in our setting. Theabstract-accelerationJaK⊗ of anyn-
dim actiona = (G,d) is the monotonic function inCn → Cn defined byJaK⊗(C0) =
C0 ⊔ cloconv ({x ∈ Rn | ∃x0 ∈ G ∩ C0,x ∈ (x0 + ↑d) ∩ (G + d)}). Observe that
JaK⊗(C0) = C0 ⊔ ((G ∩ C0) + ↑d) ∩ (G + d). Hence we obtain the following
relationships between MOP-acceleration, MFP-acceleration and abstract-acceleration:

Ja∗K(C0) ⊑ JaK⊗(C0) = C0 ⊔ JaK∗(C0 ∩ G) ⊑ JaK∗(C0)

Note in particular thatJaK⊗(C0) = JaK∗(C0) whenC0 ⊆ G. It turns out that abstract-
acceleration is not sufficient to guarantee termination of the Kleene fix-point itera-
tion even for guarded translation systems consisting in a single “self-loop” transition.

-1 0 1
-1

0

1

2

3
Consider our running example, the IGTS given in Example 3.2,
and recall thatC0 = {1} × [−1, 1]. The sequence(Ck)k∈N
defined byCk+1 = JaK⊗(Ck) corresponds, for this example,
to the abstract-accelerated Kleene fix-point iteration suggested
in [GH06]. An induction onk shows that for everyk ≥ 1, the
setCk is the convex hull of{(1,−1), (1, 1), (−1, 3), (−1, yk)}
whereyk = 1 + 1

2k−1
. The first setsC0, C1, C2 andC3 of

the iteration are depicted on the right (darker sets corresponds
to smaller indices). It follows that the sequence(Ck)k∈N is
(strictly) increasing and hence this accelerated Kleene fix-point
iteration does not terminate. Note that the situation wouldnot
be better with MOP-acceleration. However as already noted
in Example 3.2, MFP-acceleration ofa directly produces the
MFP-solution. Hence the MFP-accelerated Kleene fix-point iteration would reach the
fix-point after just one iteration. Notice that MFP-acceleration and abstract-acceleration
have the same computational complexity.

5 Acceleration for cycles

We investigate the computation of the MOP-acceleration (resp. the MFP-acceleration)
of a simple cycle. Following our definitions, this problem reduces to the computation of
the MOP-solution (resp. the MFP-solution) of an IGTS that contains all its transitions
into a unique (up to permutations) simple cycleπ = X1

a1−→ · · ·Xk
ak−→ X1, called

cyclic. We only consider the MFP-solution computation in the sequel since the follow-
ing equality shows that the MOP-solution of a cyclic IGTS reduces to the computation
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of the MOP-acceleration of the traceσ = a1 . . . ak:

ΠS(X1) =
k
⊔

i=1

Jσ∗K ◦ Jai+1 . . . akK (ρ0(Xi))

We first explain why the previous reduction cannot be extended to the MFP-solution.
Naturally, when the initial valuationρ0 satisfiesρ0(X) = ⊥ for all but one variableXi,
the following equality shows that the MFP-solution reducesto the MFP-acceleration of
traces (values ofΛS in X2, . . . ,Xk are obtained by circular permutations):

ΛS(X1) = JσK∗ ◦ Jai+1 . . . akK (ρ0(Xi))

However, this case is not sufficient since we want to apply MFP-acceleration at any
point during an iterative computation of MFP-solutions. The2-dim cyclic rational poly-
hedral IGTSE2 formally defined below shows that the MFP-solutionΛS cannot be re-
duced to MFP-acceleration of traces for a general initial valuationρ0. In fact, we prove
in the sequel that the MFP-solution ofE2 is A-polyhedral but notQ-polyhedral. Since
MFP-accelerations of traces only produceQ-polyhedral valuations we deduce that the
MFP-solution cannot be obtained using MFP-acceleration oftraces.

Example 5.1.Consider the cyclic2-dim IGTSE2 depicted graphically on the left-hand
side below.

X1 X2

X3X4

a1

a2

a3

a4

b

bb

b

hk+1

4

1

hk

1

Formally the initial valuationρ0 of E2 is {X1 7→ {(−2, 2)}, X2 7→ {(2, 2)}, X3 7→
{(2,−2)}, X4 7→ {(−2,−2)}}, and its actionsa1 = (G1,0), a2 = (G2,0), a3 =
(G3,0), a4 = (G4,0) are defined byG1 = ]−∞,−1] × [1,+∞[, G2 = [1,+∞[ ×
[1,+∞[, G3 = [1,+∞[ × ]−∞,−1] andG4 = ]−∞,−1] × ]−∞,−1]. ⊓⊔
The MFP-solution of the IGTSE2 can be obtained by first proving that the Kleene
iteration (1 ⊔ JT K)k+2(ρ0) is equal to the valuationΛE2,hk

(The values ofΛE2,h in
X1,X2,X3,X4 are graphically pictured in red, green, black and blue in thecenter of
the previous figure) whereΛE2,h is the following valuation parameterized by a real
numberh and where(hk)k≥0 is the sequence of rational numbers defined byh0 = 0
andhk+1 = 1

4−hk
(this last equality can be geometrically obtained from the right-hand

side picture of the previous figure).

ΛE2,h(X1) = conv({ (−2, 2) , (−2,−2) , (−1,−2) , (−1,−2 + h) })
ΛE2,h(X2) = conv({ (2, 2) , (−2, 2) , (−2, 1) , (−2 + h, 1) })
ΛE2,h(X3) = conv({ (2,−2) , (2, 2) , (1, 2) , (1, 2 − h) })
ΛE2,h(X4) = conv({ (−2,−2) , (2,−2) , (2,−1) , (2 − h,−1) })

9



Lemma 5.2. We have(1 ⊔ JT K)(ΛE2,h) = ΛE2, 1
4−h

for any0 ≤ h ≤ 2 −
√

3.

As ΛE2,0 = (1 ⊔ JT K)2(ρ0) we deduce thatΛE2,hk
= (1 ⊔ JT K)k+2(ρ0) for any

k ≥ 0 from the previous lemma 5.2.

Lemma 5.3. The sequence(hk)k≥0 converges to the algebraic number2 −
√

3.

SinceΛE2,hk
⊑ ΛE2

, we deduce from lemma 5.3 thatΛ
E2,2−

√
3 ⊑ ΛE2

. Observe
that lemma 5.2 proves thatΛ

E2,2−
√

3 is a post-fix-point. ThusΛ
E2,2−

√
3 is the MFP-

solution. Note that this valuation isA-polyhedral but notQ-polyhedral. We will actually
show in the next section that the MFP-solution of any2-dim A-polyhedral IGTS (not
necessarily cyclic) isA-polyhedral.

Now we provide an example of3-dim cyclicQ-polyhedral IGTSE3 corresponding
to a slightly modified version ofE2 that exhibits a non-polyhedral MFP-solution.

Example 5.4.Consider the cyclic3-dim IGTSE3 formally defined asE2 except for (a)
its initial valuationρ0 equal to{X1 7→ (−1, 1, 0)+↑e3, X2 7→ (1, 1, 0)+↑e3, X3 7→
(1,−1, 0) + ↑e3, X4 7→ (−1,−1, 0) + ↑e3} wheree3 = (0, 0, 1), and (b) its actions
a1, a2, a3, a4 defined as follows (R− is the set of non-positive real numbers−R+):

a1 = ( R− × R+ × R , e3 ) a2 = ( R+ × R+ × R , e3 )
a4 = ( R− × R− × R , e3 ) a3 = ( R+ × R− × R , e3 ) ⊓⊔

Let us denote byΛE3,k for anyk ∈ {2, . . . ,+∞} the following valuation wherehi = 1
i

for i ≥ 1, (zi)i≥1 is defined by the initial valuez1 = 3
2 and the inductionzi+1 =

1 + zi.
i

i+1 , ande3 = (0, 0, 1).

ΛE3,k(X1) = conv({ (−1, 1, 0) , (−1,−1, 1)} ∪ {(0,−hi, zi) | 1 ≤ i < k}) + ↑e3

ΛE3,k(X2) = conv({ (1, 1, 0) , (−1, 1, 1) } ∪ {(−hi, 0, zi) | 1 ≤ i < k}) + ↑e3

ΛE3,k(X3) = conv({ (1,−1, 0) , (1, 1, 1) } ∪ { (0, hi, zi) | 1 ≤ i < k}) + ↑e3

ΛE3,k(X4) = conv({(−1,−1, 0) , (1,−1, 1) } ∪ { (hi, 0, zi) | 1 ≤ i < k}) + ↑e3

Lemma 5.5. Values ofΛE3,+∞ in X1,X2,X3,X4 are closed convex sets but they are
not polyhedral.

Since(1 ⊔ JT K)2(ρ0) = ΛE3,2, the following lemma 5.6 proves that(1 ⊔ JT K)k(ρ0) =
ΛE3,k for anyk ∈ {2, . . . ,+∞}.

Lemma 5.6. We have(1 ⊔ JT K)(ΛE3,k) = ΛE3,k+1 for anyk ∈ {2, . . . ,+∞}.

We deduce thatΛE3,+∞ is the MFP-solution ofE3.

Theorem 5.7. There exists a3-dim cyclic rational polyhedral IGTS with a MFP-solution
that is not polyhedral.

6 MFP-solution in Dimension≤ 2

We have proved in the previous section that the MFP-solutionof a2-dim cyclic rational
polyhedral IGTS may be not rational. In this section the MFP-solution of any2-dim
F-polyhedral IGTS (not necessary cyclic) is provedF-polyhedral for anyF ∈ {A,R}.

10



Remark 6.1.In [SW05, LS07] the1-dim case is fully studied.

Let us first consider anyn-dim actiona = (G,d), a setS ⊆ Rn and observe
that the inclusioncloconv ((G ∩ S) + d) ⊑ (G∩ cloconv (S)) + d is strict in general.
Nevertheless, the following lemma provides a sufficient condition to obtain the equality.
Recall thatbd (G) is theboundaryof G.

Lemma 6.2. We havecloconv ((G ∩ S) + d) = (G∩ cloconv (S)) + d for anyn-dim
actiona = (G,d) and for any setS ⊆ Rn such thatbd (G) ∩ cloconv (S) ⊆ S.

Let S = (X , T, ρ0) be anyn-dim polyhedral IGTS and let∆S be the following
valuation :

∆S(X) = ρ0(X) ⊔
⊔

{bd (G) ∩ ΛS(X) | X a=(G,d)−−−−−→ X ′}

Observe that∆S is an intermediate valuationρ0 ⊑ ∆S ⊑ ΛS. Let us denote byLX,X0

(resp.LE
X0,X ) the set of tracesσ that label some path (resp. simple path)X0

σ−→ X. Let
Λ′

S
be the valuation defined byΛ′

S
(X) = cloconv (S(X)) whereS(X) is the following

set :
S(X) =

⋃

{JσK (∆S(X0)) | X0 ∈ X , σ ∈ LX0,X}
Note thatS(X) satisfies lemma 6.2, we deduce thatΛ′

S
is a post-fix-point, i.e.JT K (Λ′

S
) ⊑

Λ′
S
. Moreover, asΛ′

S
⊑ ΛS we get the equalityΛ′

S
= ΛS.

Lemma 6.3. We have the following equality :

ΛS(X) =
⊔

{JσK (∆S(X0)) | X0 ∈ X , σ ∈ LE
X0,X} + 0+ΛS(X)

We now focus on dimension2 and assume thatS is a2-dim polyhedral IGTS. Since
a polyhedron is a finite (eventually empty) intersection of half-spaces, by adding some
new extra variables to the IGTS, we may assume without loss ofgenerality that all
guards are either half-spaces or the whole setR2. Note that the boundary of an half-
space{x ∈ Rn | α1.x1 + α2.x2 ≤ c} is the line{x ∈ Rn | α1.x1 + α2.x2 = c}, and
the boundary ofR2 is the empty-set. Thusbd (G)∩ΛS(X) is polyhedral for any guard
G and any variableX. We deduce that∆S is polyhedral. Moreover, as2-dim closed
convex cones are polyhedral we deduce that0+ΛS(X) is polyhedral for any variable
X. We have proved the following theorem.

Theorem 6.4. The MFP-solution of any2-dim polyhedral IGTS is polyhedral.

Finally, assume that the2-dim IGTSS is aA-polyhedral and observe that for any
variableX ∈ X and for any transitionX

a−→ X ′ with a = (G,d), there exists:

– three vectorsd1,d2,d3 ∈ R2 such that0+ΛS(X) = ↑d1 + ↑d2 + ↑d3.
– two half-spacesH1,H2 such thatbd (G) ∩ ΛS(X) = bd (G) ∩ H1 ∩ H2.

Since any vector (resp. any half-space) can be defined with2 reals (resp.3 reals), we
may constructively deduce from lemma 6.3 a formula in〈R,+, ·〉 definingΛS.

Theorem 6.5. The MFP-solution of any2-dimA-polyhedral IGTS is effectivelyA-poly-
hedral.
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A Proof of Lemma 4.1

We need some background material on semilinear subsets ofZn in order to prove the
lemma. A subsetZ of Zn is calledlinear if Z = b +

∑

p∈P Np for some vectorb
in Zn and some finite subsetP of Zn. A semilinearsubset ofZn is any finite union of
linear subsets ofZn. Let us recall that semilinear subsets ofZn are precisely the subsets
of Zn that are definable in Presburger arithmetic, the first-orderadditive theory of the
integers [GS66]. Observe that a poly-based linear set is anysubset ofRn of the form
B + Z whereB is a bounded polyhedron andZ is a linear subset ofZn.

Lemma 4.1. Every polyhedron is a poly-based linear set. Poly-based semilinear sets
are closed under sum, union and intersection.

Proof. Consider a polyhedronC contained inRn. It is well-known (see for instance [Sch86,
pp. 88–89]) thatC may be written asC = B +

∑

d∈D ↑d whereB is a bounded
polyhedron andD is a finite subset ofRn. Let D0 denote the bounded polyhedron
D0 =

{
∑

d∈D λd d | λd ∈ [0, 1]
}

and observe thatC = B + D0 +
∑

d∈D Nd. We
obtain thatC is a poly-based linear set sinceB + D0 is bounded.

Closure under union of poly-based semilinear sets is immediate. Closure under sum
comes from (1) distributivity of sum over union and (2) closure under sum of bounded
polyhedra. Let us prove closure under intersection. From distributivity of intersection
over union, it is sufficient to prove that the intersection ofany two poly-based linear
sets is a poly-based semilinear set. Consider two bounded polyhedraB1, B2 and two
finite subsetsP1, P2 of Zn, and let us writeC1 = B1 +

∑

p∈P1
Np andC2 = B2 +

∑

p∈P2
Np. Let us define the following sets for everyh ∈ {1, 2} andv ∈ Zn:

Ev
h = (Bh + (−v)) ∩ [0, 1]

n

F v
h = (Bh + (−v)) ∩ [0, 1[

n

Lv
h = v +

∑

p∈Ph

Np

Note thatEv
h is a bounded polyhedron and thatLv

h is a linear subset ofZn. We derive
from the above definitions thatBh =

⋃

v∈Zn Ev
h + v =

⋃

v∈Zn F v
h + v for each

h ∈ {1, 2}. The setVh = {v ∈ Zn | Ev
h 6= ∅} is necessarily finite sinceBh is bounded.

SinceEv
h = F v

h = ∅ for everyv ∈ Zn \ Vh, we obtain that:

Ch =
⋃

v∈Vh

Ev
h + Lv

h =
⋃

v∈Vh

F v
h + Lv

h

for eachh ∈ {1, 2}. Observe that:

i) (U1 + Z1) ∩ (U2 + Z2) ⊇ (U1 ∩ U2) + (Z1 ∩ Z2) for anyU1, U2, Z1, Z2 ⊆ Rn.
ii) This inclusion becomes an equality whenU1, U2 ⊆ [0, 1[

n andZ1, Z2 ⊆ Zn.
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Therefore, we get that:

C1 ∩ C2 ⊆
(

⋃

v1∈V1

F v1

1 + Lv1

1

)

∩
(

⋃

v2∈V2

F v2

2 + Lv2

2

)

⊆
⋃

(v1,v2)∈V1×V2

(F v1

1 + Lv1

1 ) ∩ (F v2

2 + Lv2

2 )

⊆
⋃

(v1,v2)∈V1×V2

(F v1

1 ∩ F v2

2 ) + (Lv1

1 ∩ Lv2

2 )

⊆
⋃

(v1,v2)∈V1×V2

(Ev1

1 ∩ Ev2

2 ) + (Lv1

1 ∩ Lv2

2 )

⊆
⋃

(v1,v2)∈V1×V2

(Ev1

1 + Lv1

1 ) ∩ (Ev2

2 + Lv2

2 )

⊆
(

⋃

v1∈V1

Ev1

1 + Lv1

1

)

∩
(

⋃

v2∈V2

Ev2

2 + Lv2

2

)

⊆ C1 ∩ C2

Thus we come toC1 ∩C2 =
⋃

(v1,v2)∈V1×V2

(Ev1

1 ∩ Ev2

2 ) + (Lv1

1 ∩ Lv2

2 ). Remark that

Ev1

1 ∩ Ev2

2 is a bounded polyhedron for everyv1 ∈ V1 andv2 ∈ V2. Since semilinear
subsets ofZn are closed under intersection, we also get thatLv1

1 ∩Lv2

2 is a finite union
of linear subsets ofZn. We conclude thatC1 ∩ C2 is a poly-based semilinear set. ⊓⊔

B Proof of Proposition 4.3

Proposition 4.3. For anyn-dim actiona = (G,d) and for any closed convex setC0 ∈
Cn, if G ∩ C0 is bounded then we have:

– if G ∩ C0 6= ∅ andd ∈ 0+G thenJa∗K(C0) = C0 + ↑d, and
– otherwise

q
ak

y
(C0) = ∅ for somek ∈ N, andJa∗K(C0) =

⊔k−1
i=0

q
ai

y
(C0).

Proof. Recall thatJa∗K(C0) =
⊔

k∈N
q
ak

y
(C0) and that for everyk ∈ N, we haveq

ak
y
(C0) = (Gk ∩C0) + k d whereGk =

⋂k−1
i=0 G− id. We obtain that

q
ak

y
(C0) ⊑

C0 + ↑d for everyk ∈ N, and thereforeJa∗K(C0) ⊑ C0 + ↑d. Now assume that
G∩C0 6= ∅ andd ∈ 0+G, and let us pick somex ∈ G∩C0. Sincex+ ↑d ⊑ G we get
thatx ∈ G − k d for everyk ∈ N. Hencex + k d ∈

q
ak

y
(C0) ⊑ Ja∗K(C0) for every

k ∈ N, and it follows by convexity ofJa∗K(C0) thatx + ↑d ⊑ Ja∗K(C0). We deduce
thatd ∈ 0+ Ja∗K(C0) and thus we come toC0 + ↑d ⊑ Ja∗K(C0) + ↑d ⊑ Ja∗K(C0),
which concludes the proof of the first assertion.

Observe thatJaK(C0) = ∅ if G∩C0 = ∅, and hence the second assertion is trivially
satisfied whenG ∩ C0 = ∅. Let us now assume thatG ∩ C0 6= ∅ andd 6∈ 0+G.
Observe thatGk ⊒ Gk+1 for everyk ∈ N. Sinced 6∈ 0+G we get that

⋂

k∈NGk

is empty. Indeed if there was somex in
⋂

k∈NGk then we would havex + k d ∈ G

for everyk ∈ N which would imply thatx + ↑d ⊑ G and henced ∈ 0+G. Observe
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that G1 ∩ C0 = G ∩ C0 is compact as it is a bounded closed subset ofRn. Since
(Gk ∩ C0)k≥1 is a non-increasing (w.r.t. inclusion) sequence of closed sets, it follows
thatGk ∩C0 = ∅ for somek ≥ 1, and hence

q
ak

y
(C0) = ∅ for somek ≥ 1. Moreover,

we deduce thatJa∗K(C0) =
⊔

i∈N
q
ai

y
(C0) =

⊔k−1
i=0

q
ai

y
(C0). ⊓⊔

C Proof of Proposition 4.4

We first need the following technical lemma, which can be proved using standard linear
algebra techniques.

Lemma C.1. Let x1,x2,y1,y2 denote four distinct vectors inRn. If we havex2 −
x1 = λ (y2 − y1) for someλ ≤ 0 then there existsλ1, λ2 ∈ ]0, 1[ such thatλ1 x1 +
(1 − λ1)y1 = λ2 x2 + (1 − λ2)y2.

Proposition 4.4. For anyn-dim actiona = (G,d) and for any closed convex setC0 ∈
Cn, we have:

JaK∗(C0) =

{

C0 if G ∩ C0 = ∅
C0 ⊔ ((G ∩ (C0 + ↑d)) + d) otherwise

Proof. If G ∩ C0 = ∅ thenJaK(C0) = ∅ and thereforeJaK∗(C0) = C0. If d = 0 then
C0⊔ ((G∩ (C0 +↑d))+d) = C0 = JaK∗(C0). Now assume for the rest of the proof
thatG ∩ C0 6= ∅ andd 6= 0, and let us writeE = G ∩ (C0 + ↑d). We first prove that
JaK∗(C0) ⊑ (C0 ⊔ (E + d)). Observe that(C0 ⊔ (E + d)) ⊑ (C0 + ↑d) since bothC0

andE +d are closed convex sets that are contained in the closed convex set(C0 +↑d).
We therefore get that:

JaK(C0 ⊔ (E + d)) = (G∩ (C0 ⊔ (E + d))) + d ⊑ (G∩ (C0 + ↑d)) + d = E + d

Hence we come toJaK(C0⊔(E+d)) ⊑ (C0⊔(E+d)) and we deduce thatJaK∗(C0) ⊑
(C0 ⊔ (E + d)). Let us prove the reverse inclusion by contradiction and assume that
(C0 ⊔ (E + d)) 6⊑ JaK∗(C0). As C0 ⊑ JaK∗(C0) we obtain that there existse ∈
E such thate + d 6∈ JaK∗(C0). Observe thatG ∩ JaK∗(C0) 6= ∅. Therefore the set
{||x − e||∞ | x ∈ G ∩ JaK∗(C0)} is non empty and letη denote its infimum. Since
G∩JaK∗(C0) is closed, there existsx ∈ G∩JaK∗(C0) such that||x − e||∞ = η. Remark
thatx′ = x + d ∈ JaK∗(C0) since(G ∩ JaK∗(C0)) + d = JaK(JaK∗(C0)) ⊑ JaK∗(C0).
As e ∈ E there existsz ∈ C0 andλ ≥ 0 such thate = z + λ d. We deduce from
Lemma C.1 applied toz,e,x′,x thatλ1 z +(1−λ1)x′ = λ2 e+(1−λ2)x for some
λ1, λ2 ∈ ]0, 1[. Recall thatz,x′ ∈ JaK∗(C0) ande,x ∈ G. From convexity of these
two sets, we obtain thaty = (λ2 e + (1−λ2)x) ∈ G∩ JaK∗(C0). Therefore, we come
to ||y − e||∞ = ||(1 − λ2) (x − e)||∞ = (1−λ2) η < η, a contradiction sinceη is the
infimum of{||x − e||∞ | x ∈ G ∩ JaK∗(C0)}. ⊓⊔

D Proof of lemma 5.2

We first prove the following lemma.
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Lemma D.1. We have the following equality for anyh ≥ 0:

Ja1K (ΛE2,h(X1)) = conv

(

{(−2, 2), (−2, 1), (−2 +
1

4 − h
, 1)}

)

Proof. Let us denote byC = Ja1K (ΛE2,h(X1)). Following the definitions ofa1 and
ΛE2,h(X1) we get this equality:

C = (]−∞,−1] × [1,+∞[) ∩ conv ({(−2, 2), (−2,−2), (−1,−2), (−1,−2 + h)})

Let C ′ = conv ({(−2, 2), (−2, 1), (−2 + h′, 1)}) whereh′ = 1
4−h

and let us prove
thatC = C ′. The following equalities proves that(−2,−1) and(−2 + h′, 1) are both
in C.

(−2, 1) = 1
4 .(−2,−2) + 3

4 .(−2, 2)
(−2 + h′, 1) = h′.(−1,−2 + h) + (1 − h′).(−2, 2)

Moreover, from(−2, 2) ∈ C, we have proved thatC ′ ⊆ C. For the other inclusion, let
x ∈ C. As x ∈ ΛE2,h(X1), there existsλ1, λ2, λ3, λ4 ∈ R+ such that

λ1 + λ2 + λ3 + λ4 = 1

x = λ1.(−2, 2) + λ2.(−2,−2) + λ3.(−1,−2) + λ4.(−1,−2 + h)

Observe that the following equalities hold:

(−2,−2) = 4.(−2, 1) − 3.(−2, 2)
(−1,−2) = (4 − 1

h′
).(−2, 1) + 1

h′
.(−2 + h′, 1) − 3.(−2, 2)

(−1,−2 + h) = 1
h′

.(−2 + h′, 1) − ( 1
h′

− 1).(−2, 2)

Thus, by replacing(−2,−2), (−1,−2), (−1,−2 + h) by the previous expressions in
the linear convex sum decomposingx, we get:

x =(λ1 − 3.λ2 − 3.λ3 − λ4.(
1

h′ − 1)).(−2, 2)

+(4.λ2 + λ3.(4 − 1

h′ )).(−2, 1)

+
λ4 + λ3

h′ .(−2 + h′, 1)

Fromx2 ≥ 1, the previous equality andλ1 + λ2 + λ3 + λ4 = 1, we get:

(λ1 − 3.λ2 − 3.λ3 − λ4.(
1

h′ − 1)) ≥ 0

Moreover, ash ≥ 0 we deduce thath′ ≥ 1
4 and in particular4.λ2 + λ3.(4 − 1

h′
) ≥ 0.

We have proved thatx ∈ C ′. ThusC ⊆ C ′. ⊓⊔

Lemma 5.2. We have(1 ⊔ JT K)(ΛE2,h) = ΛE2, 1
4−h

for any0 ≤ h ≤ 2 −
√

3.
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Proof. From the previous lemma and the definition ofΛE2,h, we deduce the following
equality:

ΛE2,h(X2) ⊔ Ja1K (ΛE2,h(X1))

= conv

(

{(2, 2), (−2, 2), (−2, 1), (−2 + h, 1), (−2 +
1

4 − h
, 1)}

)

Observe that2−
√

3 and2 +
√

3 are the two roots of the polynomialx2 − 4.x + 1 = 0.
Thus fromh ≤ 2 −

√
3 we geth2 − 4.h + 1 ≥ 0. In particular−2 ≤ −2 + h ≤

−2 + 1
4−h

and we have proved thatΛE2,h(X2) ⊔ Ja1K (ΛE2,h(X1)) = ΛE2, 1
4−h

(X2).
By symmetrical rotations, we get the following equalities:

(1 ⊔ Jt1K)(ΛE2,d)(X2) = ΛE2, 1
4−d

(X2)

(1 ⊔ Jt2K)(ΛE2,d)(X3) = ΛE2, 1
4−d

(X3)

(1 ⊔ Jt3K)(ΛE2,d)(X4) = ΛE2, 1
4−d

(X4)

(1 ⊔ Jt4K)(ΛE2,d)(X1) = ΛE2, 1
4−d

(X1)

Since the variablesX1,X2,X3,X4 are distinct, we deduce that(1 ⊔ JT K)(ΛE2,d) =
ΛE2, 1

4−d
. ⊓⊔

E Proof of Lemma 5.3

Recall that(hk)k≥0 is the sequence defined byh0 = 0 andhk+1 = 1
4−hk

for anyk ≥ 0.

Lemma 5.3. The sequence(hk)k≥0 converges toward2 −
√

3.

Proof. Note that2−
√

3 < 2+
√

3 are the two roots of the polynomialx2−4.x+1 = 0.
In particularx2 − 4.x + 1 ≥ 0 for anyx ≤ 2 −

√
3. Let us first prove by induction

that 0 ≤ hk ≤ 2 −
√

3. The rankk = 0 is immediate sinced0 = 0. Observe that
0 ≤ hk ≤ 2 −

√
3 implies 1

4 ≤ hk+1 ≤ 1
4−(2−

√
3)

= 2 −
√

3. We have proved that

0 ≤ hk ≤ 2−
√

3 for anyk ≥ 0. Fromhk+1 −hk =
h2

k−4.hk+1
4−hk

and0 ≤ hk < 2−
√

3

we gethk+1−hk > 0. Thus(hk)k≥0 is a bounded increasing sequence, We deduce that
(hk)k≥0 converges toward a limith. Taking the limit in the equalityhk+1.(4−hk) = 1
and the inequalityhk ≤ 2 −

√
3 providesh.(4 − h) = 1 andh ≤ 2 −

√
3. Thus

h = 2 −
√

3. ⊓⊔

F Proof of Lemma 5.5

Recall that the sequence(zi)i≥1 is defined byz0 = 3
2 andzi+1 = 1 + zi.

i
i+1 for any

i ≥ 1, and the sequence(hi)i≥1 is defined byhi = 1
i

for anyi ≥ 1.

Lemma F.1. The sequence(zi)i≥1 is unbounded, increasing and it satisfieszi < i + 1
for anyi ≥ 1.
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Proof. An immediate induction provideszi < i + 1 for any i ≥ 1. From zi+1 =

1 + zi.
i

i+1 , we getzi+1 − zi = (i+1)−zi

i+2 thuszi+1 > zi and we have proved thatzi

is an increasing sequence. Note that if(zi)i≥1 is bounded, we deduce thatzi converges
toward a vectorz. Taking the limit in the equalityzi+1 = 1+zi.

i
i+1 providesz = 1+z

and we get a contradiction. Therefore(zi)i≥1 is unbounded. ⊓⊔
A function f ∈ C → R is saidconvexif its graphGf = {(x, y) ∈ C × R | y ≥

f(x)} is convex. Let us prove that functionf defined over]0, 1] by the following equal-
ity for anyλ ∈ ]hi+1, hi] and for anyi ≥ 1:

f(λ) = zi+1.
λ − hi

hi+1 − hi

+ zi.
λ − hi+1

hi − hi+1

Lemma F.2. Functionf is convex.

Proof. Observe that it is sufficient to show the following inequality for anyi ≥ 2:

−f(hi+1) − f(hi)

hi+1 − hi

+
f(hi) − f(hi−1)

hi − hi−1
> 0

By replacinghi−1, hi, hi+1, f(hi−1), f(hi), f(hi+1) respectively by 1
i−1 , 1

i
, i

i−1 .(zi−
1), zi, 1 + zi.

i
i+1 , zi, the previous difference becomes equal toi + zi(i − 1) > 0. ⊓⊔

We now prove that values ofΛS3,+∞ in X1,X2,X3,X4 are closed (this result is
not immediate).

Lemma F.3. The setconv ({(hi, zi) | i ≥ 1}) + ↑(0, 1) is closed.

Proof. Let C be this closed convex set. Observe thatC is the graph of the functionf .
Consider a sequence((xj , yj))j≥0 in this graph that converges toward a vector(λ, y).
Note that there existsij ∈ N\{0} such thatxj ∈

]

hij+1, hij

]

. Sinceyj ≥ f(xj) ≥ zij

we deduce that(zij
)j≥0 is bounded. As(zi)i≥1 is increasing and unbounded, we deduce

that(ij)j≥0 is bounded. Thus, by extracting subsequences, we can assumethat(ij)j≥0

remains equal to a constanti ∈ N\{0}. Thus(xj)j≥0 converges towardx ∈ [hi+1, hi].
Sincef is continuous over[hi+1, hi], from yj ≥ f(xj) we deducey ≥ f(x). Thus
(x, y) is in the graph off and we have proved thatC is closed. ⊓⊔
Lemma 5.5. Values ofΛE3,+∞ in X1,X2,X3,X4 are closed convex sets but they are
not polyhedral.

Proof. Let C be the convex hull of{(0,−hi, zi) | i ≥ 1}. From the previous lemma F.3
we deduce thatC + ↑e3 is closed. Note that there exists a bounded closed convex set
C0 such thatC + ↑d = C0 + ↑d. SinceC0 is a bounded closed convex set, we deduce
that the convex hull of(−1, 1, 0) ∪ (−1,−1, 1) ∪ C0 is a closed convex setC ′. Now,
just observe thatΛS3,+∞(X1) = C ′ + ↑e3. Thus this set is closed. By symmetry, we
have proved that values ofΛS3,+∞ in X1,X2,X3,X4 are closed.

Now, let us prove that these values are not polyhedral. Observe that ifΛE3,+∞(X1)
is polyhedral thenΛE3,+∞(X1)∩{0}×R2 is also polyhedral. Note that this set is equal
to C + e3. Since the graph off is not polyhedral we deduce thatΛE3,+∞(X1) is not
polyhedral. By symmetry, the value ofΛE3,+∞ in X1,X2,X3,X4 are not polyhedral.

⊓⊔
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G Proof of Lemma 5.6

Lemma G.1. The setJa1K (ΛE3,k(X1)) is equal to the following set for anyk ∈ {2, . . . ,+∞}:

conv ({(−1, 1, 1)} ∪ {(−hi+1, 0, zi+1) | 0 ≤ i < k}) + ↑e3

Proof. Let us denote byC = Ja1K (ΛE3,k(X1)). Following definitions ofa1 andΛE3,k(X1),
we get this equality:

C−e3 = (R−×R+×R)∩(conv ({(−1, 1, 0), (−1,−1, 1)} ∪ {(0,−hi, zi) | 1 ≤ i < k})+↑e3)

Note that the following equalities hold:

(−hi+1, 0, zi+1) − e3 = 1
i+1 .(−1, 1, 0) + i

i+1 .(0,−hi, zi)

(−h1, 0, z1) − e3 = 1
2 .(−1,−1, 1) + 1

2 .(−1, 1, 0)
(−1, 1, 1) − e3 = (−1, 1, 0)

Thus(−hi+1, 0, zi+1), (−h1, 0, z1) and(−1, 1, 1) are inC and we have proved thatC

contains the following convex setC ′:

C ′ = conv ({(−1, 1, 1) ∪ {(−hi+1, 0, zi+1) | 0 ≤ i ≤ k}) + ↑e3

For the converse inclusion, letx ∈ C. There existsλ, µ, β ∈ R+ and a sequence
(ri)1≤i<k of elements inR+ such thatri = 0 expect for a finite number ofi such that:

λ + µ +
∑

1≤i<k

ri = 1

x − e3 = λ.(−1, 1, 0) + µ.(−1,−1, 1) +
∑

1≤i<k

ri.(0,−hi, zi) + β.e3

Observe that the two following equalities hold:

(0,−hi, zi) = i+1
i

.(−hi+1, 0, zi+1 − 1) − 1
i+1 .(−1, 1, 0)

(−1,−1, 1) = 2.(−h1, 0, z1 − 1) − (−1, 1, 0)

Thus, by replacing(0,−hi, zi) and(−1,−1, 1) by the previous expressions in the linear
convex sum decomposingx − e3, we get:

x − e3 =(λ − µ −
∑

1≤i<k

ri

i + 1
).(−1, 1, 0)

+ 2.µ.(−h1, 0, z1 − 1)

+
∑

1≤i<k

i + 1

i
.ri.(−hi+1, 0, zi+1 − 1)

+ β.e3

From the following equality:

e3 = (λ − µ −
∑

1≤i<k

ri

i + 1
).e3 + 2.µ.e3 +

∑

1≤i<k

i + 1

i
.ri.e3
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We get:

x =(λ − µ −
∑

1≤i<k

ri

i + 1
).(−1, 1, 1)

+ 2.µ.(−h1, 0, z1)

+
∑

1≤i<k

i + 1

i
.ri.(−hi+1, 0, zi+1)

+ β.e3

Sincex−e3 ∈ R−×R+×R, we deduce thatx2 ≥ 0. Thus(λ−µ−∑1≤i<k
ri

i+1 ) ≥ 0.
As (λ − µ −∑1≤i<k

ri

i+1 ) + 2.µ +
∑

1≤i<k
i+1

i
.ri = 1 we deducex ∈ C ′. ⊓⊔

Lemma 5.6. We have(1 ⊔ JT K)(ΛE3,k) = ΛE3,k+1 for anyk ∈ {2, . . . ,+∞}.

Proof. From lemma G.1, we deduce thatΛE3,k(X2) ⊔ Ja1K (ΛE3,k(X1)) is equal to
ΛE3,k+1(X2). Thus(1⊔ Jt1K)(ΛE3,k)(X2) = ΛE3,k+1(X2). By symmetrical rotations,
we get the following equalities:

(1 ⊔ Jt1K)(ΛE3,k)(X2) = ΛE3,k+1(X2)

(1 ⊔ Jt2K)(ΛE3,k)(X3) = ΛE3,k+1(X3)

(1 ⊔ Jt3K)(ΛE3,k)(X4) = ΛE3,k+1(X4)

(1 ⊔ Jt4K)(ΛE3,k)(X1) = ΛE3,k+1(X1)

Since the variablesX1,X2,X3,X4 are distinct, we deduce(1 ⊔ JT K)(ΛE3,k) =
ΛE3,k+1. ⊓⊔

H Proof of Lemma 6.2

Lemma 6.2. We havecloconv ((G ∩ S) + d) = (G∩ cloconv (S)) + d for anyn-dim
actiona = (G,d) and for any setS ⊆ Rn such thatbd (G) ∩ cloconv (S) ⊆ S.

Proof. Naturally, we can assume thatd = 0. Let us prove the non immediate inclu-
sion G ∩ cloconv (S) ⊑ cloconv (G ∩ S). Let x ∈ G ∩ cloconv (S). Observe that
if x ∈ bd (G) then fromx ∈ bd (G) ∩ cloconv (S) ⊆ S, we getx ∈ G ∩ S

and in particularx ∈ cloconv (G ∩ S). Thus, we can assume thatx ∈ G\bd (G).
Sincex ∈ cloconv (S), there exits a sequence(Sk)k≥0 of finite subsets ofS and
a sequence(xk)k≥0 in the convex hull ofSk that converges towardx. As x is in
the interiorG\bd (G) of G, there exists an integerK ≥ 0 such thatxk is also in
this set for anyk ≥ K. By re-indexing the sequence, we can assume thatK = 0.
Let us consider a sequence(λk,y)y∈Sk

in R+ such that
∑

y∈Sk
λk,y = 1 and such

that xk is a linear convex combinationxk =
∑

y∈Sk
λk,y.y. Observe that for any

y ∈ Sk\G, asxk ∈ G\bd (G), there exist a real valueµk,y such that0 < µk,y < 1
and such that(1 − µk,y).xk + µk,y.y ∈ bd (G). Let us denote byfk(y) this vector
in bd (G). Sincexk is a convex linear combination of vectors inS andy ∈ S we
deduce thatfk(y) is also a convex linear combination of vectors inS. Thusfk(y) ∈
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bd (G) ∩ conv (S) ⊆ S and we have proved thatfk(y) ∈ G ∩ S. By replacing each
y ∈ Sk\G by 1

µk,y
.(fk(y) − (1 − µk,y).xk) in the equalityxk =

∑

y∈Sk
λk,y.y, we

get:

(
∑

y∈Sk∩G

λk,y +
∑

y∈Sk\G

λk,y

µk,y

).xk =
∑

y∈Sk∩G

λk,y.y +
∑

y∈Sk\G

λk,y

µk,y

.fk(y)

Thereforexk is a linear convex combination of vectors inG ∩ S. Sincexk converges
towardx, we deduce thatx ∈ cloconv (G ∩ S). ⊓⊔

I Proof of Lemma 6.3

Lemma 6.3. We have the following equality :

ΛS(X) =
⊔

{JσK (∆S(X0)) | X0 ∈ X , σ ∈ LE
X0,X} + 0+ΛS(X)

Proof. Let Λ′′
S

be the valuation defined by the following equality:

Λ′′
S(X) =

⊔

{JσK (∆S(X0)) | X0 ∈ X , σ ∈ LE
X0,X} + 0+ΛS(X)

As LE
X0,X ⊆ LX0,X we deduce that

⊔{JσK (∆S(X0)) | X0 ∈ X , σ ∈ LE
X0,X} ⊑

Λ′
S
(X). Moreover asΛS(X) + 0+ΛS(X) = ΛS(X) andΛS = Λ′

S
we getΛ′′

S
(X) ⊑

Λ′
S
(X).

Now, assume by contradiction that the inclusion is strict. We deduce that there exists
a pathπ = (X0

σ−→ X) and a vectorx0 ∈ ∆S(X0) such thatJσK (x0) is reduced to a
vector denoted byx satisfyingx ∈ Λ′

S
(X) and such thatx 6∈ Λ′′

S
(X). Naturally, we

can assume without loss of generality that the length ofπ is minimal.

Note thatπ cannot be simple. Thus, this path can be decomposed intoπ = π0.θ.π1

whereπ0 = (X0
σ0−→ X1), θ = (X1

w−→ X1) is a loop with a non zero length and
π1 = (X1

σ1−→ X). We denote byx1 and x′ the vectorsx1 = x0 + dσ0
, x′ =

x1 + dσ1
. Note thatx = x′ + dw. When the set

q
σ0.w

k.σ1

y
(x0) is not empty, it

is reduced toJσ1K (x1 + k.dw). We denote byI the set of realr ∈ R+ such that
Jσ1K (x1 + r.dw) 6= ∅. Observe thatI is a non empty closed interval of the form
I = {r ∈ R+ | r0 ≤ r ≤ r1} wherer0 ∈ R+ andr1 ∈ R+ ∪ {+∞}.

Let us show thatx′ + r0.dw ∈ Λ′′
S
(X). Note that ifr0 = 0, the pathπ0.π1 with a

smaller length thanπ and the vectorx0 ∈ ∆S(X0) providesx′+0.dw ∈ Λ′′
S
(X). Now,

consider the caser0 > 0. The sequencet1, . . . , tk of k ≥ 0 transitionsti = (Yi−1
ai−→

Yi) such thatπ1 = t1 . . . tk will be useful for proving the property in this case. In fact,
asr0 is the minimal real inR (not only inR+) such thatJa1 . . . akK (x1 + r0.dw) 6= ∅.
We deduce that there exists1 ≤ i ≤ k such thatJa1 . . . ai−1K (x1+r0.dw) ∈ bd (Gti

).
Note thatx1 andx1 + dw are both inΛS(X1) thanks to the pathsπ0 andπ0.θ and the
vectorx0 ∈ ∆S(X0). As 0 ≤ r0 ≤ 1 andΛS(X1) is convex, we deduce thatx1 +
r0.dw ∈ ΛS(X1). ThereforeJa1 . . . ai−1K (x1+r0.dw) ∈ ΛS(Yi−1) thanks to the path
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t1 . . . ti−1 and the vectorx1 + r0.dw ∈ ΛS(X1). ThusJa1 . . . ai−1K (x1 + r0.dw) ∈
bd (Gti

) ∩ ΛS(Yi−1) ⊑ ∆S(Yi−1). The pathti+1 . . . tk with a smaller length thatπ
and the vectorJa1 . . . ai−1K (x1 + r0.dw) ∈ ∆S(Yi−1) prove thatJa1 . . . akK (x1 +
r0.dw) ∈ Λ′′

S
(X). Thusx′ + r0.dw ∈ Λ′′

S
(X).

Finally, note that ifr1 = +∞ thendw ∈ 0+ΛS(X). Fromx′ + r0.dw ∈ Λ′′
S
(X)

we deduce thatx = x′ + r0.dw + (1 − r0).dw ∈ Λ′′
S
(X) and we get a contradiction.

Thusr1 < +∞. A symmetrical proof as the one given in the previous paragraph shows
thatx′ + r1.dw ∈ Λ′′

S
(X). As r0 ≤ 1 ≤ r1 andx′ + r0.dw andx′ + r1.dw are both

in the convex setΛ′′
S
(X), we deduce thatx = x′ + dw ∈ Λ′′

S
(X) and we also get a

contradiction. ⊓⊔

J Proof of Theorem 6.5

Theorem 6.5. The MFP-solution of any2-dimA-polyhedral IGTS is effectivelyA-poly-
hedral.

Proof. We denote byHα,c the half-space{x ∈ R2 | 〈α,x〉 ≤ c} parameterized by
α ∈ R2 andc ∈ R. Given a tupler1 = (α1, c1, α2, c2) whereα1 = (α1,t)t∈T and
α2 = (α2,t)t∈T are two sequences of elements inR2 and wherec1 = (c1,t)t∈T and
c2 = (c2,t)t∈T are two sequence of elements inR, we denote by∆S,r1

the following
valuation:

∆S,r1
(X) = ρ0(X) ⊔

⊔

{bd (G) ∩ Hα1,t,c1,t
∩ Hα2,t,c2,t

| t = (X
a=(G,d)−−−−−→ X ′)}

Given a tupler2 = (d1, d2, d3) whered1 = (d1,X)X∈X , d2 = (d2,X)X∈X andd3 =
(d3,X)X∈X are three sequences of elements inR2, we denote byCS,r2

the following
valuation:

CS,r2
(X) = ↑d1,X + ↑d2,X + ↑d3,X

Observe that lemma 6.3 proves that there existsr = (r1, r2) such thatΛS,r = ΛS where
ΛS,r is the following valuation:

ΛS,r(X) =
⊔

{JσK (∆S,r1
(X0)) | X0 ∈ X , σ ∈ LE

X0,X} + CS,r2
(X)

Finally, let us consider the following formulaφ(r):

φ(r) := JT K (ΛS,r) ⊑ ΛS,r ∧ ∀r′(JT K (ΛS,r′) ⊑ ΛS,r′ =⇒ ΛS,r ⊑ ΛS,r′)

As the boundary of any guard is definable in〈R,+, ·〉, we deduce thatφ is a formula
in this logic. Note that an elementr′ satisfyingJT K (ΛS,r′) ⊑ ΛS,r′ is a post-fix-point.
Moreover, asρ0 ⊑ ΛS,r′ we deduce thatΛS ⊑ ΛS,r′ . As there exists anr such that
ΛS,r = ΛS we deduce thatφ defines the set ofr such thatΛS,r = ΛS. In particularφ
is satisfiable and there exists an effectively computable algebraic solutionr. Now just
observe thatΛS,r is A-polyhedral. ⊓⊔
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