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Abstract. In this paper, we present a learning based method for the definition of the ARPH mobile platform configuration during grasping. Based on the principle of semi autonomy, the proposed scheme uses information provided by the user to help him/her during the tedious task of manually coordinating the robot motions. From a crude posture provided by the user a reinforcement scheme is used to optimize the kinematic configuration of the MANUS robot to align the gripper with the axis of the object and grasp it. Simulation results illustrate the capability of the proposed method.
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Introduction

Since more than three decades, robotic assistive technologies have been developed to increase the autonomy of heavily disabled persons (suffering from myopathia or traumas). In this frame, several robotic platforms have been proposed. Three types of systems are now available: fixed workstations (RAID, AFMASTER, [2]), robotic arms embedded of an electric wheelchair (MANUS [4, 6]), and, last, mobile platforms equipped with a robotic arm (MOVAID [3], ARPH [9, 10]). These latter systems are the most complex but they constitute the most adaptive solution to enhance the performances of robotic assistance.

Due to the specificity of the potential users, the utilization of robotic systems induces some particularities. Indeed, the control mode have to be adapted to the physical and cognitive capacities of the user.

The ability to use a robot in various environments (inside and outside home) is one of the most required functionalities [2, 7, 11]. Thus, navigation and manipulation in non structured environments are important issues of assistive technologies. In a cluttered environment, the robot can not work in a full autonomous mode and its movements have to be manually controlled by the user. This induces physical and cognitive loads that may be incompatible with the disabled persons capacities. Semi autonomy may be an interesting way to investigate in order to solve this problem. Its principle is to execute semi-automatically some part of the grasping movement and let the user solve the high level
tasks. This has two main advantages: the user is involved in the task execution and since some motions are executed autonomously by the robot, the physical and cognitive loads are lowered.

In this frame, we propose a reinforcement learning based method in order to define in a semi autonomous way the kinematic configuration of the ARPH mobile platform during grasping.

1. **ARPH system architecture**

The ARPH system is composed of a robotic arm mounted on a wheeled mobile platform. The whole is controlled from a remote control station. (Fig. 1).

![Figure 1 - ARPH system and user interface](image)

The user controls the robot from a fixed workstation composed of a control panel adapted to the user residual capacities and a screen that displays picture sent from a camera and other useful information to monitor the robot. (Fig. 1).

1.1. **ARPH control**

To take advantage of the machine capabilities, the user is an actor in the control loop [10]. A very crucial problem is the degree of cooperation between the user and the semi autonomous robot. In fact, each agent (the user and the robot) can contribute to a particular aspect of the task: the user can elaborate high level strategies while the robot can execute these strategies and interact with the environment. In order to have a relative autonomy while respecting some constraints of cost and complexity, the robot can fulfill autonomously a set of predefined functions adapted to specific criteria of the field of assistance to the disabled [1]. Thus, ARPH proposes a variable semi autonomy centered on the man-machine cooperation.

1.2. **Movement modes and strategies**

The ARPH system can be controlled according to three modes: a) full automation, the robot is fully controlled by the system, b) manual, the user remotely controls the robot, c)
shared, the robot control is shared between the user and the machine. For example, the user can specify a direction that the robot will track while automatically avoiding obstacles. To date, these different modes have been implemented on ARPH.

Apart from the navigation of the mobile platform the grasp function is also very important. In the next section, we discuss a method to define the mobile platform kinematic configuration to perform grasping tasks.

2. Semi autonomous grasping

Several movements are needed to grasp an object: an approach phase during which the end-effector is brought in the vicinity of the object followed by a grasping phase that implies precise adjustments in order to orient properly the end-effector. This latter phase can necessitate fine motions that are tedious if executed in manual control. To reduce the difficulty of this task, we propose to automate partially the grasping phase working in the vicinity of the arm configuration chosen by the user at the end of the approach phase. More precisely, we define the angular configuration of the robot joints in order to place the end-effector in an adequate configuration.

2.1 Method

To define the mobile platform configuration 9 degrees of freedom have to be controlled (6 for the MANUS and 3 for the mobile base). This task is made difficult due to the existence of an infinite number of solutions to put the platform and the MANUS arm in a given configuration.

In order to identify the object to be grasped, it is necessary to obtain information from a camera. It seems important to define the needed amount of information to achieve the task considering the trade off between efficacy and complexity.

We consider that during the grasping phase two points defined on the end effector of the MANUS arm are associated with two points on the surface of the object. The goal is to bring the MANUS arm in such a configuration that the two pairs of points overlap. In this way, we treat the constraints relative to the position as well as the orientation of the end-effector. Furthermore, we limit the amount of the needed information to the position of four points in 3D.

From the platform configuration defined by the user, a specific module is devoted to the definition of the suitable configuration. The method used is based on reinforcement learning [5], a trial and error strategy that allows to find a solution even if the forward kinematics model of the platform is of low precision.

The inputs of the model are the location of the two points of interest both on the MANUS gripper and on the object and also the arm joint limits. The output is the mobile platform configuration that optimizes a particular cost function composed of two parts:

1. A first term that insures that the axes defined by the two points on the surface of the object and on the MANUS gripper are collinear.
2. A second term to minimize the distance between each couple of points.

The first part evaluates the orientation of the gripper relative to the object, its expression is given in Eq. (1):

\[ R_1 = \| \mathbf{n}_{\text{Gripper}} \cdot \mathbf{n}_{\text{Object}} \| \]  \hspace{1cm} (1)

\( \mathbf{n}_{\text{Gripper}} \) is the unit vector aligned with the axe defined by the two points on the MANUS gripper and \( \mathbf{n}_{\text{Object}} \) is the unit vector defined by the two points on the object. The maximum value of \( R_1 \) is reached when the two vectors are collinear, then \( R_1 = 1 \). On the other hand, when the two vectors are orthogonal \( R_1 = 0 \).

The second part of the cost function evaluates the distance between the couples of points. It is defined as following:

\[ R_2 = 1 - \tanh(d) \]  \hspace{1cm} (2)

where

\[ d = \min \left( \| \mathbf{X}_i^{\text{Object}} - \mathbf{X}_i^{\text{Gripper}} \| + \| \mathbf{X}_2^{\text{Object}} - \mathbf{X}_2^{\text{Gripper}} \| + \| \mathbf{X}_1^{\text{Object}} - \mathbf{X}_1^{\text{Gripper}} \| + \| \mathbf{X}_1^{\text{Object}} - \mathbf{X}_2^{\text{Gripper}} \| \right) \]  \hspace{1cm} (3)

\( \mathbf{X}_i^{\text{Object}} \) and \( \mathbf{X}_i^{\text{Gripper}} \) (\( i = 1, 2 \)) represent the 3D position in a common reference frame of the points attached to the object and to the gripper.

\( d \) represents the minimum of the summed distances between the couple of points on the gripper and the object. The function \( \tanh \) insures that \( R_2 \) lies in the interval \([0, 1]\). \( R_2 \) is minimum if \( d \) is high and maximum \((R_2 = 1)\) if \( d = 0 \). Combining the two criteria, the cost function \( R \) (Eq. 4) is obtained:

\[ R = \frac{R_1 + R_2}{2} \]  \hspace{1cm} (4)

The platform configuration is optimized through maximization of \( R \) by using a neural network based implementation of reinforcement learning [8].

2.2 Simulation results

In this section, simulation results are presented. The grasp of a cube placed at different locations is considered. The contact points location and the position of the object are known and considered as input data. The arm starts from a random position within its workspace. 30 simulations are performed for each of 64 object positions equally distributed in a 0.6 m x 0.6 m x 1m workspace (Fig. 2.). The obtained mean \( d \) (Eq. 3) is 9.6 ± 4.1 mm. For one situation, the platform configuration is shown in Fig. 2.
3. Conclusion

Semi autonomy is a concept that may contribute to a better efficacy and acceptance of robots designed to aid disabled persons. In this article, we proposed an application in the frame of grasping. This first step intended to validate by simulation the proposed method. The next steps would be to implement these functionalities on the ARPH platform. The adopted formalism allows to define the configuration but not the motion, this particular point needs further development. Finally, some work has to be done in order to define the suitable grasping points on the object taking into account task and camera constraints.

Figure 2. Example of ARPH platform configuration defined by the model and 64 object positions.
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