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Abstract 

Efficiency in teleoperation systems is strongly affected by the relationship between the 

operator and the remote environment. If the operator has access to easily 

comprehensible information, his capability for opportune decision-making increases. 

Virtual reality has showed to be an effective means of displaying information to the 

human operator. It allows creating three-dimensional and interactive environments, 

which can be explored and controlled in an intuitive way. In our system, called ASSET, 

we have applied virtual reality techniques in design and implementation of 

teleoperation systems human-machine interface. ASSET's objective was to create an 

object-oriented software framework for teleoperation systems development. This tool 

allows flexible customizing and can be used as a testbed for evaluating interaction 

techniques, devices, simulation models and for research about autonomous agents. 
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1. Introduction 

Gradecki has defined Virtual Reality as a “technology that allows a user to view a 

virtual environment from any point and angle, and interact with objects that make up 

that environment" [1]. Thus, Virtual Reality enhances communication between a system 

and its users by making intuitive examination and manipulation possible. The use of 

virtual environments in teleoperation context can improve task performance, thanks to 



the efficient display and visualization of complex data [2]. Teleoperation is used to 

allow manipulation in dangerous or unreachable work sites. A 3D simulation in the 

controller site provides an environment to the operator for experimenting naturally with 

the machines and objects of the remote work environment. Also, he can practice 

independently without concern of damages could be induced in the real equipment 

under impropriated use. Interfaces based on virtual reality are able to compensate for 

large time delays since abstract control is generally less sensitive to temporal feedback 

delay than direct control [3]. This is why we have designed and implemented the 

Architecture for Systems of Simulation and Training in Teleoperation, ASSET that will 

be described later in this paper. 

 

2. Related Work 

One axis of research in virtual environments is the design and construction of more 

flexible virtual reality systems, able to create prototypes quickly and easily to explore 

different design alternatives. The flexibility of a VR system allows its use as a higher-

level tool, as in the work described by Balcisoy et al [4]. This work presents a 

framework for testing the design of objects in an augmented reality context. The 

definition of modelling object geometry is extended with modelling object behaviour to 

allow users to experiment with a large set of possibilities without having extensive 

knowledge of the underlying simulation system. This approach shows that users can 

decrease the time spent on prototype evaluation and have a realistic testing 

environment. Like in the system described by Jung et al. [5], a VRML/Java-based 

virtual environment - populated with heterogeneous articulated agents - which serves as 

testbed for exploring principles for the design of autonomous agents. One of the system 

explicit goals was that diverse kinds of articulated agents should be integrated into the 



virtual environment. That is done by supplying VRML models of the agents’ visual 

appearance and agent control clients that follow a predefined communication protocol. 

By using (free) portable standard technologies – i.e. VRML97 and Java – the system 

can be installed on a variety of platforms and even runs on a standard PC without any 

special graphics hardware.  

Virtual reality allows operators to perceive and control complex systems in a natural 

way.  The Virtual Environment Vehicle Interface (VEVI), a system developed by the 

NASA Ames Research Center’s Intelligent Mechanism Group, exploits this ability. 

VEVI uses real-time, interactive, 3D graphics and position/orientation sensors to control 

different vehicles in a variety of diverse environments [6]. VEVI was designed and 

implemented to be modular, distributed and easily operated. VEVI system was followed 

by VIZ, the latest version of the Autonomy and Robotics Area's developments of 

Virtual Environment for Vehicle Interfaces [7]. VIZ is designed to be a generic modular 

and flexible VR-based interface that allows easy reconfiguration and rapid prototyping. 

VEVI and VIZ have shown that virtual reality interfaces can improve the operator task 

knowledge and provide valuable tools to understand and analyse the remote 

environment. The 3D simulation enables telerobot control even when communication 

rates are slow. Aditya et al, have used Java 3D in their telerobotic system for creating 

and manipulating a Mentor robot [8]. Robot simulation is chosen to substitute a real 

image from a camera for reducing communication latency and system traffic. This 

system is a sample of the efforts to applying teleoperation systems to low bandwidth 

networks. In the interest of web-based telemanipulation, Ghiasi et al. have proposed a 

general framework of Java-based components that allows researchers to focus on their 

particular applications instead of building the infrastructure for Web interaction 

themselves [9]. These components only require researchers to build an interface to their 



framework, instead of implementing a complete end-to-end solution. This framework is 

designed to enable the manipulation of simple to medium complexity devices via the 

World Wide Web. Example application domains include small robotic vehicles and 

robotic arms.   

As we see, researchers look for maximum flexibility from their hardware and software, 

to meet the specific needs of new projects, and because general reusable frameworks 

avoid redundant or unnecessary developments. On the other side, combination of virtual 

reality and simulation allows development of more flexible and useful systems. Virtual 

Reality provides a level of realism that is key for training people in real control 

procedures. Behaviour and attributes can be assigned to objects to simulate their 

response and function within the real world. The simulation engine handles the 

computational tasks required to add physical properties to the objects within the virtual 

environment [10, 11].   

Following these ideas, we are developing a system, based on virtual environments, 

portable and extensible, intended to facilitate the construction of new teleoperation 

systems.  In ASSET, we have identified a number of core requirements present in all 

teleoperation applications. These mechanisms are provided as a set of reusable 

components, highly configurable, to which it is possible to add or change modules in a 

dynamic way. This allows us to use the system as a testbed for evaluation of 3D scenes, 

artificial intelligence behaviours, new devices or interaction techniques. An additional 

objective in ASSET is to have a low cost, light weight, object-oriented system 

developed with open source products, which does not require special hardware. For this 

reason, we have chosen Java and Java3D to develop our system, so that it can run on 

any platform without further changes. Also, even if we can use high-end displays, we 

are using a conventional computer monitor to display the visual world. Our system can 



thus be regarded as a low cost VR solution that can be used for many applications in 

telerobotics research. 

 

3. System Design 

ASSET is a tool for helping development of teleoperation systems, easily adaptable to 

different contexts. The ASSET system provides an object-oriented component-based 

architecture and a modular design to easily make extensions and modifications.  

The architecture of teleoperation systems implemented by ASSET is shown in Figure 1.  

 

Figure 1. ASSET architecture 

 

ASSET architecture consists of three modules: the User Interface Manager, the Real 

System Manager and the Administrator. The User Interface Manager is responsible for 

the communication between the system and the user, it handles the local simulation and 

the interaction devices. The Real System Manager controls the real system. It executes 

commands and manages coherence between the real state and the simulated state in 



order to update the user simulation. The Administrator transmits commands from users 

to effectors, and the information from the real system to the users. Conflicts raised by 

orders of different users are solved by its Coordination component.  

Communication between ASSET modules is managed by their Communications and 

Events component. All interactions between components (simulation, devices, 

visualization) are defined by message passing and synchronized by means of the data 

space and event handling. Conversion between generic information and specific 

information is made only by components – such as physic devices controllers or 

behavioural units - supplied for a particular application. This allows reusing already 

built components and facilitates the integration phase because the functional interface of 

each component remains constant. 

The ASSET system offers to programmers the services related to teleoperation 

missions: 3D simulation, devices management, communications and VR-based 

graphical user interface. For building a specific application, these basic services are 

integrated with the particular application resources. For example, for behaviours testing, 

the developer only needs to provide a geometric model and a control class for his entity. 

In the same way, for testing a new device, the developer only needs to implement the 

services defined in the virtual device. For helping development and evaluation tasks, 

ASSET can be used in simulation only (useful in training and experimentation) or in 

direct control, i.e. changes to the simulated robot are sent in real-time to the actual 

device. In this case, commands are previewed and simulated before sending them to the 

real robot to verify command validity and to reduce real system errors.    

ASSET uses virtual reality interaction techniques – such as 3D visualization and 

devices integration - and simulation to allows researchers, designers and users to 

construct and work with machines and environments in a quick and inexpensive way, 



compared to real systems costs.  Also, our generic framework provides for easy 

extensibility and reusability because processes are separated of specific data. This 

allows ASSET to be used in fast construction of prototypes and test programs for new 

devices or simulation models. 

The ASSET architecture has been implemented using Java. For visualization purposes, 

we are using Java3D that offers a high-level API for designing 3D systems.  These 

components were chosen specifically because they are free. In order to achieve our goal 

of a generic, highly configurable system, we use an object-oriented approach. As each 

module and component is an object accessed only by its functional interface, it can be 

maintained and changed independently of each other. Users modules are loaded from a 

configuration file, read at initialisation. This configuration file allows the full 

customisation of a particular application needs: communication protocol, simulation 

objects (geometry and behaviour), interaction devices, actuators and commands validity. 

For analysing different environments configurations, the user can change this file, rather 

than modify the source code and re-compile. The configuration file approach has 

permitted rapid prototyping and implementation of various environments of which the 

most significant is described in the next section. 

 

4. Evaluation 

In order to help the user to accomplish a task, teleoperation systems have to integrate 

different tools such as visualization, several interaction devices, planning tools, etc.… 

The interface must be able to give complete information of the real world and the 

operator, using a distributed platform, can be helped by other users as well as by 

autonomous robots. The objective of our project, called EVIPRO (Virtual Environment 

for Robotics), is to combine teleoperation, virtual reality and adaptive systems to 



improve the control of teleoperation missions [12]. The overall system consists of a 

reactive system (ASSET) that understand the events of the dynamic environment, and a 

behavioural simulation system used by autonomous robots (A3) whose mission is to 

help the user. Figure 2 shows EVIPRO configuration: 

 

Figure 2. EVIPRO configuration 

 

EVIPRO system is used for controlling two Khepera robots [13]. One of the robots is 

teleoperated and a behavioural unit called A3 controls the other one. The user addresses 

commands to his robot by means of an interaction device – spacemouse and joystick 

controllers have been implemented - and the user interface. These commands are sent to 

the local simulator to produce user feedback. If the result of his action is a valid 

simulation state, the commands are sent to the control module of the real system by the 

way of the Administrator. Real System updates the simulation allowing the behavioural 

unit to know the state of each simulation object, and to react as well as possible to the 



new environment. This unit filters information to obtain the needed data for making a 

choice of behaviour and update his state. Finally, the two Khepera robots execute their 

commands. The Khepera autonomous robot is guided by the behavioural unit associated 

with the remote simulator, allowing the A3 system to only work with valid global data. 

The unit in user simulation just produce visual feedback. The strong object-oriented 

model of the ASSET system allows for easy reconfiguration of the robots. Furthermore, 

because this model separates the geometric robot model from its intermediate control 

layers, we can develop and evaluate the different application components separately. 

 

Figure 3.  User interface of ASSET system 

 

The construction of this system allows us to verify the architecture and the ideas stated 

in ASSET. Thanks to the Reflection package of Java, it is possible to dynamically load 

users classes and components to the system, to add new functionalities without 

modifying core modules. Nevertheless, some difficulties have arisen, the most 



important being collision detection. In fact, in Java3D it is possible to know when 

collision is produced but it is very difficult to determine collision information. For the 

moment we are using a simple algorithm of collision detection based on bounding 

spheres while we work in the integration of a new collision detector. 

 

 

5. Conclusions and Future Work 

We have developed ASSET, a support environment that serves as a testbed for 

teleoperation systems development. In this experimental environment, the developer can 

test new simulation models, behaviours and devices. ASSET is built only with 

commonly available tools such as Java and Java3D and has not high-cost hardware 

requirements. We have used our system in the building of a cooperative robotics 

application, and we have been able to demonstrate the benefits of its flexibility, in 

particular for the dynamic integration of behaviours in the simulation and for the 

construction of specific devices independent applications.  

Future work will cover several aspects. At the current time, we are working in the 

following directions:  dynamic devices and environment configuration, integration of 

devices specific capacities (plug-ins), improvements on the collision detection engine 

and multi-user coordination. Another valuable feature to be integrated will be task 

planning in order to allow the operator to use the result of his experiences in simulation 

and to execute a task in the real system without permanent control. 
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