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Suggested running title : Monitoring Density and Temperature in RF-CVI C/C pro-
cessing.

Abstract. Carbon/Carbon composites are processed by Chemical Vapor Infiltration (CVI)

with radio-frequency inductive heating, which leads to inside-out temperature gradients, suit-
able for the production of homogeneously densified pieces if properly controlled throughout the
whole processing. We present here a 2D axisymmetrical case where a comprehensive numerical
model is tested against experimental runs. The numerical thermal model takes into account
induction heating, radiative, conductive, and convective effects, intermediate regime diffusion
and densification reactions in the pores, and the evolution of the porous medium. The results
are the time evolution of the temperature, concentration and composite material density field,
as well as the input power necessary to ensure a given maximal temperature in the preform.
Experimental data are measurements of the temperature and density fields at various infil-
tration stages. Comparison between experience and simulation, yielding an useful agreement,
allows to show that porosity gets trapped inside the preform as densification proceeds, because
of the progressive lowering of the temperature gradient steepness. The discrepancies between
computations and experimental data rely on the only approximate knowledge of some quanti-

ties, principally the reaction kinetics, which are currently under investigation.
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1 INTRODUCTION

Carbon/carbon composite materials are more and more frequently used in high-temperature
applications such as rocket nozzle heat shields, airplane brakes, and furnace components. For
a high thermal and mechanical quality, CVI-processed pieces are preferred. CVI stands for
Chemical Vapor Infiltration, a process derived from CVD (Chemical Vapor Deposition) , in
which a preform made of carbon fibers is densified by a pyrocarbon deposit originated in the
cracking of gaseous pyrocarbons, usually at high temperatures (ca. 1000-1300 K') and low to
atmospheric pressures. This process allows the fabrication of complex pieces without damaging
the carbon fibers and results in excellent mechanical and thermal properties.

The classical implementations of CVI are the isothermal-isobaric process (I-CVI) [1,2], and
the forced CVI (F-CVI) process [3-8]. The latter method has been improved by the application
of a thermal gradient from the gas-outlet side to the gas-inlet side, thus allowing the pores to
be filled from their remote extremity first.

Similarly to this, but without forcing the gases inside the preform, are a variety of nearly
isobaric, thermal-gradient CVI (TG-CVI) techniques. The use of a central susceptor bringing
heat to the inner surface of a crown-shaped preform has been investigated by several authors
[9-11].

Some preliminary experimental studies have been performed on microwave heating of Nicalon
® fiber preforms [12,13] associated to SiC'/Si deposition ; the results encouraged other teams
to further investigate in the direction of volume-heating techniques.

A newer variant is the CVI with direct radio-frequency inductive heating of the preform
(RF-CVT) [14,15]. In this technique, inside-out temperature gradients appear in the preform
irrespective of its shape, in contrast to F-CVI. Such thermal gradients are appropriate to obtain
a complete densification of the material, since the pores begin to be filled at their most remote
part first.

Available experimental reports on the thermal-gradient CVI process of carbon-carbon com-
posites are mainly due to Golecki and co-workers [16-20]. They have used CsH;q as a gaseous
precursor, a radio-frequency range of 4.9-8.6 kHz, which lead to temperatures in the range of
1000 to 1450 K ; the preforms displayed an inside-out initial temperature field, which eventually
turned outside-in in the last third of the densification run (see fig. 6 of [17]). The preform

density has been determined after 1/4 and 1/2 of the total processing time, with well-marked



inside-out density gradients. The final density field is not displayed.

A variant featuring temperature and pressure pulsing (TP-CVI) has also been studied ex-
perimentally [21], with excellent results for pyrocarbon and SiC infiltration.

Theoretical investigations of thermal-gradient CVI went in various directions. They are
either 1D or 2D, and account for heat gains by various ways : imposed boundary temperatures,
constant power distributions, or preliminary solving of Maxwell’s equations, while heat losses
are represented by convective and/or radiative heat exchange boundary conditions. Various
chemical systems have been also used. Table 1 is an attempt to compile several of these refer-
ences.

These studies have first shown that inside-out temperature gradients could potentially favor
a complete densification, and that the total processing time may be well diminished with respect
to [-CVI. However, it is shown that minimal temperature gradients are necessary to ensure the
desired situation. In refs. [14,22,23] computations are shown where the correct situation is
obtained at the beginning of densification, and the outside-in situation later appears.

However, no direct confrontation between numerical simulations and experimental data has
been reported, to the authors’ knowledge. The present study is an attempt to provide such a
confrontation between experimental results and a comprehensive numerical model containing
all features described in [14], plus gas convection effects and a more accurate description of

radiative heat transfer .

2 EXPERIMENTAL SETUP

A cylindrical reactor is heated by induction coils made of copper tubes inside which a
coolant fluid flows. A crown-shaped preform is held approximately at half-height inside the
reactor. Two refractory bricks are located above and below the preform, in order to provide it
with a partial heat insulation. The gases enter the chamber from below, and exit from above.
The apparatus heating is driven with a temperature regulation, that is, the RF coil electrical
power is regularly updated so that the temperature at the center of the preform (as measured
with a thermocouple) is held constant. The whole setup scheme is shown at fig. 1.

The parameters describing the reactor are summarized at table 2. The gas flow rate is cho-



sen as very high, in contrast to typical I-CVI conditions. The reason for this is that it is tried
to obtain a convective freshening of the preform’s inner surface - indeed, this region undergoes
relatively small radiative heat losses, and the inside-out temperature gradient in this region
would be too low to ensure proper densification.

Two different kinds of gas inlet compositions have been chosen : first, pure nitrogen in
order to check out the thermal computations without any side-effect owed to densification, and
second, methane. In the latter case, to take into account a partial decomposition of the gas
leading to hydrogen production, an arbitrary amount of 25% of H, has been chosen for the
thermal computations. Indeed, hydrogen has thermal properties that differ strongly from any

other gas, and this fact led us to take it into account.

3 EXPERIMENTAL RESULTS

The preform temperature field has been monitored by a set of 9 thermocouples evenly
spaced in a radial section, at three axial positions and three radial positions. The temperature
dataset is then interpolated linearly to give approximate representations of the whole temper-
ature field. Also, the density has been monitored in the preform at various densification stages
by a destructive method. After stopping the infiltration, three radial slices are extracted from
the preform, then split into 9 drill cores for which density is individually determined by classi-
cal weight and volume measurements. The results are then interpolated as for temperature in
order to visualize the density field. Fig. 2 shows the disposition of the thermocouples and the
position of the drill cores in the preform.

Fig.3 shows the recorded temperature fields using either Ny or C'Hy. 1t is clearly apparent
that the difference between both fields lies essentially in the lower left corner of the preform
section. More precisely, the cooling owed to the gas stream is much more important when C'Hy
is used. This is due to the different thermal properties of these gases : C'H, is more conductive
than N3, and becomes even more if it is partially decomposed into Hj.

Figs. 4 and 5 show the respective time evolutions of the temperature and density fields, as
determined experimentally. Coherently with previous results of the literature, it is seen that,

even if the desired inside-out density gradient appears at the early stages of densification, a



central minimum eventually shows up after some time. This is due to the fact that the denser
the preform, the higher its heat conductivity. After a while, the temperature gradients are not
steep enough to counteract the natural tendency that exists in I-CVI, and a moderate outside-in

gradient is seen at 80% total processing time.

4 NUMERICAL MODEL

The modelling strategy in this study is in many points comparable to that previously re-
ported in [14]. We refer to this article for a complete description, indicating only the differences
which have been introduced here. All computations were performed with a general-purpose

finite-element PDE solver allowing to chain together different computations [24].

4.1 Heat transfer simulation

The first modelling step is to compute the electromagnetic field by a solution of Maxwell’s

equations, under the potential-vector formulation :

V x (VxA)=V(,V-A)+ poos (WA —VV) =J;

(1)
V(o5 (22 4+VV)) =0

, Wwhere the unknowns are the vector potential A such that the magnetic field B be equal to
V x A, and the (scalar) electric potential V. The material parameters are the relative magnetic
reluctivity v, = 1/u, and the orthoradial component oy of the electric conductivity.

The second term in the left-hand side is a numerical penalization term, with a non-physical
parameter v,, which removes the singularity of the equation. The injected power is directly
written under the form of a source term J,, whose intensity is determined from the knowledge
of the input current intensity I and the conduction skin depth in the coils ¢ = (Waw/,co)_l. All
quantities are complex, since we are dealing with oscillatory currents.

The technique of “infinite elements” is used to represent the boundary conditions at infinite
distance.

As a result of the computations, the amount of power dissipated by Joule effect inside the



preform is computed :
Qun = (204)' 3T (2)

where the induced electrical current density is :
J =V x (u5'VA) (3)

The dissipated power is then treated as a volumic heat energy source for the subsequent
thermal computation.

The heat equation that is considered here takes into account conduction and convection, as
well as the previously mentioned heat source, and covers both the preform and the surrounding

gas-phase :
aT
rn

In the preform, the conductivity is treated as a tensor in the porous medium to represent

+pCyv VT + V- (=AVT) = Qu, (4)

orthotropic behavior, and v is set to zero. The temperature in the porous medium is treated as
equal in the fluid and solid phases, since they have a very important heat exchange interface.
In the gas-phase, the conductivity is scalar, and the source term is set to zero. Heat sources
or sinks related to chemical reactions are neglected since the enthalpy changes in the case
of hydrocarbon pyrolysis are not very large. The velocity field v in the gas is obtained by a

resolution of the continuity and Navier-Stokes equations (total mass and momentum balances) :

agotv)+v-(,ov®v)+v;—v-(@):,og (5)
= (Vv HTY) 42V (6)
%-I—V-(,ov):() (7)

In the porous medium, velocity is considered as zero, since it is of negligible importance.
Radiation is described with a multireflecting radiating cavity formalism with a full 3D form-
factor computation, considering the reactor as a quasi-closed cavity. The radiative exchange

between the walls of the cavity are represented by the following boundary conditions :
(-AVT) n =0, (8)

where the radiative fluxes are obtained by the following relations for discretized surface ele-

ments :



Agp = e (85 — (1 — ¢)) Fyy) (10)

J

Bij = 05 (6:;; — F}j) (11)

1 cos 0, cos 0.:dS;dS;
Fyj = —/ / —— 12
TS s s, rfj (12)

in which
e 0, is Stefan’s constant (5,67.107% W.m™2 K1)

e 0;; is the Kronecker symbol ;

h

e ¢; is the emissivity of the i surface element ;

e S5, is the area of the th gurface element (m?).

h th

e r;; is a vector linking the centers of the i and J " elements.

th

e 0, is the angle between the normal to the ¢"" element and r;;

o [ is the form-factor of element ¢ for element j. It gives the fraction of the flux emitted

by ¢ that is received by j.

Incorporating gas convection and multireflection radiation allows to represent in a much
more realistic way the distribution of the heat fluxes that are lost by the preform, than in the
previous modeling works. This was an important necessity in our case because of the chosen
experimental setup, for which the temperature field is extrememly sensitive to both radiative
and convective losses at the preform surfaces.

The choice of a model for thermal conductivity is also critical for the accuracy of the tem-
perature field. We have taken here into account the anisotropy of the preform, and the fact
that conductivity of non-graphite carbons increases with temperature [25,26], which is indeed
the case for both carbon fibers and infiltrated pyrocarbons. All estimated preform properties
are listed in table 3.

Thermal regulation is implemented in the simulation through an iterative algorithm. A first
computation yields a temperature field whose maximal value inside the preform is compared
to the prescribed temperature ; the power is increased or decreased if both temperatures differ

by more than 10 K.



4.2 Densification simulation

The model that has been used for densification is relatively simple and relies on a quasi-
steady-state assumption, that is, it has been considered that the porous medium properties such
as density evolve slowly with respect to the transient time scale of gas transport phenomena.
A steady-state diffusion equation is first solved to obtain the repartition of the precursor gases
in the preform ; then the densification rate is tabulated and reused for the evaluation of the
porosity evolution some time later.

The transport and reaction of only one species has been solved ; no convection (Darcy)
effects have been taken into account since they are lower by more than two orders of magnitude
than diffusion effects ; a first-order deposition kinetic law has been taken. This is summarized

in the following equation :

V- (—DeffVC) = —aUkC (13)

The most important structural parameters are then the effective diffusivity D.;; and internal
surface area ¢,, the latter determining the importance of the heterogeneous reaction. The laws
that have been chosen for these quantities are described in table 3. The results of Monte-
Carlo computations for overlapping cylinders randomly disposed in 2 dimensions [27] have
been used to model the radial and axial effective gas diffusivities. The various laws have been
slightly altered to take into account a percolation porosity of 0.07. Classical models for the gas
properties (density, viscosity, thermal conductivity, heat capacity, free gas pair diffusivity) [28]
have been otherwise employed. Once eq. (13) has been solved, the mass sink term o,kC' is

reused in the following ordinary differential equation :

de
oy vso kC (14)

The whole numerical procedure is sketched in fig. 6.



5 NUMERICAL RESULTS AND DISCUSSION

5.1 Momentum transfer

The structure of the reactor is such the flow patterns are very difficult to compute. A
preliminary determination of the local Re and Ra dimensionless numbers in various parts of
the reactor are summarized in table 4. According to universal correlations [29], they lead to

predict flow regimes that are of two kinds :

e The preform inner hole and the outlet zone in which the flow is forced and is close to

turbulence;

e The other parts of the reactor for which the flow is much more laminar and mainly of

natural convection nature.

Accordingly, it has been necessary to compute the velocities with a transient form of the
Navier-Stokes equations, and wait for a permanent regime to settle itself (approximately in 40
real-time seconds).

The flow pattern is sketched in fig. 7. It is apparent that the gases mainly propagate through
the inner hole of the preform up to the outlet, leading to the desired convective refreshment
of the inner hole surface. Some convection loops, due to either forced or natural convection
circulate above the preform. A moderate downwards stream is present around the outer radius

of the preform.

5.2 Initial temperature fields

The temperature fields that have been computed in both cases (Ny and C' Hy/ H3) have been
compared to the experimental data, as reported in figs. 8 and 9. The agreement is generally
excellent. In the first case, the relative discrepancy between calculations and measurements
is less than 5% over more than 70% of the preform section area. In the case of C'H,/H;, the

agreement is lesser : indeed, the gas mixture that has been used for the computations is only
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a rough approximation of the true gas composition, and its thermal properties seem to have
been underestimated.

In order to quantify the impact of gas convection on the thermal field, another numerical
calculation has been performed without convection , and the difference between the tempera-
ture fields is displayed in fig. 10 : a clear zone of influence appears in the inner part of the
section, for which there is a temperature lowering of roughly 50 K using Ny and 100 K
using methane. Even though this is somewhat lower than the experimental values, the correct
tendencies are well described.

The radiative fluxes are displayed in fig. 11. As expected, they are much lower at the inner
face of the preform than at the outer face, and this is compensated here by the convective
loss. The upper and lower faces are partially insulated by the refractory bricks : this helps to
force the isotherms to be more perpendicular to the radial direction. At the center of the outer
surface of the preform, it has been evaluated that the radiative heat loss is 96% of the total,

while it is only 81% at the inner face.

5.3 Density and temperature evolution

The evolution of the density and temperature fields, as computed with our model, is
shown in figures 12 and13. On the former, it is clearly apparent that the main feature of the
experimental behavior is qualitatively reproduced : the density field, at first with the desired
inside-out gradient, begins to display a central minimum at a unit dimensionless time, for

which the maximal density is still 1.45 g.em™>.

Also, the effect of convection on the interior
lower corner of the preform section is reproduced, though with a lesser extent, since it becomes
perceptible only at the latest stages of densification.

There are some differences between numerical and experimental densification results.

First, the time-scale for the numerical densification is larger : such a discrepancy is not
surprising, taking into account the fact that it has not been tried to optimize the deposition
rate law. The experimental and computed average density and temperature evolutions would
be very similar if the dimensionless time were rescaled by a factor of 1/5 for the numerical

densification.

Second, the inner depleted zone is much larger in the model than in the experience. Various
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reasons are plausible for that :

e An overestimation of the reaction/diffusion ratio, either because of an overestimation of

the surface area or because of an underestimation of the effective diffusion coefficient ;

e An under-estimation of the chemical reaction activation energy, since it is the key param-

eter for the importance of the desired inside-out density gradient.

Third, the computed temperature average displayed at figure 13 tends to a lower limit than
the experimental one. This comes probably from an underestimation of the thermal diffusivity
in the preform, especially when it gets densified. One could guess from those results that the
thermal conductivity of the carbon matrix is higher than for the fibers.

The evolution of various other quantities has been followed in the preform in order to track
which one exhibits first a gradient non-monotonicity. It appears that the densification rate
—de/0t = kC displays an M-shaped radial profile at a dimensionless time of 0.8, in advance
with respect to the density. This is to be expected from the antagonist réle of the rate constant,
which depends on the temperature and the internal surface, and the concentration which tends
to be less active at the center because of diffusional limitations. Once the preform center is
partially densified, the conductivity increase induces a thermal gradient decrease, which even-
tually ceases to counteract the concentration depletion. The higher the activation energy, the

later this phenomenon occurs.

6 CONCLUSION

A coherent set of numerical predictions and experimental data has been produced for the
RF-CVI processing of carbon/carbon composites, in the case of a crown-shaped piece. Both
procedures use a thermal regulation loop maintaining a constant temperature at the preform
center, and a strong convective refreshment of the inner section by the inlet gases, which com-
pensates the lower importance of radiative thermal losses. Temperature and density have been
monitored, showing that the final stages of RF-CVI eventually lead to a situation closer to I-
CVI, which is an adverse effect for the C'/C composite quality. Both approaches display a final
M-shaped radial density distribution, rather equilibrated from the inner to the outer radius.

The agreement is excellent on a thermal point of view, and only qualitative for the density

12



evolution, probably due to a lack of precise knowledge of thermal, electrical, geometrical, and
transport properties in the preform during densification. Future work will be devoted to the
determination of such properties, to enhance the physico-chemical precision of the modeling

suite, and to use it in order to optimize the process parameters.
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Figure Captions.

e Figure 1: Scheme of the experimental apparatus.

e Figure 2: Preform analysis : position of the thermocouples (left) and position of the drill

cores for density determination (right).

o Figure 3: Temperature fields in the preform as obtained by interpolation from measured
data. Left : with Ny as the surrounding gas, right : with C'H,4 as the surrounding gas, at

initial densification stage.

o Figure 4: Average temperature and temperature field evolution in the preform as obtained

by interpolation from measured data.

o Figure 5: Average density and density field evolution in the preform as obtained by

interpolation from measured data.
o Figure 6: Sketch of the numerical procedure.

e Figure 7: Velocity and temperature fields in the central part of the reactor.The velocities

in the innermost part are not displayed for being too high.

o Figure 8: Temperature field in the preform with N, as the surrounding gas. Left: com-

puted temperatures, right: relative differences (%) with experimental values.

o Figure 9: Temperature field in the preform with C'Hy as the surrounding gas. Left:

computed temperatures, right: relative differences (%) with experimental values.

o Figure 10: Evaluation of the influence of gas convection : temperature difference maps

for computations carried with and without convection. Left : N, case, right : C'H, case.

e Figure 11: Radiative heat losses from the preform. a) : on all faces, b) : at the inner and

outer faces.

o Figure 12: Computed density evolution : average and maximal density compared to

measured values, and density field snapshots at different stages.

o Figure 13: Computed average temperature evolution compared to measured values.
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Table Captions.

Table 1: Comparative presentation of previous modeling works on isobaric TG-CVI.

Table 2: List of experimental parameter values.

Table 3: List of provided parameter values for numerical simulations.

Table 4: Dimensionless numbers for the gas flow.
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Ref. H Heating

Cooling

Chemical system

1D models
[30] Linear T profile (C'Hs), SiCly

— SiC+CHy+2HCI
[10] Fixed inner temperature | Conv. and rad. | 3C Oy + 3Hy + 2AIC15

— Al,O3s +6HC[ 4+ 3C0O
[22] Constant power Convective CH3S5:Cls — SiC' 4+ 3HC
[23] Constant power Conv. and rad. | CH35:Cls — SiC' + 3HC
[31] Power = f(time) Conv. and rad. | CHy — C' + 2H,
[32] Microwave (analytical) | Conv. and rad. | C H3SiCls — SiC +3HC!
[33] Maxwell’s equations Conv. and rad. | CH35:Cls — SiC' + 3HC
2D models
[34] Microwave (analytical) | Convective CH3S5:Cls — SiC' 4+ 3HC
[14,15] || Maxwell’s equations Conv. and rad. | CHy — C' + 2H,

Table 1:
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Parameter Value

RF Heating
Coil section diameter d. = 16mm
Assigned temperature T. =1323K

Preform

Inner diameter Qint = 135 mm
Outer diameter QDext = 405 mm
Height H = 255mm
Initial porosity € = 0.72
Minimal porosity er =0.07
Volumic mass-porosity relation | d = 1.94 — 2¢ (g.cm™?)

Glases

Pressure

Composition

Inlet flowrate

Py = 2600 Pa
Case 1 : Ny
Case 2 : CHy

Q) = 10000 scecm

Table 2:
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Parameter

Value

Reactor

Wall emissivity
Thermal transfer
coeflicient
Outer wall

temperature

e =0.85

h =570 Wom™ 2. K~!

Tump =298 K

Preform

Magnetic permeability
Emissivity

Electrical conductivity

Thermal conductivity

py = 471077 Hom™!
e=10.8
Otheta = (1 - 6)0-0

o, = 25000 S.m~!

A= (1= A (T) + €Ay (T)]
Aoy = 10.6Wm~' . K~! @ 298K
Ao = 21.2Wom~' K~ @ 298K
OXJOT = 21073 Won~ . K2

Glases

Composition

Case 1 : Ny

Case 2 : 5% CHy, 25% H,

Densification parameters

Internal surface
Chemical deposition

rate constant

Diffusivity
Diffusivity (ordinary)

Diffusivity (Knudsen)

Deposit molar volume

o, = 3.10° (—0.2816 + 4.272¢ — 3.56¢*) m™!

k = ko exp( E“)

14 .
k :22410 m.s 1
Jv,0

E, =364 kJmol™!

Dojs = (Db_l + DIZI)_I (m?*.s71)
Db,r/Dgas = 63.43( g )
Dy [ Dgas = € ( g ) 1.005
Dk, = Dgo = Uv ( 06 ) 954\/>
DI&Z—DI\O oy (e 0607) \/>
Ko = 3 7_[_]\457(15
= 545 107 m®.mo l

Table 3:
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Reactor zone Local Re | Local Ra.D/L | Flow type [29]

Preform interior hole | 5000 < 40000 transition ; forced

Outlet zone 5500 34000 transition ; forced

Void zones < 1000 140000 laminar ; free
Table 4:
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