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Abstract

This paper deals with the problem of Fault Detection

and Isolation (FDI) in Networked Control Systems (NCS).

The effects of unknown networked induced delays on con-

ventional observed based residual generator are studied.

It is shown that the detection performances may be re-

duced due to the sensitivity of the residuals signals to the

delays. With the assumption that the network delays be-

long to a given bounded set, a threshold is defined on the

basis of the network characteristic, in order to enhance

the robustness of the decision making process. The detec-

tion thresholds, which depend on the bounded values of

the network delays, are determined from the network cal-

culus theory.

Keywords: fault detection, residual generation, network

calculus, network induced delays, robustness.

1. Introduction

A new trend in the field of fault diagnosis for techni-

cal systems is the implementation of supervision func-

tionalities such as performance evaluation, Fault Diag-

nosis and Isolation (FDI) procedure and reconfiguration

mechanisms on networked architecture systems. The

study and the design of such application, called Net-

worked Control Systems (NCS) [11], has been becom-

ing an important emerging research field. Usually NCS

are subject to unknown network induced delays, and data

dropouts [10, 11]. The control issues of NCS have at-

tracted most attention of many researchers with taking

into account network characteristics [6, 9, 18], but very

few treat the FDI for NCS problem. The procedures of

model-based FDI problem are:

• generations of residuals which are ideally close to

zero under fault-free conditions, minimally sensitive

to noises and disturbances and maximally sensitive

to faults,

• residual evaluation, namely design of decision rules

based on these residuals.

When involving the model-based FDI of NCS, the

aforementioned problems will be more complex than

those of traditional point-to-point systems because of the

network induced effects and conventional theories with

ideal assumptions such as non-delayed sensing and actu-

ation must be re-evaluated. In this paper, we are inter-

ested in evaluating first the effects of the communication

induced delays in the performance of the FDI system. It

will be shown that the performances of FDI are altered

by the delay (see figure 1). Depending on the input sig-

nal applied to the system, delays can induce false alarms.

In order to overcome this problem, the threshold which is

used in the decision making is adjusted according to mod-

ifications of the network characteristics.

fault fault fault
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Decision
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Figure 1. Conventional FDI scheme in the

NCS context

The proposed approach for threshold adaptation is

based on the value of the upper bound value of the induced
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delay. The delay information is determined by means of

the network calculus theory. The paper is organized as fol-

lows. Section II introduces the general principle of con-

ventional FDI. Section III presents FDI approach in the

NCS context and the effects of the network on the residual

signal. Section IV introduces the network calculus tools

and conclusion and further work are discussed in the last

section.

2. FDI principle

Fault diagnosis implies to design residuals close to zero

in the fault-free case and deviated from zero in the pres-

ence of faults. Residuals should possess the ability to dis-

criminate between all possible modes of faults. Residuals

generation having directional properties in response to a

particular fault is an attractive way for enhancing the fault

isolability. The fault isolation filter, proposed in this pa-

per, is a special full-order state observer which generates

output residuals with directional properties in response to

each fault. First developed by Beard [1], fault detection

filter has been revisited by Massoumnia [13], from the

geometric state-space control theory and by White and

Speyer [17] in the context of eigenstructure assignment.

Further improvements were suggested by Liu and Si [12]

and Keller and Sauter [7].

In this section, we introduce the conventional structure

of the FDI filter. Let us consider a classical sensor faults

state space representation:











x (t) = Ax (t) +

m
∑

i=1

Biui (t) + Ef (t)

y (t) = Cx (t) + Ff (t)

(1)

where x ∈ ℜn, y ∈ ℜn, u ∈ ℜp, F and E are the faults

distribution matrices and f ∈ ℜp is the fault magnitude

vector. All matrices are assumed to be known with appro-

priate dimensions, also rank C = m and rank F = p ≤
m.

It is assumed that the residual generation and evalua-

tion steps are executed instantaneously at each sampling

period k. Based on this assumption, if the control signal

is kept constant over each sampling interval T , and if it is

considered that fault signal is constant, the discrete time

system can be described by:











x ((k + 1)T ) = Φx (kT ) +

m
∑

i=1

Γiui (kT ) + Ξf (kT )

y (kT ) = Cx (kT ) + Ff (kT )
(2)

where

Φ = eAT ; Γi =

∫ T

0

eAsBids; Ξ =

∫ T

0

eAsEds (3)

The fault diagnosis procedure consists in three stages:

• Residuals generation: it consists in associating a

model-observation pair to evaluate difference with

respect to the normal operating conditions;

• Residuals evaluation: the residuals are compared to

some predefined threshold according to a test and, at

this stage, symptoms are produced;

• Decision making: the role of the decision making is

to decide according to the symptoms, which elements

are faulty, that is isolation.

This implies the design of residuals that are close

to zero in the fault-free situations while clearly deviat-

ing from zero in the presence of faults and that possess

the ability to discriminate between all possible modes of

faults, which explain the use of the term decision-making.

Classically, decision-making is realized according to an

elementary logic based on a comparison between a prede-

fined threshold and the residual signal. Then, the problem

is to design an observer whose inputs are the measurable

outputs and control inputs which generates the residual

signals, in such a way that the influence of the faults is

decoupled from each other and from the disturbances ef-

fects.

Let us consider an observer for system (1) of the form:























x̂ ((k + 1)T ) =Φx̂ (kT ) +

m
∑

i=1

Γiui (kT )

+ L (y (kT ) − ŷ (kT ))

ŷ (kT ) =Cx̂ (kT )

(4)

The residual generator is given by:

r (kT ) = G (y (kT ) − ŷ (kT )) (5)

where L and G ∈ ℜn×m are design matrices determined

such that detection and isolation requirements are met.

The estimation error, ǫ, and the residual equation, r, are

determined from equations (4) and (5):

ǫ ((k + 1)T ) = (Φ − LC) ǫ (kT ) + (Ξ − LF ) f (kT )

r (kT ) = G (y (kT ) − ŷ (kT )) (6)

There are various approaches [2, 4, 15] for determin-

ing the gain matrices L and G. This problem will not be

treated in this paper. The residual generator is given by

equations (4) and (5) will be considered in the context of

NCS.

3. FDI for networked control systems

It is now supposed that the system is controlled over

a switched network. In this case, the sensor to controller

delays and controller to actuator delays, have to be taken

into account as it illustrated at figure 2.

Note that the delays, in general, cannot be considered

constant and known. Network induced delays may vary,
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Figure 2. Networked system architecture

depending on the network traffic, medium access proto-

col and the hardware. From the controller viewpoint the

system of equation (1) can be described by the model:

{

x (t) = Ax (t) +
∑m

i=1 Biui (t − τi) + Ef (t)

y (t) = Cx (t)
(7)

where τi represents the global induced delays observed

from the controller side which include the delay from con-

troller to actuators τca and the delay from sensors to con-

troller, τsc (τi = τsc + τca). When the controller re-

ceives the measurement from the sensor, it immediately

computes the new control input value uk and a ’ZOH’ de-

vice holds this value constant until the next measurement

reading.

The discrete time model in equation (1) is then given

by:

x ((k + 1) T ) =Φx (kT ) +

m
∑

i=1

Γ0,iui (kT )

+

m
∑

i=1

Γ1,iui ((k − 1)T ) + Ξf (kT )

(8)

where

Γ0,i =

∫ T−τi

0

eAsBids; Γ1,i =

∫ T

T−τi

eAsBids (9)

Equation (8) is rewritten under the following form:



































x ((k + 1)T ) =Φx (kT ) +
m

∑

i=1

Γ0,iui (kT )

−

m
∑

i=1

Γ1,i∆ui (kT ) + Ξf (kT )

y (kT ) =Cx (kT ) + Ff (kT )
(10)

with

∆ui (kT ) = ui (kT ) − ui ((k − 1) T ) (11)

In order to achieve the FDI step within the networked

architecture, the residual signal has to be defined from

equation (10) and (5). Firstly, the estimation error is ex-

pressed by:

ǫ (kT ) = x (kT ) − x̂ (kT )

and the residual r (kT ) propagates as























ǫ ((k + 1)T ) = (Φ − LC) ǫ (kT ) +

m
∑

i=1

Γ1,i∆ui (kT )

+ (Ξ − LG) f (kT )

r (kT ) =GCǫ (kT )
(12)

It appears from equation (12), that the residual signal de-

pends on the amplitude of the term:

m
∑

i=1

Γ1,i∆ui (kT )

which is a function of τi. In the conventional FDI scheme

the residual is compared to a threshold which can be fixed

or time varying. In this case, the threshold is independent

from the network induced delay. The threshold is defined

as follows:

Ψ(ri (kT ) /fi) ≥ Th (kT ) for fi 6= 0

Ψ (ri (kT ) /fi) < Th (kT ) for fi = 0
(13)

where Ψ(t) = |r (t)| is an evaluation function. In order to

improve the robustness of the decision making against τi,

the threshold is designed according to the network char-

acteristics as follows:

Th (ri (kT ) /fi) = sup |ri (kT )| = sup |Gǫ (kT )|

Let us consider τ and τ respectively the upper bound value

and the lower bound value of the induced delay. Then

with:

|r (kT )| = sup
0≤τi≤τ

|r (kT )|

The following inequality holds

|r (kT )| ≤ |r (kT )| ≤ |r (kT )|

Several approaches have been proposed in the literature

for adaptive thresholding [15], and interval analysis [16].

The interval analysis is based on the network characteris-

tic provided by mean of the network calculus theory.

4. Network Calculus

4.1. Introduction

Delays in a network mainly depend on the protocols

involved (especially the medium access method), the net-

work topology and the traffic load. Resulting from the

load of traffic variation or even the considerable changes

in the network topology, network induced delays might be

characterized by huge time variance. This is especially
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true when the network is shared with applications other

than process control.

A first approach relies on delays measurement. Usu-

ally, the delay measurement relies on the round trip time

(RTT) measurement due to its easy implementation: no

clock synchronisation is required since the computations

are running on the same device. However, for the NCS,

RTT may not be adequate and instrumentation for measur-

ing the end-to-end delay should be developed. The main

difficulty in measuring an end-to-end transmission delay

is due to timing issues like non-synchronized clocks and

scheduling policies of the operating system stack. Con-

sequently, unidirectional delays measurement rely on the

synchronisation of the clocks of the two end-systems as

presented in [14]. Since the obtained delay measurement

corresponds to the delay experienced by the last message

for a given flow, this methodology only enables an esti-

mate to be made for the latest delay. As this is based on

past observations, it gives information about the trends

and time variance of the delay. As a consequence of

the procedure, the measurement of the delay will only be

available at the receiver side. In NCSs, this implies that

the transmission delay of the last control information is

stored on the actuator, even though this knowledge is more

relevant to the controller.

Consequently, a second approach consists to look for

robust methods that will enable to take into account un-

certainties introduced by the unknown delays time vari-

ance. In that way, the paper presents in the following a

method based on the Network Calculus theory in order to

upper-bound τca and τsc, i.e. the control and measurement

delays. Those upper-bounds will be used to adapt the FDI

residual to the delays.

The upper bound delay estimation algorithm applies

ideas from network calculus theory, see [3, 8]. In this pa-

per, the network architecture considered corresponds to

a switched Ethernet architecture (linked to IEEE 802.1D

standard). The approach consists of modelling switches

as a combination of basic components: multiplexers, de-

multiplexers and FIFO queues, as shown in figure 3.

Cin C

(σ1, ρ1)
`

σ∗

1
, ρ1

´

Cout

C C

fifo ports
demultiplexer

fifo memory
multiplexer

Dmux Dqueue Dqueue

Figure 3. Model of a 2-port switch in a full

duplex mode based on shared memory and
a cut-through management

4.2. Maximum delay for crossing one Ethernet switch

In the mathematical analysis, the traffic arriving at the

switch, both periodic and aperiodic is modelled as a leaky

bucket controller. Data will arrive at the leaky rate only

if the level of the bucket is less than the maximum bucket

size. In network calculus theory the traffic models are rep-

resented as arrival curves and, with the assumption that the

traffic follows the leaky bucket model and that the incom-

ing rate is limited by the port capacity, these curves are

affine and have the form:

b (t) = min (Cint, σ + ρt)

where σ is the maximum amount of data that can arrive in

a burst, ρ is an upper bound of the average rate of the traf-

fic flow, and Cin is the capacity of the input port. In the

same way, service curves are used to represent the mini-

mal data processing activity of the components. Typical

arrival and service curves are shown in figure 4.

T

Cout

b1 (t)

b2 (t)

T + L1/C1
t

backlog

C2

C1

data amount arrival

Figure 4. Arrival (b1 (t) , b2 (t)) and service

(Coutt) curves and backlog evolution inside
the two-input FIFO multiplexer

The approach used in analysing the upper bound de-

lay for crossing a two-inputs multiplexer is shown next as

introduced in the work presented in [5]. The approach is

based on the evolution of a specific parameter, the back-

log. The backlog is the number of bits waiting in the com-

ponent, and it is a measure of congestion over the compo-

nent. For the arrival curves in figure 4, the upper bound

backlog occurs at time t where the following line is a max-

imum:

b1 (t) + b2

(

t +
L

C2

)

− Coutt (14)

where b1 and b2 are the arrival curves of stream 1 and 2 at

time t, L is the maximum length of the frames, C2 is the

capacity of the input port 2, and Cout is the capacity of the

output link.

When the upper bound backlog over the component is

known, the upper bound delay over the component is then

obtained by dividing the maximum backlog value by the

capacity of the output link of the multiplexer.

In a FIFO m-inputs multiplexer, the delay for any in-

coming bit from the stream i is upper-bounded by:

Dmux,i =
1

Cout
min

k
Bmux,k (15)
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where Bmux,k is an upper-bound of the backlog in the

bursty periods uk, such that 1 ≤ k ≤ m.

For k = i, the bursty period is defined by ui = σi

Ci−ρi

and the backlog is upper-bounded by :

Bmux,i =

m
∑

z=1,z 6=i

(

σz + ρz

(

ui +
Lz

Cz

))

+ui (Ci − Cout)

where σi is the burstiness of the stream i, ρi is the average

rate of arrival of the data of stream i, Li is the maximum

length of the frames of stream i, and Ci is the capacity of

the import port i. For k 6= i such that 1 ≤ k ≤ m, we

have uk = σk

(Ck−ρk)−Lk/Ck
and

Bmux,i =
m

∑

z=1,z 6=i

(

σz + ρz

(

uk +
Lz

Cz

))

+ uk (Ck − Cout) − ρi
Li

Ci
+ Lk

For the FIFO queue the delay of any byte is upper-

bounded by:

Dqueue =
1

Cout

Cin − Cout

Cin − ρin
σin (16)

For the demultiplexer it is assumed that the time required

to route the output port is relatively negligible compared to

the other delays, i.e. the demultiplexer does not generate

delays.

4.3. Maximum end-to-end delays for crossing switched

Ethernet network

Computation of the upper bound end-to-end delays re-

quires that special attention is paid to the input parame-

ters of previous equations. The maximum delay value D
depends on the leaky bucket parameters: the maximum

amount of traffic σ that can arrive in a burst, and the upper

bound of the average rate of the traffic flow ρ. In order to

calculate the maximum delay over the network, it is hence

necessary that the envelope (σ, ρ) is known at every point

in the network. However, as shown in Figure 5, only the

initial arrival curve values
(

σ0, ρ0
)

are usually known, and

the values for other arrival curves have to be determined.

(

σ0, ρ0
) (

σ1, ρ1
) (

σ2, ρ2
)

? ?
Dswitch Dswitch

Figure 5. Burstiness along a switched Eth-
ernet network

To calculate all the arrival curve values the following

equations can be used:

σout = σin + ρinD, ρout = ρin (17)

For example, for the arrival curve
(

σ1, ρ1
)

in figure 5 the

envelope after the first switch is:

(

σ1, ρ1
)

=
(

σ0 + ρ0Dswitch, ρ0
)

The last part of the method used to obtain the upper-

bounded delay estimate is the resolution of the burstiness

characteristic of each flow at each point in the network.

First, the burstiness values are determined by solving the

equation system:











a11 a12 . . . a1n

a21 a22 . . . a2n

...
...

an1 bn2 . . . ann











∗











σ1

σ2

...

σn











=











b1

b2

...

bn











(18)

where aij and bi are the coefficients determined at each it-

eration of the equation (17). After solving the above equa-

tion, the upper bound end-to-end delays are obtained from

Di =
σh

i − σ0
i

ρi
(19)

where h is the number of crossed switches. For a complete

discussion about the algorithm, interested readers may re-

fer to [5].

4.4. Illustration

In order to illustrate the method presented in the pre-

vious paragraph, we considered the architecture presented

in the Figure 6.

σ3
sc σ0

sc

σ2
sc σ1

sc

switch A

controller

observer

actuator sensor workstation

Figure 6. A redundant switched architecture

The network shown in the Figure 6 interconnects the

controller, actuator and the sensor together by using a re-

dundant switched Ethernet architecture, such that if a link

between two switches breakdowns, the network will be

able to carry on the communications. The architecture is

here also shared with other applications than the control

of the system, such that a workstation is also linked to the

network.

Traffic arrivals are modelled as follows. Periodical

exchanges from the sensor to the controller/observer are

constrained by the arrival curve bsc (t) = σsc + ρsct and

exchanges from the controller to the actuator by bca (t) =
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σca+ρcat. In the same time, the workstation sends frames

to the controller. Traffic is here constrained by the arrival

curve bw (t) = σw + ρwt with σw ≫ σsc.

Consider now the delay supported by the frames sent

by the sensor. Delays depend on the network topology,

and consequently the communication path. In switched

Ethernet network, the Spanning Tree Protocol is used to

define an active topology in which the loop are eliminated.

Firstly, it is assumed that a hierarchical active topology

is defined, such that the measures will pass through the

switch A.

The determination of an upper-bound τsc consist of

writing the equation system presented in equation (18).

For that, it is necessary to write for each flows, the ex-

pression of the output burstiness for each switch and for

each switch basic components defined in the figure 3. For-

mula are obtained according to the equations (17), (15)

and (16). Hence the upper bound is given by the follow-

ing formula:

τsc =
σ3

sc − σ0
sc

ρsc

The principle will be the same for the delay supported by

the control frames.

To note also that the proposed method enables to take

into account network faults. Indeed, if the case of a link

failure between two switches, the Spanning Tree Protocol

will defined a new active topology, and new communica-

tions paths. In the STP algorithm, the root switch is auto-

matically determined by the protocol according switches

parameters. Actually, the link failure detection follows

an active probing process, such that the detection time is

a compromise with the network load. By applying once

again the previous analysis, a new upper-bound τsc could

be determined. This will be interesting in order to con-

trol the adaptation of the FDI algorithms to the network

evolution. The global FDI scheme for the NCS is hence

presented at figure 7.

As shown at figure 7, a new block entitled Network

Calculus is added in order to pick up the network per-

formance and provide to the FDI decision making process

network information required to take into account the net-

work influence.

5. Conclusion

This paper presents a residual evaluation strategy for

fault diagnosis of Networked Control Systems. The inter-

val for the admissible delays is computed by using net-

work calculus theory and is used to determine the thresh-

old. Based on this approach, the decision making is ad-

justed according to some network characteristics such as

the traffic load or the topology. In case of unexpected

changes in the network architecture (component break-

down), the network behavior is modified and transmission

delays may vary. In this case, the proposed method can

maintain a good level of performance of the FDI proce-

dure.

fault fault fault

actuators Plant sensors
ut yt

Controller

FDI
module

Residual signal

Traffic load
Net topology

. . .

Network
Calculus

Decision
Making

FDI

Network
τca

τsc

Figure 7. Global FDI scheme with adaptive
threshold
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