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Abstract

We present in this paper the construction of a pseudodifferential calculus on smooth
non-compact manifolds associated to a globally defined and coordinate independant com-
plete symbol calculus, that generalizes the standard pseudodifferential calculus on R™. We
consider the case of manifolds M with linearization in the sense of Bokobza-Haggiag [ﬂ],
such that the associated (abstract) exponential map provides global diffeomorphisms of M
with R™ at any point. Cartan—Hadamard manifolds are special cases of such manifolds. The
abstract exponential map encodes a notion of infinity on the manifold that allows, modulo
some hypothesis of S,-bounded geometry, to define the Schwartz space of rapidly decaying
functions, globally defined Fourier transformation and classes of symbols with uniform and
decaying control over the x variable. Given a linearization on the manifold with some prop-
erties of control at infinity, we construct symbol maps and A-quantization, explicit Moyal
star-product on the cotangent bundle, and classes of pseudodifferential operators. We show
that these classes are stable under composition, and that the A-quantization map gives an
algebra isomorphism (which depends on the linearization) between symbols and pseudod-
ifferential operators. We study, in our setting, L2-continuity and give some examples. We
show in particular that the hyperbolic 2-space H has a S;-bounded geometry, allowing the
construction of a global symbol calculus of pseudodifferential operators on S(H).

Key words: global pseudodifferential calculus, exponential map, non-compact manifolds,
linearization, Fourier transform, Fourier integral operators, quantization, explicit Moyal
product, symbols, amplitudes, composition, hyperbolic space.
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1 Introduction

Classically, a pseudodifferential operator on a (smooth, finite dimensional) manifold is defined
through local charts and the notion of pseudodifferential operator on open subsets of R™ [[], ig].
In this setting, the full symbol of a pseudodifferential operator is a coordinate dependent notion.
However, the principal symbol can be globally defined as a function on the the cotangent bundle.
Naturally, the question of a full coordinate free definition of the symbol calculus of pseudod-
ifferential operators on a manifold has been considered. One approach, based on the ideas of
Bokobza-Haggiag [B], Widom (B, p3] and Drager [[J] allows such a calculus if one provides the
manifold with a linear connection. Parallel transport along geodesics and the exponential map
to connect any two points sufficiently close on the manifold are then used for the definitions
and properties of local phase functions and oscillatory integrals. Safarov [B7] has formulated
a version of a full coordinate free symbol calculus and A-quantization (0 < A < 1) using in-
variant oscillatory integral over the cotangent bundle and determined by the linear connection.
Pflaum [B2, B3] developped a complete symbol calculus on any Riemannian manifold using nor-
mal coordinates and microlocal lift on the test functions on manifolds with arbitrary Hermitian



bundles. Sharafutdinov [B9, [i(] constructed a similar global pseudodifferential calculus, based
on coordinate invariant geometric symbols. Further results in the same direction, connection
to Weyl quantization and application to physics has been considered in Fulling and Kennedy
[6], Fulling [[5 and Giintiirk [I9]. Connection between complete symbol calculus, deformation
quantization and star-products on the cotangent bundle has also been made (see for instance
Gutt [P, Bordemann, Neumaier and Waldmann [[f] and Voronov [, F0]).

All these pseudodifferential calculi are based on symbol (functions of (z,0) € T*M)
estimates over the covariable # while the dependance on the variable z is only controlled lo-
cally uniformally on compact sets. This is well suited for the case of a compact manifold. For
non-compact manifolds, we have to impose a uniform control over x in order to obtain L?(M)
continuity of operators of order 0 and compactness of the remainder operators if the control over
x is decaying. In other words, any global pseudodifferential calculus adapted to non-compact
manifolds and sensible to non-local effects need to encode the behaviour “at infinity” of sym-
bols. On the Euclidean space R", several types of pseudodifferential calculi have been defined:
standard pseudodifferential calculus with uniform control over x (see for instance Hérmander
[B1]], Beals [B], Shubin [g]), isotropic calculus with simultaneous decay of the z and @ variables
(Shubin [, 2], Melrose [27]), and SG-pseudodifferential calculus with separated decay of the
x and @ variables (Shubin [42], Parenti [Bq], Cordes [{, [l], Schrohe [Bg]), which is invariant
under a special class of diffeomorphisms and can be extended to an adapted class of manifolds,
namely the SG-manifolds (Schrohe [B]]). This class of manifolds contains the non-compact
manifolds “with exits” and adapted pseudodifferential calculus has been developped (see for
instance Cordes [{], Schulze [#H], Maniccia and Panarese [Rf]). Another approach, based on Lie
structures at infinity, has been investigated to study the geometry of pseudodifferential oper-
ators on non-compact manifolds. Describing the geometry at infinity of the basis manifold by
a Lie algebra of vector fields, an adapted pseudodifferential calculus has been constructed (see
for instance Melrose [B§|, Ammann, Lauter and Nistor [[l]). Let us also mention the groupoid
approach: by associating to any manifold with corners a smooth Lie groupoid and by building a
pseudodifferential calculus on Lie groupoids, the b-calculus of Melrose on manifolds with corners
can be generalized (see Monthubert [R9]).

Our purpose in this paper is to construct a global pseudodifferential calculus that gen-
eralize the standard and SG calculi on R™, on exponential manifolds. These manifolds provide
a natural geometric setting to deal simultaneously with the questions of a global isomorphism
between symbols and pseudodifferential operators, and the non-local effects associated to non-
compact manifolds.

The papers in organized as follows. We define in section 2 a manifold with linearization
(or exponential manifold) as a pair (M, exp) where M is a smooth real finite-dimensional man-
ifold and exp is an abstract exponential map, a smooth map from the tangent bundle onto M
that satisfies, besides the usual properties of an exponential map associated to a connection V on
TM, the property that at each point x € M, exp,, is a diffeomorphism. Any Cartan-Hadamard
manifold with its canonical exponential map is an exponential manifold. These diffeomorphisms
are used to define topological vector spaces of functions on the manifold (or on TM, T*M,
M x M) that generalizes, for instance, the notion of rapidly decaying function on R™ or of
tempered distribution, provided that we add an hypothesis of “Ojps-bounded geometry” on the
exponential map. In section 3, we use linearizations in the spirit of Bokobza-Haggiag [[], to de-
fine symbol and quantization maps. This leads to topological isomorphisms between tempered
distributional sections on T*M and M x M, if we consider polynomially controled (at infinity)
linearizations (Oj;-linearizations). In particular, we extend the usual (explicit) Moyal product



(or A-product, for the A-quantization) on any exponential manifold with Op;-bounded geometry
on which we set a Ops-linearization. We get the following A-product formula, giving a Fréchet
algebra structure to S(7T*M),

Tiw / —
aoxb(w,n) = / dpi(€)dp(y) / dit ¢, (0,0') g2 g, €7 a( ¢ 0) b(yh %, 0')
Tp(M)xM VA

z,8,y

where a,b € S(T*M) and the other notations are detailed in Proposition B.11]

In section 4, we define the symbol and amplitudes spaces for our pseudodifferential
calculus. Symbol spaces can be defined in an intrinsic way on the exponential manifold with the
help of "symbol-like” control (Sy-bounded geometry, see Definition P.§) of the coordinate change
diffeomorphisms 1/12[;: associated to the exponential map exp on M. For practical reasons the
definition of amplitudes here is slighlty different from the usual functions of the parameters x,y
and 6. Instead, our amplitudes generalize functions of the form (x,¢,d) — a(x,z + (,9), where
a is a standard amplitude of the euclidian pseudodifferential calculus. We establish continuity
and regularity results for operators of the following form (which can be seen, for some forms of
', as special Fourier integral operators on R"):

(Opr(a), u) := /R N 20 Ty (a(x, ¢, 9) T(u)*(x,¢)) d¢ d dx

where T is a topological isomorphism on S(R?", L(E,)) (here E, is a fixed fiber of the hermitian
bundle £ — M, so L(E.) can be identified with Mgim g, (C)), a is in a Oy, space (see Definition
f13) and v € S(R™, E,). In particular, results of Proposition and and Lemma
are believed to be new.

With the help of a hypothesis of a control of symbol type over the derivative of the
linearization (S,-linearizations), we obtain in section [£.4 an intrinsic definition (Theorem [£.30)
of pseudodifferential operators \I/f,-m on M. We see in section [L.§ a condition (Hy) on the
linearization that entails that any pseudodifferential operator on M, when transfered in a frame
(2,b), is a standard pseudodifferential operator on R™. This condition yields a L2-continuity
result in Proposition [1.36. The last part of section 4 is devoted to the establishment of a symbol
product asympotic formula for the composition of two pseudodifferential operators. The main
result is Theorem [L.47: under a special hypothesis (Cyy) on the linearization (see Definition [£.37),
we have the following asymptotic formula for the normal symbol (transfered in a frame (z, b))
of the product of two pseudodifferential operators

00(AB).w ~ 3 epesd (ale, )00 (270D @5 ) (.. L (9))) oy Tard) o
B,yeNn

where a := 0¢(A),6, b := 00(B).,p, and other notations are defined in section [L.G

Finally, we give in section f] two possible settings (besides the usual standard calculus
on the euclidian R™) in which the previous calculus applies. The first is based on the Euclidian
space R™, with a “deformed” (non-bilinear, non-flat) S,-linearization. The second example is the
hyperbolic plane (or Poincaré half-plane) H. We prove in particular that H has a Sj-bounded
geometry. This allows to define a global Fourier transform, Schwartz spaces S(H), S(T*H),
S(TH), B(H) and the space of symbols Si’m(T*H). Moreover we can then define in an intrinsic
way a global complete pseudodifferential calculus on H, and Moyal product, for any specified
Sy,-linearization on H.



2 Manifolds with linearization and basic function spaces

2.1 Abstract exponential maps, definitions and notations

The notion of linearization on a manifold has been first introduced by Bokobza-Haggiag in [f]
and is defined as a smooth map v from M x M into T'M such that mov = w1, v(z,z) = 0 for any
x € M and (dyv)y—, = Idr,ar. In all the following, we shall work with “global” linearizations,
in the following sense:

Definition 2.1. A manifold with linearization (or exponential manifold) is a pair (M,exp)
where M is a smooth manifold and exp a smooth map from T'M into M such that:

(i) for any x € M, exp, : T, M — M defined as exp,(§) := exp(z, &), is a global diffeomorphism
between T, M and M,

(73) for any x € M, exp,(0) = x and (dexp,)o = Idr, ps-

The map exp will be called the exponential map, and (z,y) — exp, ' (y) the linearization, of the
exponential manifold (M, exp). We shall sometimes use the shorteut €} := exp, ().

Note that the term “exponential manifold” used here is not to be confused with the
notion of “exponential statistical manifold” used in stochastic analysis. Remark that if exp €
C>(T M, M) satisfies (i), then defining Exp := exp o T where T'(x, £) := exp; ' (z) + (dexp; )&,
we see that (M, Exp) is an exponential manifold.

We will say that (M,V) (resp. (M,g)) is exponential, where M is a smooth manifold
with connection V on TM (resp. with pseudo-Riemannian metric g), if (M, exp) where exp is
the canonical exponential map associated to V (resp. to g) is an exponential manifold, or in
other words, if for any = € M, exp, is a diffeomorphism from 7, M onto M. Note that (M, V)
(resp. (M, g)) is exponential if and only if

e M is geodesically complete

e For any =,y € M, there exists one and only one maximal geodesic v such that v(0) = z
and (1) = y.

e For any x € M, exp, is a local diffeomorphism.

Remark 2.2. R" (with its standard metric of signature (p,n—p)) is an exponential manifold and
any n-dimensional real exponential manifold is diffeomorphic to R™. In particular, an exponential
manifold cannot be compact. A Cartan-Hadamard manifold is a Riemannian, complete, simply
connected manifold with nonpositive sectional curvature. It is a consequence of the Cartan—
Hadamard theorem (see for instance [24, Theorem 3.8]) that any Cartan-Hadamard manifold is
exponential.

Remark 2.3. The exponential structure can be transported by diffeomorphism: if (M,exp,,)
is an exponential manifold, N a smooth manifold and ¢ : M — N is a diffeomorphism, then
(N,expy := @ oexpy o Tp~!) is an exponential manifold.

Assumption 2.4. We suppose from now on that (M,exp) is an exponential n-dimensional real
manifold.

For any z,y € M, we define v, as the curve R — M, t — exp, (texp; 1 y), and .y (t) :=
Yy (1 —1). Note that 7., (0) =  and 7., (1) = y. If the exponential map is derived from a linear



connection, we have for any ¢ € R, v3y(t) = J2y(t). In the general case, this is only true for
t=0andt=1.

The abstract exponential map exp provides the manifold M with a notion of “points at
infinity” and “straight lines” (74,). It can be seen as an generalization to manifolds of the useful
properties of R™ for the study of the behaviour of functions at infinity. The abstract exponential
map exp formalizes the fact that our straight lines never stop and connect any two different
points.

The diffeomorphism exp; !, for a given z € M, is not stricto sensu a chart, since it maps
M onto T, M, which is diffeormorphic but not equal to R™. In order to obtain a chart, one needs
to choose a linear basis of T, M. If z € M and b is a basis of T, M we will call the pair (z,b) a
(normal) frame. For any frame (2, b), we define n® := Lyoexp; ! with Ly the linear isomorphism
from T,M onto R™ associated to b. As a consequence, the pair (M,n?) is a chart which is a
global diffeomorphism from M onto R™.

We note wzg =nlo (ng)*1 the normal coordinate change diffeomorphism from R"
onto R™ and (9; . p)ien, and (dz®*®);cy, (whith N,, := {1,--- ,n}) the global frame vector
fields and 1-forms associated to the chart nf. We also note ng* the diffeomorphism from 7™M
onto R?" defined by n[Z“,*(x, ) = (ni(x), M;xw)) where (M;x(a)i)ieNn are the components of 6 in
(dz™®);en, and nE’T (2, 8) — (nb(w), M;x(f)) the diffeomorphism from 7'M onto R?", where
(M?,(€):)ien, are the coordinates of £ in the basis (; .6, )ien,. We have M?, = (dnl), and
]\7;35 = Y(dn®);!. The diffeomorphism from M x M onto R?" defined by (x,y) — (n%(x),n%(y))
will be noted nS,MQ.

We note (0; » p)ieN,, the family of vector fields on T*M (resp. TM, M x M) associated
to the chart ng’* (resp. nE’T, nvaQ) onto R?". We suppose in all the following that & is an
arbitrary normed finite dimensional complex vector space. If v is a (2n)-multi-index, we define
the following operator on C*°(T*M, &) (resp. C°(TM, &), C°(M x M, €)):

2n
Voo Vi
z,b * H ak:,z,b'
k=1

If @ and [ are n-multi-indices, we note («, 3) the 2n-multi-index obtained by concatenation. If «
is a n-multi-index, 07 is a linear operator on C*°(M, €). We fix the shorcut (x) := (1+ |1x]|?)1/2
for any x € RP, p € N. We will use the convention x® := x}" -xp" for x € RP and o p-multi-
index, with 0° := 1. If f is continuous function from RP to a normed vector space and g is a
continuous function from R? to R, we note f = O(g) if and only if there exist » > 0, C' > 0
such that for any x € RP\B(0,7), ||f(x)]| < C|g(x)|. In the case where g is strictly positive on
RP, this is equivalent to: there exists C' > 0 such that for any x € RP, || f(x)|| < Cg(x). We also
introduce the following shortcuts, for given (z,b), x,y € M, 0 € T;}(M), { € T,(M):

(T)2p = <ng(x)>, (0)26 = <M;x(0)>a <§>ib,:v = <Mz['j,x(§)>7
(@, y)20 = ((n2(2),nl(y)),  (2,0)26 = ((n2(x), ML, (0))), (2,€). = ((n2(x), ML, (£)))-

If f and g are in CO(RP, R?") we note f = g the equivalence relation defined by: (f) = O((g))
and (g) = O((f))-



2.2 Parallel transport on an Hermitian bundle

Let E be an hermitian vector bundle (with typical fiber E as a finite dimensional complex
vector space) on the exponential manifold (M,exp). E admits a (non-unique) connection V¥
compatible with the hermitian metric. It is a differential operator from C*°(M, E) (the space
of smooth sections of E — M) to C*°(M,T*M ® E) such that for any smooth function f on M
and smooth E-sections 1), v/,

VE(f) =df @ ¢ + fVF,
Ay = (VEp) + (|VFy'),

where (¢|¢') is the hermitian pairing of ¥ and 9'. We will note [t/|? := (1[1/). The sesquilinear
form (-|-); of E, is antilinear in the second variable by convention. The operator V¥ can be
(uniquely) extended as an operator acting on E-valued differential forms on M. If 7 is a curve
on M defined on an interval J and v*E the associated pullback bundle on J, there exists a
natural connection (the pullback of V¥) on v*E, noted V?"¥ compatible with V.

Let us fix ,y € M and vy : J — M a curve such that v(0) = x and (1) = y. For any
v € E,, there exists an unique smooth section 3 of v*E — J such that $(0) = v and V7" #3 = 0.
Clearly, 5(1) € E, and we can define a linear isomorphism 7, from E, to E, as 7,(v) = 3(1).
The map 7, is the parallel transport map associated to v from E, to E,. The compatibility of
V¥ with the hermitian metric entails that the maps 7y are in fact isometries for the hermitian
structures on F, and E,.

The vector bundle L(E) — M, defined by L(E), := L(E,) (the space of endomorphisms
on E,), is lifted to T*M, TM and M x M by setting the fiber at (z,6) to L(E,) for T*M or
TM, and the fiber at (z,y) to L(Ey, E,) for M x M. The canonical projection from T*M or
TM to M is noted .

X We note 7y := 7,,,. Remark that Tx_yl = T5,,. We define 7, : * — 7,, and Tz_l P X
..

If u € C®°(M,E) and z € M, we note v*(x) := (77 u)(z) for any z € M. If a is
section of L(E) — T*M or L(E) — TM, we note a® := (1, ' om)a(r, om). If a is a section
of L(E) — M x M, we note a*(z,y) = 7, () a(z,y) 7.(y). We also define 7° := (z,y)

T_l(y)T(xay)TZ(x) € L(EZ) NOtil’lg 7T1(37,y) =z, 7T2($,y) =y, we get a® = (7—_1 0771) a (7—20772)

z z
and 77 = (171 om)a (1, o my).

Parallel transport on E has the following smoothness property:

TZ$

Lemma 2.5. (i) The map 7 : (z,y) — Tgy (resp. 771 (z,y) — T:,jyl) is a smooth section of the

vector bundle L(E)Y — M x M where the fiber at (x,y) is L(Ey, Ey) (resp. of the vector bundle
L(E)— M x M).

(ii) T, € C®°(M, L(E,,E)) and 7;' € C®*(M, L(E, E.)).

(i1i) T2 € C°(M x M, L(E,)).

Proof. (i) The map G : TM — M x M defined by G(v) := (7(v),exp(v)) is a local diffeo-
morphism since the Jacobian of G' at vg = (29,&) € TM is equal to the Jacobian of exp, at
€o. Since it is also bijective (with inverse G1(x,y) = (z,exp;'(y))), it is a (global) diffeo-
morphism TM — M x M. The map b(z,y,t) := (z,texp;'(y)) is thus a smooth map from
M x M xR to TM, and we get a smooth parametrization by M x M of the following family
of curves: ¢(z,y) — (Yay : t — expb(z,y,t)). This parametrization leads (see [4, p. 17]) to
a smooth bundle homomorphism between ¢*(-)(0)E — M x M and ¢*(-)(1)E — M x M, so a



smooth section 7 : (z,y) = Tyy of L(E;, Ey) — M x M. The case of 771 is similar, by taking
b2, y,t) == b(z,y, 1 —t).
(4i,17i) are straightforward consequences of (7). O

Corollary 2.6. If u is in the space C°(M,E), then v* € C®(M,E,). Similarly, if a €
C>®(T*M, L(E)) (resp. C>*(T'M, L(E)), C*(MxM,L(E))), thena* € C>®(T*M, L(E,)) (resp.
C®(TM,L(E.)), C*(M x M,L(E,))).

Remark 2.7. The vector bundle £ on M is trivializable and the parallel transport provides a
M-indexed family of trivializations, since for any z € M, the pair f, : E — M X E, (z,v)
(2,722(v)), Id : M — M,z +— z, is a vector bundle isomorphism from F — M onto M xE — M.
Note that if exp is derived from a connection, 7,,' = 7, for any z,y € M.

2.3 Oy and S,-bounded geometry

Classically, in Riemannian geometry, bounded geometry hypothesis gives boundedness on the
covariant derivative of the Riemann curvature of the basis manifold. For the following pseu-
dodifferential calculus, we shall need some hypothesis of that kind, formulated not with the
curvature but with the exponential diffeomorphisms (“normal” coordinate transition maps).
The hypothesis that we will need for pseudodifferential symbol calculus is actually not simply
the boundedness condition on the derivatives of the transition maps, which is a classical conse-
quence of bounded geometry. For symbol calculus, we will require that the n''-derivatives are
not only bounded, but decrease to zero at infinity as ||:U||7U("71) where o is a parameter in [0, 1].
Or, in other words, the normal coordinate change maps behave as “symbols” or order 1. Thus,
we introduce the following

Definition 2.8. Let o € [0, 1]. The exponential manifold (M, exp) is said to have a S,-bounded
geometry if for any (z,b), (2/,b’), and any n-multi-index a # 0,

(Se1) 0"l (x) = O((x)~olel=1)y

and a Ojps-bounded geometry if for any (z,b), (2/,b’), and any n-multi-index «, there exist
Po > 1 such that

(Oum1)  Y0Y(x) = O({x)P").

We shall be working with Ojs-bounded geometry for the definition of function spaces
and Fourier transform and with S,-bounded geometry (for a o € [0,1]) for pseudodifferential
symbol calculus.

Definition 2.9. The triple (M,exp, E) where (M, exp) is exponential and E is a hermitian
vector bundle on M has a S,-bounded geometry if (M,exp) has a S,-bounded geometry and
for any (z,b), 2/, 2", and any n-multi-index a,

(852) 0%y ran(z) = O((a), 9™,

z

and a Ojps-bounded geometry if (M, exp) has a Oy-bounded geometry and for any (z,b), (2/,b6),
and any n-multi-index «, there exist p, > 1 such that

On2)  Orsire) = O((@)5).



Clearly, if o < ¢/, since (Sy/i) = (S,i), we have S,/-bounded = S,-bounded = Oj/-
bounded. Note that S,-bounded geometry on the vector bundle entails that the derivatives
of the transport transition maps 7, '7,, (smooth from M to L(E./, E,)) are bounded (for So-
bounded geometry) or decrease to zero with an order equal to the order of the derivative (for
S1-bounded geometry). Remark also that if E is a trivial bundle and V¥ = d, then (512) is
automatically satisfied since the maps 7, are all equal to the constant x — Idg.

Lemma 2.10. Let o € [0,1] and (2,b), (2/,b') be given frames.
(i) If (M,exp) has a Sy-bounded geometry, there exist K,C,C" > 0 such that for any x € R",
veM,0eTy(M),§eTy(M),
Y = Idgn and  (2).p < K@) w, (2.1)
<0>z,b,m < C<0>z’,b’,x and <§>z,b,x < Cl<§>z/,b/,m7 (22)
and if (M,exp) has a Opr-bounded geometry, there exist K, K', K" ,C,C" > 0 and q > 1 such
that for any x e R", x € M, 0 € T} (M), £ € Tp,(M),
K'Y < (005(0) < K"(0)7  and  (2).p < K(2)? (2:3)
<0>z b < C< > ’ h/<0>z/,b’,x and <§>z b < Cl< > ’ h/<§>z/,b/,m7 (2-4)

(ii) For any given n-multi-indice o, we can write

/
So= D, Jaa Oy

0<|e/[|<]e

where the (fa.qr) are smooth real functions on M such that for each n-multi-indices o, o,

(a) if (M,exp) has a Sy-bounded geometry, there exists Co, > 0 such that for any x € M,
[faer (@) < Cala) 507,

(b) if (M, exp) has a (’)M bounded geometry, there exist Co, > 0 and qo > 1 such that for
any x € M, |foo(x)| < Colx >Z7

Proof Suppose that (M,exp) has a S,-bounded geometry. Taylor formula implies that

H H + Cp ||x|| for any x € R™, where Cp := supycpn (dw::g)x . As a conse-
quence 1/) ( ) (||x||) and thus, there is K” > 0 such that <1/)h o ,(x)) < K"(x). The same
argument for 1/) = (1/)2:) gives ¢Z o = Idge and (z).p < K(z).p follows immediately.
Since x — Mh/ H ’ d¢b 0 Jnt(z)|| and = — ’ MP (Mh/ _1‘ = H d¢bh (,/(x)
are bounded functlons ( ) follows. The case where (M, exp) has a Opr-bounded geometry is

similar.
(79) We have for any f € C>*(M, €),
2o(f) = 0%(fo () 1) onl = 0%(fo (n¥) oyl Y ont.

We now apply the multivariate Faa di Bruno formula obtained by G.M. Constantine and T.H.
Savits in [§], that we reformulated for convenience in Theorem R.1]. This formula entails that
for any n-multi-index o # 0,

O (fo(n) ol = N Paw@) (0 fo () oyl?

1</ | <]l



and thus

b,b ’ '
,?,b = Z (Pa,o/(wzl,z) ° ng) a?’,h’ = Z foz,o/ 8?’,?1’

1<]a[<[of 1<]a’[<]of

where P, o/ (g) is a linear combination of terms of the form Hj.:l(a” 9)¥, where 1 < s < |a| and
the k7 and I/ are n-multi-indices with |k7| > 0, |I/] > 0, > im1 k| = |q’| apd > im1 ||| = |al.
In the case where (M, exp) has a S,-bounded geometry, for each s, (k7), (I7), there is K > 0 such
that for any x € R"™,

qubbmﬂ<KHomﬂme:K®wwmw

which gives the result. The case where (M, exp) has a Op-bounded geometry is similar. O

Theorem 2.11. [§] Let f € C°(RPF,€) and g € C°(R",RP). Then for any n-multi-index
v#0,

8”(fog): Z 8>\ ng Z 'Hkﬂlﬂ W\ lJ )k

1Ay s=lps(,n)  J=1
where ps(u \) is the set of p-multi-indices k% and n-multi-indices 17 (1 < j < s) such that

0=<1'<--- <15 (1= being defined as “I| < |lI'| or |l| = |I'| and 1 < I'” where <y, is the strict
lemcogmphzcal order), |k7| > 0, P K =X\ and > -1 kI =v.

Note that by Lemma P.10, if (M, exp) satisfies (S,1) (resp. (On1)), then (S52) (resp.
(O2)) is equivalent to: for any 2/, 2" € M, there exists a frame (z, b) such that 32‘757';,173// (x) =
(’)((xii‘al) (resp. O((x)r7,) for a po > 1) for any n-multi-index a.

As the following proposition shows, S, or Ops-bounded geometry properties can be
transported by any diffeomorphism.

Proposition 2.12. If (M,exp,;) has a S, (resp. Opr) bounded geometry, N a smooth manifold
and ¢ : M — N is a diffeomorphism, then (N,expy := @ oexpy 0 dp~t) has a Sy (resp. Opr)
bounded geometry.

Proof. Let us note wz JN = nd o (ngN)*1 where n® v == Lg o expjvlz and (z,b), (2/,b')

are two frames on N. Since exp, y = © 0 expyy,-1(y)0(de™ "), and expy, = (dp™1); 1o

_ _ . b,b’ bzvbl/ . .
expM%w_l(z) o ¢~ !, we obtain szz’,N = w¢—lfz),¢—1(z/),M where b, is the basis of Tsoﬂ(z)(M) such

that Ly, = Ly o (dp),-1(z)- The result follows. O

The following technical lemma will be used for Fourier transform and the definition of
rapidly decreasing section spaces over the tangent and cotangent bundle in section 3. It will
also give the behaviour of symbols under coordinate change.

Lemma 2.13. Let (2,b), (2/,b") be given frames.
(i) We can express Biab’ﬁ) as an operator on C>®(T*M, &) (resp. C*°(T'M,€)) , where (o, 3) is
a 2n-multi-index, with the following finite sum:

.,
6;5 ): Z faﬁa 6’8(/5/ )
0<|(a,8") <] (e, 8)]
18'1=18]
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where the fo 5.5 are smooth functions on T*M (resp. TM ) such that
(a) if (M,exp) has a S,-bounded geometry for a given o € [0,1], there exists Co g > 0
such that for any (z,0) € T*M (resp. TM),

[fapar (@, 0)] < Co )70 1710 0 1 (2.5)

(b) if (M,exp) has a Opr-bounded geometry, there exist Co 3 > 0 and qo 3 > 1 such that
for any (z,0) € T*M (resp. TM ),
| fapar, (@, 0)] < Copla)io (0)0 1. (2.6)

(a,8)

(ii) We can express 0, ;" as an operator on C*(M x M, &), with the following finite sum.:

(@.8) _ (@,p")
aZ(,lh - Z favﬁvalvﬁl 8Z,a7b/
0<le’|<lal
0<|8'I<18]

where the fq 5.4, are smooth functions on M x M such that
(a) if (M,exp) has a S,-bounded geometry for a given o € [0,1], there exists Co g > 0
such that for any (x,y) € M x M,

i (9] < Caup 27017190 (7051180, (2.7)

)

(b) if (M,exp) has a Opr-bounded geometry, there exist Co g > 0 and qo,q3 > 1 such
that for any (z,y) € M x M,

| fo8.0r,5 (2,9)] < Cap ()3 ()7 (2.8)

7

Proof. (i) Suppose that (M, exp) has a Sy-bounded geometry. Let us note v, := nE: L © (ng*)_1

and Y = ngT o (n;T)*l. We have 9, = (1/12:5 o my, L) where m is the projection from
R?" onto the first copy of R” in R?” and L is the smooth map from R?" to R” defined as
L(x,9) := t(dwsl,:);l(vﬂ) = t(dwj[zj')w"”"(x) (9). Noting (L;)1<i<n the components of L, we have

Li(x,9) = Zl<p<n L; ,(x) Vp, where L;,, := (8,~¢j§:)p o ng’s. As a consequence, for 1 < i <n
and «, 3, n-multi-indices such that |(a, 3)| > 0

(0@p.); = 500" VSDiom, (D) = (0@IL);,

(@D L)i(x,9) = Y (3a ip)(x) Fpp(0),

1<p<n
b,b’ b',b .
Lip= Y Paw@y?) (01920000 7) it |al >0,

1</ [<[a]

where Fjz () is equal to ¥, if 8 = 0, to d,, if 3 = e,, and to 0 otherwise. We get from the proof
of Lemma that (for 1 < |/ < |a]) Pa@/(?/)b:’b)(x) = O((x)~oUel=1o'D) " As a consequence,

2z

using (1)), we see that 9%L; ,(x) = O((x)~7lel). Thus, if |8 > 1, 0*Fy, =0 and

it 3=0, (8(0‘75)1/)*)2‘(&79) = O(<X>*0(|a\*1)) and (a(a,ﬁ)¢*)n+i(x, 9) = O(<X>7J‘a|<19>),
if 6] =1, (8“P9.)i =0 and (0D )npi(x,9) = O((x) 7).
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Similar results hold for ¢, the only difference is that we just have to take L := (d¢::’:)x(19)
instead of L.
We have for any f € C*°(T*M, €),

zb(f) au(f ( E’*)_l)ong*:ay(fo( z/*)_ O¢*) z,*'

Using again the Faa di Bruno formula in Theorem P.T|, we get

/ /
Vo= Y. (Pas()ond) oy = > fow iy

1< <y 1< <]y

where P, /(1)) is a linear combination of terms of the form H;?:l(a” . )¥  where 1 < s < |v],
the k7 and I/ are 2n-multi-indices with |k/| > 0, |I/| > 0, > o1 kJ = v and > =1 |k |l7 = v.
Let us note I/ =: (11, 192), kJ =: (K%', k72) where 171,172 k71 k732 are n-multi-indices.
Thus,
n
v v , o : o
(0" 0" = [1(@ 0" (@ Yu)nsi)

i=1

and we get, for a given s, (I7), (k/) such that (8lj1/1*)kj #0foralll <j<s,

if 92 =0, ()R = O((x)ToWImDIFI=elk?Z] ) [R2])
if 92 =1,  Kl=0and (8"¢)" = O((x)ToIPI=DIFI).
Since k7 # 0 and (8" ¢, )% # 0, 192 always satisfies |I72] < 1. By permutation on the

j indices, we can suppose that for 1 < j < j; — 1, we have 12 = 0, for j; < j < s, we have
|2 = 1, where 1 < j; < s + 1. Thus,

[T vt = O((x) o510V DIR S5 I921) 9y 3L K921y
j=1

Since, with v = (a, 8), V' = (d/, ),

Jji—1

ZWQ\—ZWQ\ Z\k”\ ZWW”\—!B\ 18]

J=j1 Jj=Jj1

(B.H) follows. If we set fo00,0 =1 and fa 000 := 0 if a # 0, then for any 2n-multi-index («, 3),

71[3
5;5[) )= > faB,0 5'3(/ S

0<|(e,8")|<|(a,8)|
181218

and the estimate (R.5) holds for any f,, 5. 5. In the case of Op-bounded geometry, the proof is
similar, and we obtain for a r, > 1, szl(an V)R = O((x)™ (9)F1-181) which gives the result.

(i) Replacing v, by 1/)2 zMQ = n:: a2 © (n2,0)7 ! in (i), we obtain the result by similar

arguments. O
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2.4 Basic function and distribution spaces

We suppose in this section that E is an hermitian vector bundle on the exponential manifold

(M, exp). Recall that if u € C®°(M; E) (resp. C°(M; E)) the Fréchet space of smooth sections

(resp. the LF-space of compactly supported smooth sections) of E — M, we have for any

z€M, v :=711ue C®°(M,E,) (resp. C*(M,E.,)). We define for any frame (z,b) on M,
T.o(u) :=u®o (n?)~".

Thus, T, p sends sections of £ — M to functions from R" to E, and is in fact a topological

isomorphism from C*°(M; E) (resp. C°(M; E)) onto C*(R", E,) (resp. C°(R™, E,)).

In the following, a density (resp. a codensity) is a smooth section of the complex line
bundle over M defined by the disjoint union over x € M of the complex lines formed by the
1-twisted forms on T, M (resp. T.,(M)). Recall that a 1-twisted form on a n-dimensional vector
space V' is a function on F' on A, V\{0} such that

F(cv) = |c|F(v) for all v € A,,V\{0} and ¢ € R*.

For a given frame (z,b), let us note |dz*°| the density associated to the volume form on M:
dz®b .= dxb*P Ao A dz™® and |0.6| the codensity defined as [0y .6 A+ A Op 2l

Any density (resp. codensity) is of the form c|dz*°| (resp. ¢|0.p|) where ¢ is a smooth
function on M, and by definition is strictly positive if ¢(z) > 0 for any x € M. For a given
strictly positive density du, we also note by du its associated (positive, Borel-Radon, o-finite)
measure on M. This allows to define the following Banach spaces of (equivalence classes of)
functions on M: LP(M,du) (1 < p < o0). Actually, L>(M) := L*°(M,du) does not depend on
the chosen du, since the null sets for du are exactly the null sets for any other strictly positive
density du’ on M.

For a given z € M, we note LP(M, E,,du) (1 < p < oo) and L>*°(M, E,) the Bochner
spaces on M with values in F,. F, is a hermitian complex vector space, so we can identify F,
with its antidual E’. There is a natural anti-isomorphism between E/ and the dual of E, but
there is in general no canonical way to identify F, with its dual with a linear isomorphism. Thus,
we shall use antiduals rather than duals in the following. However, E, is anti-isomorphic with
its dual by complex conjugaison on E’,. We shall note T the image under this anti-isomorphism
of z € E, and E, the dual of E,.

We note LP(M; E,du) := {1 section of E — M such that [|P € LY(M,du)}/ ~ae.
and L>®°(M; E) := {1 section of E — M such that || € L®(M) }/ ~g4.. where ~4 the stan-
dard “almost everywhere” equivalence relation. Since the 7., maps are isometries, for any
z € M, the map ¢ — 7,11 defines linear isometries: LP(M;E,du) ~ LP(M, E,,du), and
L>®(M;E) ~ L*®(M, E,). In particular, LP(M; E,du) and L*°(M; E) are Banach spaces and
L?(M; E,dp) a Hilbert space. Moreover, we can define for any ¢ € L'(M; E,du) and z € M the
following Bochner integral [ 7. L4 € E,. We can canonically identify L>°(M; E) as the antidual
of LY(M; E,du) and L?*(M; E,du) as its own antidual. The (strong) antiduals of C°(M; E)
and C*°(M; E) are noted respectively D'(M; E) and &'(M; E).

We define G, (RP, &) (resp. S;(RP)), where o € [0, 1], as the space of smooth functions
g from R? into & (resp. R) such that for any p-multi-index v # 0 (resp. any p-multi-index v),
there exists C,, > 0 such that [|0”g(v)|| < C,(v)~?WI=D (resp. |8”g(v)| < C,(v)~!) for any
v € RP. We note Op;(RP, &) the space of smooth &-valued functions with polynomially bounded
derivatives. We use the shorcuts G, (RP) := G,(RP,RP) and O/ (RP) := Oy (RP, R).

13



We have the following lemma which will give an equivalent formulation of S, or Oy-
bounded geometry.

Lemma 2.14. (i) Let f € G,(RP,€) (resp. S;(RP)) and g € G5(R",RP) such that, if o > 0,
there exists € > 0 such that (g(v)) > e(v) for any v.€ R". Then fog € G,(R", &) (resp.
Se(R™)).

(ii) The set GX(RP) of diffeomorphisms g on RP such that g and g=* are in G, (RP) is a subgroup
of Diff(RP) and contains GL,(R) as a subgroup.

(11i) We have Op(RP, €) o Op(R™, RP) C Op(R™, €). In particular, the space O (RP,RP) is
a monoid under the composition of functions. The set of inversible elements of the monoid
On(RP,RP), noted O5,(RP,RP), is a subgroup of Diff (RP) and contains G} (RP) as a subgroup.
(iv) (M,exp) has a Sy (resp. Opr)-bounded geometry if and only if there exists a frame (zo, bo)
such that for any frame (z,b), ¥20°0 € GX(R™) (resp. O (R™,R™)).

(v) The set, noted SX(RP) (resp. O3 (RP)), of smooth functions f : RP — R* such that f and
1/f are in So(RP) (resp. Op(RP)) is a commutative group under pointwise multiplication of
functions. Moreover, Sy (RP) < SX(RP) < O, (RP) if 1 >0 >0’ > 0.

(vi) If g € GX(RP) (resp. O, (RP,RP)) then its Jacobian determinant J(g) is in Sy (RP) (resp.
03 (R?)).

Proof. (i) The Faa di Bruno formula yields for any n-multi-index v # 0,

0"(fog)= Y, (0*f)og Pualg) (2.9)

LAy

where P, \(g) is a linear combination (with coefficients independant of f and g) of functions
of the form H;Zl(aljg)kj where s € {1,--- ,|v|}. The k? are p-multi-indices and the I/ are
n-multi-indices (for 1 < j < s) such that |k?| > 0, |I7| > 0, > i1 k7 = X\ and > =1 |k |l7 = v.
As a consequence, since g € G, (R",RP), for each v, A with 1 < |A| < |v| there exists Cy, \ > 0
such that for any v € R”,

1P (9) (V)] < Cya(v)=oM=IAD (2.10)

Moreover, if f € G5(RP,€) (resp. Sy(RP)), there is C} > 0 such that for any v € R",
(@ f) 0 g(v)|| < C{(v)~7UN=D (resp. (9} f) o g(v)] < C4(v)~P). The result now follows
from (.9) and (2.10).

(ii) Let f and g in GX(RP). We have 0;g~! = O(1) for any i € {1,--- ,p}. Taylor-Lagrange
inequality of order 1 entails that (g~!(v)) = O((v)) and thus there is ¢ > 0 such that (g(v)) >
e(v) for any v € R". With (i), we get fog € G,(RP). The same argument shows that
g tof~le G,(RP).

(iii) Direct consequence of Theorem P.11.

(iv) The only if part is obvious. Suppose then that for any frame (z,b), 22 € GX(R") (resp.
O;;(R™,R™). Let (z,b), (¢/,b") be two frames. We have ¢:::; =2 o % So, by (7) (resp.

20,2’
(i14)), 1/15’:: € GX(R™) (resp. O3;(R™,R™)), which yields the result.
(v) By Leibniz rule, the spaces So(RP) and Ojr(RP) are R-algebras under the pointwise product
of functions. The result follows.

(vi) Consequence of (i), (i), 1/J(g) = J(g7 ') o g and the fact that S,(RP) (resp. Opr(RP)) is
stable under the pointwise product of functions. O

~— =

Remark that for any g € G2 (RP), we have g < Idge. The multiplication by a function
in O3;(R™) is a topological isomorphism from the Fréchet space of rapidly decaying E.-valued
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functions S(R™, E,) onto itself. If we note .J :’:/l the Jacobian of ¢:,’S:, then 1/ J:’:/l = J://,’Zb o ¢:::;

and J:’f,/ onl(z) = dz*®/dz*" (z) = det M;x(Mf,:w)*l = det(Mf,:x)*lM;x. We deduce from
Lemma P.14 (vi) that if (M, exp) has a S, (resp. Opr) bounded geometry then Jf’:,/ is in S (R™)
(resp. O;;(R™)).

Definition 2.15. Any smooth function f is in S, (resp. Oyy) if for any frame (z,b), fo(n%)~! €
Sy (R™) (resp. Opr(R™)). Similarly, any smooth function f is in S5 (resp. Oy;) if for any frame
(2,b), fo(n)~! € S5 (R") (resp. O (R")).

Lemma 2.16. If (M,exp) has a S,-bounded geometry then a smooth function f on M is in
S, (resp. SX) if there exists a frame (z,b) such that f o (n®)~t € S,(R™) (resp. SX(R")).
Similarly, If (M, exp) has a Opr-bounded geometry then f is in Oy (resp. Oy;) if there exists
a frame (z,b) such that f o (n2)™! € Op(R™) (resp. OF,(R™)).

Proof. Let (#/,b') be a frame such that f o (n%)~! € S,(R"), and let (z,b) be another frame.
By Lemma R.1( (7), if (M, exp) has a S,-bounded geometry then for any n-multi-index «,

F(fom) ™= D Jawom) O fomY) eyl
0<|e/|<le|

where (fa,a/ © (nb)fl)(x) = (’)(<X>*0(|a\*|a’|)). As a consequence 9%(f o (ng)*l)(x) _ O(<X>7¢7|a‘)

4
and the result follows. The case of Oy bounded geometry is similar. O

Definition 2.17. A smooth strictly positive density du is a S -density (resp. Oj,-density) if
for any frame (z,b), the unique smooth strictly positive function f,p such that du = f, p|dz>?|
is in S (resp. Of;). In this case, we shall note i, the smooth stricly positive function in
SX(R™) (resp. OF;(R™)) such that du = (p.p 0 n?) |[dz™°|.

We shall say that (M,exp,du) has a S, (resp. Opr) bounded geometry if (M, exp) has
a Sy (resp. Opr) bounded geometry and dy is a Sy (resp. Oj;) density.

Lemma 2.18. If (M, exp) has a Sy (resp. Opr) bounded geometry then any density of the form
won? |dz*®| where u is a smooth strictly positive function in S)X(R™) (resp. Op(R™)) and (z,b),
(2',b') are frames, is a S)-density (resp. Oy, -density).

Proof. Let (2",b") be an arbitrary frame. Noting du := uon?|dz*°|, we get du = (uongi)‘J;’:,l,/‘o
n%|dz*"?"|. We already saw that the function J:’:/I/l is in SX(R™) (resp. Oy;(R™)). By Lemma

R.16, (u o nE:)(|J;’:/I/I| on%) isin S (resp. OF). O

Remark 2.19. By taking u := x — 1 in the previous lemma, we see that for any exponential
manifold (M,exp) with S, (resp. Opr) bounded geometry, we can define a canonical family of
Sy -densities (resp. Of-densities) on M: D := (|dz*"|)(, p)e; Where I is the set of frames on M.
If the map exp is the exponential map associated to a pseudo-Riemannian metric g on M, we
can also define a canonical subfamily of D by D, := (|dz?|) e where |dz?| := |dz*®| with b any
orthonormal basis (in the sense g,(b;,b;) = 7;6; j where n; = 1 for 1 <i < m and n; = —1 for
i > m, where g has signature (m,n —m)) of T,(M) (|dz?| is then independant of b). A priori,
the Riemannian density does not belong to the canonical M-indexed family D,.
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We shall need integration over tangent and cotangent fibers and manifolds. We thus

define du* = (u_ o nl) |, | the codensity associated to du, where ,uz_é = M—lb and (z, b)

is a frame. Note that since |0, p|/|0.p| = |dz®"¥|/|dz*®] = (11s6 0 18/ (1o 0 1Y), du* i
independant of (z b). For a given z € M, the density on T, (M) associated to du is du, =

(2,6 0 n2(2)) |day °| and the associated density on Tx(M) is dp := (,uz s onl(z))]0.,| Fora
function f defined on T (M) or T;(M), we have formally:

/ F€) dita(€) = peont(e) [ fo (ME) () dc.
T (M)
/ F@)dus(0) = uTyonl@) [ Fo (B1,) " () dv.
(M)

and it is straightforward to check that these integrals are independant of the chosen frame (z, b).

2.5 Schwartz spaces and operators

Assumption 2.20. We suppose in this section and in section .G that (M,exp, E,du), where
E is an hermitian vector bundle on M, has a Opr-bounded geometry.

The main consequence of the exponential structure is the possibility to define Schwartz
functions on M.

Definition 2.21. A section u € C*°(M, E) is rapidly decaying at infinity if for any (z,b), any
n-multi-index o and p € N, there exists K, j, > 0 such that the following estimate

Ha?,h“z(l") < Kmp(a:);’é (2.11)

.
holds uniformly in x € M. We note S(M, E) the space of such sections.

With the hypothesis of Ojr-bounded geometry, we see that the requirement “any (z,b)”
can be reduced to a simple existence:

Lemma 2.22. A section u € C*°(M, E) is in S(M, E) if and only if there exists a frame (z,b)
such that 1s valid.

Proof. Suppose that (R.11) is valid for (2/,b’) and let (2, b) be another frame. Thus, with Lemma
2.1( (i) and Leibniz rule,
@)= > > faar a“, W) 0 g (), (2.12)
0<]e/[<[a| B<a’
Moreover |fq, o ( )80‘, b,ﬁ(T )| < Caf2)?% for a Co > 0 and a ¢4 > 1. Now (.11) and
(.d) entail that for any p € N, there is K > 0 such that H@g‘,buz(x)‘ . < K(z)_%. The result
follows. ’ O

Remark 2.23. Let v € C>®(M,E) and (z,b) a frame. Then u € S(M E) if and only if
(r7'u) o (n?)~! € S(R™, E.). In other words, if v € S(R™, E.,) then 7,(vonb) € S(M, E).

The following lemma shows that we can define canonical Fréchet topologies on S(M, E).
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Lemma 2.24. Let (z,b) a frame. Then
(i) The following set of semi-norms:

Gap(u) = sup (z)0  [|02gu* () . -
zeM =

defines a locally conver metrizable topology T on S(M, E).

(it) The application Ty is a topological isomorphism from the space S(M, E) onto S(R", E,).

(i1i) The topology T is Fréchet and independent of the chosen frame (z,b).

Proof. (i) and (ii) are obvious.

(#3) Since T is a topological isomorphism, 7" is complete. Following the arguments of the

proof of Lemma P.23, we see that there is 7 € N* such that for any n-multi-index o and p € N,

there exist Cop, > 0, 7o, € N*, such for any v € S(M, E),

z Z/7bl
¢G5V W) < Cap > af " (w).
1BI1<]e|
The independance on (z,b) follows. O
Remark 2.25. If (M, exp, F,du) has a Sp-bounded geometry, then it is possible to define

the Fréchet space of smooth sections with bounded derivatives B(M, E) by following the same
procedure of S(M, E), with Lemma R.10.

Classical results of distribution theory [i§] and the previous topological isomorphisms
T, p entail the following diagrams of continuous linear injections ((A/; E') ommitted and 1 < p <
00):

CF ——8—— (O B L>

RN \

&—8 ——=7 S LP(dp)

S .

The injections § — B — L are valid in the case where M has a Sp-bounded geometry.
In the case of a general Oys-bounded geometry, only the injection & — L* holds a priori. The
injection from functions into distribution spaces is given here by u +— (u,-) where (u,v) :=
[(ulv)dp. Note that the following continuous injections S — & and & — LP(du) — &,
(1 < p < ) have a dense image.

Using the same principles of the definition of § together with the Ojr-bounded geometry
hypothesis and Lemma (1), we define the Fréchet space S(M x M, L(FE)) such that for any
(2,b) the applications T, y y2 := K — K*o (ni”MQ)*l are topological isomorphisms from S(M x
M, L(E)) onto S(R*", L(E.)). Noting js» the continous dense injection from S(M x M, L(E))
into its antidual S'(M x M, L(E)) defined as (jp2(K), K'Y = [}, 0 Tr(K (2, y) (K (2,9))*) dup®
du(x,y), we have the following commutative diagram, where j is the classical continuous dense

inclusion from S(R?", L(E,)) into its antidual, and Mg, is the multiplication operator from
S(R*", L(E,)) onto itself by the O3, (R*") function i, p ® fizp:

jMQ

S(M x M, L(E)) S'(M x M, L(E))

T*
Tz,b,MQl z,b,M2

S(R*™, L(E.)) S(R?*", L(E.,)) —j>5’(R2", L(E.)) .

Mu®u
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Since S is nuclear, L(S,S’) ~ S'(M x M,L(E)) and S(M x M,L(E)) ~ S ® S where S :=
S(M,E). Thus, 8'(M x M, L(E)) ~ 8'® S , where S is the dual of S which is also the antidual
of S. Note that the isomorphism L(S,8’) ~ §'(M x M, L(E)) is given by

(Ag(v),u) = K(u®7)

where Ay is operator associated to the kernel K, u,v € S, and 5(y) := v(y). Formally,

(A (), u) = /MxM<K<x,y>v<y>ru<x>>du@du(m,w, (Ago)(a / K (. y)o(y)du(y).

Thus any continuous linear operator A : & — &’ is uniquely determined by its kernel K4 €
S'(M x M, L(E)). The transfert of A into the frame (z,b) is the operator A, p from S(R™, E,)
into §'(R™, E,) such that

(Azp(0) ) = (AT, 4 (), T g (w).

Thus, if K4 is the kernel of A, we have K4, , := f&b,Mg(KA) as the kernel of A, j, where
. ~

2,

S'(M x M, L(E)) onto S'(R*", L(E,)).

p,pr2 here is the inverse of the adjoint of T, g ps2. 7.

%.b,m2 18 a topological isomorphism from

Definition 2.26. An operator A € L(S,S’) is regular if A and its adjoint Af send continously S
into itself. An isotropic smoothing operator is an operator with kernel in S(M x M, L(E)). The
space regular operators and the space of isotropic smoothing operators are respectively noted

R(S) and U—°.

Note that this definition of isotropic smoothing operators differs from the standard
smoothing operators one where only local effect are taking into account, since in this case,
a smoothing operator is just an operator with smooth kernel. Clearly, A is regular if and only if
for any frame (z,b), A, p is regular as an operator from S(R", E.) into S’(R", E.). Remark that
the space of regular operators forms a *-algebra under composition and the space of isotropic
smoothing operators ¥~°° is a *x-ideal of this algebra.

Let us record the following important fact:

Proposition 2.27. Any isotropic smoothing operator extends (uniquely) as a Hilbert—Schmidt
operator on L*(dp).

Proof. An isotropic smoothing operator A (with kernel K) extends as a continous linear operator
from &’ to S, and thus it also extends as a bounded operator on L?(du). Let (2,b) be a frame. If
U is the unitary associated to the isomorphism L?(dp) onto M, p := L*(R", E,, ji, p dz) we have
A =U*A, U where A, is a bounded operator on H, p given by the kernel K* o o (nb,nd)~L
Since this kernel is in H g ®Hz7b L*(R*™ E.QF,, (:“&b dz)®?), it follows that A, p is Hilbert—
Schmidt on H, p, which gives the result. [l

2.6 Fourier transform

Fourier transform is the fundamental element that will allow the passage from operators to their
symbols. In our setting, it is natural to extend the classical Fourier transform on R™ to Schwartz
spaces of rapidly decreasing sections on the tangent and cotangent bundles of M, and use the
fibers T,,(M), T;;(M) as support of integration.
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Definition 2.28. A smooth section a € C>®°(T*M, L(FE)) is in S(T*M, L(E)) if for any (z,b),
any 2n-multi-index v and any p € N, there exists K, > 0 such that

H(?Zhaz(x,H)HL(Ez) = Kp,l/<x79>;lé (2.13)

uniformly in (z,6) € T*M. A similar definition is set for S(T'M, L(E)).

Following the same technique as for the space S(M, E), using the coordinate invariance
given by Lemma we obtain the

Proposition 2.29. (i) A section u € C®°(T*M,L(E)) is in S(T*M, L(E)) if and only if there
exists a frame (z,b) such that (£.13) is valid. A similar property holds for S(TM, L(E)).
(ii) There is a Fréchet topology on S(T*M, L(E)) such that each

TZ,h,* F G az © (ng,*)_l

is a topological isomorphism from S(T*M, L(E)) onto S(R*", L(E.)). A similar property holds
for S(TM,L(E)) and the applications T, 7 = a — a* o (n27T) L

Proof. (i,ii) Suppose that (R.13) is valid for (2/,b’) and a € C*°(T*M,
another frame. With Lemma and Leibniz rule, noting v = (o, 8), v/ =
and p = (p', p?), we get

L(F)) and let (z,b)
(o, 8), A= (A1, \?)

8;/7[)@2 == Z Z fl/ y/C /)\pag/ b/Al (T Ty )8(/ [;/ﬁ )( )82117[;p1 (TZTITZ) (214)
0<|v/[<[v] p<A<Y
15’1=18

where Cyr )\, = dg z203, 2(”;) (A) Using now the fact that for any x,9 € R", (x)/2(9)1/2 <
((x,9)) < (x)(¥), and (@), (@), we see that for any 2n-multi-index v, and p € N, there is
rup € N* and C, ), > 0 such that q,(,i’,b)(a) < Cup 2 ipi<iv| q,(frfp)(a), where

(2,b) _ p vz

Gy (a) == sup  (x,0); |07 pa*(z,0) :

P (.0)eT* M 2,b H z,b HL(Ez)
The results follow, as in the case of S(M, F), by taking the topology given by the seminorms
q,,p for an arbitrary frame (z,b). O

Remark 2.30. If (M,exp, E) has a Sp-bounded geometry, we saw in Remark that a
coordinate free (independant of the frame (z,b)) definition of a space of smooth E-sections on
M with bounded derivatives is possible. However, a similar definition cannot be done in the
same manner for L(FE)-sections on TM or T*M with bounded derivatives, due to the fact that
the change of coordinates of Lemma impose a increasing power of (0) (when |3'| > |3]).
However, the independance over (z,b) would still hold for the space of smooth sections of
L(E) — T*M (resp. TM) with polynomially bounded derivatives.

We note §'(T*M, L(E)) and S'(T'M, L(FE)) the strong antiduals of S(T*M, L(FE)) and
S(TM, L(E)), respectively. We have the following continuous inclusion with dense image

grem  S(T*M, L(E)) — S8 (T*M, L(E)) (resp. jram : S(TM, L(E)) — S'(TM, L(E)))
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defined by

Gr(@)t) = [ T (resp. Grarla)b) = [ To(ab)ant)
TM* TM
where dp* is the measure on T*M given by du*(z,0) := du’(0)du(x) and du” is the measure on
TM given by du” (z,£) = dpy(€)du(z). Note that for any (z,b), du*(z,0) = |0, 5, |(0)|dz*°|(z)
(this is the Liouville measure on T*M) and du” (z,0) = uih on®(z)|dzZ®|(€)]|dz*P|(x). We have
the following commutative diagram, where M,z is the multiplication operator by the O]T/[(RQ")
function (x,¢) — ,uib(x),

S(TM, L(E)) Jrm S'(TM, L(E))

Tz,b,Tl TT;J’,T

S(R*, L(E.)) 5= S(R*", L(E)) — 8/ (R*", L(E))

o

and, in the case of S(T*M, L(F)) a similar diagram is valid if M2 is replaced by the identity.

Definition 2.31. The Fourier transform of a € S(T'M, L(E)) is

Fla): (z,0) - 0 a(w, €) dpa(€)
T (M)
Proposition 2.32. F is a topological isomorphism from S(T'M, L(E)) onto S(T*M, L(E)) with
tnverse

Fla) = (,8) — 708 a(,0) dus(9)
Ty (M)

The adjoint F' of F coincides with F on S(TM, L(E)), so we still note F by F and F* by F.

Proof. Let (z,b) be a frame. It is straightforward to check that the following diagram commutes

S(TM, L(E)) —2= S(T*M, L(E))

Tz,b,T\L TTZ’;’*

S(R*™, L(E.)) e S(R?*", L(E.))

where F,, = Fp o M, = M, o Fp, with M, the multiplication operator on S(R*", L(E.,))
defined by M, (a) := (x,{) — p2p(x)a(x,() and Fp the partial Fourier transform on the space
S(R?*" L(E,)) (only the variables in the second copy of R” in R?"® being Fourier transformed).
It is clear that F,p is a topological isomorphism from S(R?", L(E,)) onto itself with inverse
F,. é = My, o Fp. The fact that F* coincides with F on S(TM, L(E)) is a consequence of the
following equality

| @yt = [ )
TM *M

for any a € S(T'M,L(E)) and b € S(T*M, L(E)), that is a direct consequence of the Parseval
formula for Fp. O
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3 Linearization and symbol maps

3.1 Linearization and the ®,, T, diffeomorphisms

Recall that a linearization (Bokobza-Haggiag [B]) on a smooth manifold M is defined as a
smooth map v from M x M into TM such that Tov = m, v(z,z) = 0 for any x € M and
(dyv)y—z = Id7, 0. Using this map, it is then possible by restricting v on a small neighborhood
of the diagonal of M x M, to obtain a diffeomorphism onto a neighborhood of the zero section
of TM and obtain an isomorphism between symbols (with a local control of the x variables
on compact) and pseudodifferential operators modulo smoothing ideals. These isomorphisms
depend on the linearization, as shown in [[], Proposition V.3]. We follow here the same idea,
with a global point of view, since we are interested in the behavior at infinity. We thus consider,
on the exponential manifold (M, exp, E,du) a fixed linearization ¢ that comes from an (abstract)
exponential map ¢ on M (also called linearization map in the following), so that ¥ (z, y) = ¥ 'y,
and 1), is a diffeomorphism from T, M onto M, with ¥,(0) = =, (d¢;)o = Id7,ar. For example,
1) may be the exponential map exp.
Let A € [0,1] and ®) be the smooth map from T'M onto M x M defined by

Oy (2,6) = (Va(A), ¥ (=(1 = N)9)) -

Assumption 3.1. We suppose from now on that whenever the parameters X\, X', are in |0,1],
it is implied that the linearization map v satisfies for any x,y € M and t € R, 1, (t; 1 (y)) =
Yy (L —=t), 1 (x)). This hypothesis, called (Hy) in the following, is automatically satisfied if the
linearization is derived from a exponential map of a connection on the manifold.

A computation shows that ®, is a diffeomorphism with the following inverse <I>;1 :
(z,y) = ag, (1 = A) for A # 0 and oy (z,y) — oy, (0), where oy (t) := ¢ (05 (y)). Noting
¢;1(x>y) = (m)\(xay)ag)\(xay))> we see that m)\(xay) = amy()‘) and’ if A 75 07 gk(xﬂ/) =

%w;i(x Y) (z), while &(z,y) = —v; (y). In all the following, we shall use the symbol W (for

Weyl) for the value A = %, so that my = mi, Q= q)%, and similar conventions for the
other mathematical symbols containing A. Note that m) is a smooth function from M x M
onto M, with my(z,x) = x for any x € M. Moreover, for any z,y € M, my(x,y) = mi1_x(y,x),
mw(z,y) = mw(y,z) (the “middle point® of z and y), &x(z,y) = —&1-A(y, ), Ew(z,y) =
—&w(y,x) and = — @;1(3:,3:) is the zero section of TM — M. Noting j the involution on
M x M : (z,y) — (y,z), we have & = j o ®1_y o —Idzas.

For any t € [—1,1] (with the convention that if (H,) is not satisfied, we are restricted
tot € {—1,0,1}), we define,

To: (2,6) = ($a(tE), Ty e (@)

with the convention _lelzl(tg) (x) := & if t =0, so that Yo = Idrps. A computation shows that

T, L'— T, The &, and Y, diffeomorphisms are related by the following property: for any
AN €0,1], @y o ®y = YTy_y. We will use the shortcut Yy 7(x,£) = _Tl%f(to (x), so that
Ty = (o tldrm, Ter).

Remark 3.2. Note that (H,) entails that (Y;);cr is a one parameter subgroup of Diff(T'M).

Remark 3.3. Suppose that 1) is the exponential map associated to a connection V on T'M, and
0 ¢ the unique maximal geodesic such that o, ((0) = (z,£). It is a standard result of differential
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geometry (see for instance [R4, Theorem 3.3, p.206]) that for any v := (z,7) € TM, and
¢ € T,(M), there exists an unique curve ﬂS : R — T'M such that v%ﬁﬁ =0, woﬁg = @, (in other
words, ﬂS is ay-parallel lift of «,) and BS(O) = (z,€). By definition of geodesics, 37, = a;’n.
Moreover, Bgm(l) € T,n(M), so we can define the following linear isomorphism of tangent fibers:

Pmﬂ? : TI(M) - Teg (M)a §r 62%777(1) - Note that Px_,% = Peg,e_nl(a:) = P—T1(a:77l) = PT,1($7—77)'

The P, ¢ are the parallel transport maps along geodesics on theztangent bundle. These maps
are related to the T diffeomorphisms, since a computation shows that for any (x,n) € TM and
t € R, Py ty(n) = Ter(z,m).

b

If (2,b) is a frame, we define @) , p := ng,Mgofb)\o(nz’T)_l and we note Jy  p its Jacobian.

We also define T, , p = ”S,T oY;o (ng’T)*1 and the smooth maps from R?” to R™:

W2 (x, Q) oo ()7 (x,(),
V5 (6 ¥) = M 19 © Yy © (12) 7 (9):

Noting 9? (¢) = ¥?(x,¢) and @(y) = P(x,y), we have (Y2 )™t = 4b .. A computation
shows that for any (x,(,y) € R3",

(ID)\,z,b(Xa C) = (w,s (X7 )‘C)a 1/}5 (X7 _(1 - )‘)C)) 9 (b;,lz,b(xv Y) = (m)\,z,b(x7 Y)a SA,z,b(Xa Y)) (31)

where we defined the following functions: m, . (x,y) := ¥2(x, M8 (x,y)), £0,2,6 1= —4® and for

A 7é 07 gA,z,b(Xa Y) = %wg(m)\,z,b(){? Y)ax)' We also obtain for ¢ € [_17 1]7 (X7 C) € R2n’
Tep(x,) = (V2% 10), TUB(WE(x,1€), %)) = (¥2(x,10), T;7.(x,0)) . (32)

and Yo . p = Idgen. Note that Ty, p(x,0) = (x,0) for any x € R" and Tf,’; = %Ti; o I ; where

I,/ is the diagonal matrix with coefficients I;; = r for ¢ < n for 1 < i < n and I;; = r’ for
n+1<i<2n.

3.2 (Oy-linearizations

We intent to use the linearization to define topological isomorphisms between rapidly decaying
section on TM and M x M. We thus need a control at infinity over the derivatives of the
linearization 1.

We note 7%° = 7% o (ni”Mg)*l € C®°(R*, L(E,)). Remark that for any (x,y) € R?",
7%%(x,y) is an unitary operator on E,. We will also need the following functions parametrized
by t € R: 7y(x,n) := 7(¥,(tn)) for any (z,n) € TM and th’h(X, ) = 725(x, 0 (x, ().

Definition 3.4. A linearization 1 on the exponential manifold (M, exp, E,du) is said to be a
Opr-linearization if for any frame (2, b) the functions ¥? and 9! are in in Oy (R?", R") and the
functions Tf’b and (7'1’2’[])*1 are in Oy (R*, L(E,)). We will say that (M,exp, E,du,) has a
Op-bounded geometry, if it the case of (M, exp, F,du) and 1 is a Opy-linearization.

Lemma 3.5. Suppose that 1) is a Ops-linearization. Then for any frame (z,b), X € [0,1] and
te[-1,1],

(i) ®».6 € OF (R R™) and Jy . p € OF(R?™),

(ii) Y10 € O (R R?™) and J(Yi.6) € OF (R?),

(i13) Tf’b and (Tf’b)_l are in O (R L(E,)).
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Proof. (i) By (B1), we have @y .5 = (¢2 0 [1 5,90 0 1 x-1) and @)L, = (mx -6,x.z,6) Where

mxze =2 o Iy y o (m1,48) and if X # 0, &, = $¥8 o (my 2 p,m1), while & . p = —t)?. Thus, the

result is a consequence Lemma (é4i) and (vi).

(i1) By (B:3), we have for t # 0, YTy, p = (50114, 280 (8o Iy, m)). The result follows again

from Lemma P.14 (i¢) and (vi).

(iii) We have 777" = Tf’b oI and (7’5’[’)_1 = (Tf’b)_l o I+ so the result follows from Lemma

(iid). O
The following lemma shows that we can obtain topological isomorphisms on spaces of

rapidly decaying functions from the functions 7 and ®.

Lemma 3.6. Let p € N*, 7 € O, (RP,GL(E.)) and ® € Oy, (RP,RP). Then the maps L, :=
ur— Tu, R :==u+— ur and Cp := u > uo ® are topological isomorphisms of S(RP, L(E,)).

Proof. Since L-' = L1, R;!' = R.1 and chl = Cg-1, we only need to check the continuity
of L;, R; and Cg. The continuity of L, and R, is a direct application of Leibniz formula. Let
v be a p-multi-index and r € N. Theorem implies that for any u € S(RP, L(E,)),

an(ue®) < 3 sup (N PA@) ) || (0 w) 0 o)

L(E
i R )

where the functions P, \(®) are such that |P, \(®)(x)| < C,(x)? for a ¢, € N* and a C,, > 0.
Since (®7!(x)) < O(x)" for a r € N* and a C' > 0, we see that there is C!, > 0 such that
quN(uo®@) <C) 2o IA<|v| D (go+N)r (), which gives the result. O

Lemma 3.7. If (M,exp, E,du) has a Oy;- bounded geometry and v s a linearization such that

there exists (z0,b0) such that the functions %, 1/120 are in Oy (R2" R™) and 770, (770%0)~1
are in Oy (R?*™ L(E.,)), then 1 is a Op;-linearization.

. . —b
Proof. The result is a direct consequence of the formulas ¢? = 5’28 o 1/)[“0 w:g’:T, P Z7X(y) =
bo, —bo bo,b _ bo, —
(dwz(?, )% w o wzg M2 (x,y) and 72b (7 ITZO) 09 O (n;M ) 1 -20,b0 ¢ 1/}23 o A (Tzosz) om0
(nd pp2) ™! O
z,M2 :

3.3 Symbol maps and A-quantization

Assumption 3.8. We suppose in this section and in section that (M, exp, E,du, ) has a
O -bounded geometry.

The operator F is a topological isomorphism from S’'(TM, L(FE)) onto 8'(T*M, L(E)).
We shall now introduce a topological isomorphism between S’'(M x M, L(E)) and 8'(TM, L(E)).
We define the linear application I'y from C*°(M x M, L(E)) into C*°(T'M, L(E))):

DA(K) v K™ o ®y\(v).

As a consequence, Iy (K) = 75 * (Ko<1>)\) T and Iy (a) = (a7, }))o® . For a given frame
(2,b), wenote I'y , p : =T, prol\0T b a2+ A computation shows that for any smooth function

b b
u € COO(R2n7L(EZ))7 FA,Z,b( ) (Ti ) (u © CI))\7Z75)T§7—1'
Let us define the smooth strictly positive functions on R?* and M x M respectively:

paz6(%, ) ::M\Jx,z,bro Oyl oxy) = maseo (n8nl).  (3.3)

(m)\z b(Xy
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It is straithtforward to check that uy is indeed independent of (z,b). Note that pi_y(z,y) =
pa(y, x). Since py.p € (’)JE(RQ"), the operator of multiplication M,,, is a topological isomor-
phism on S(M x M, L(E)). Note also that I'y o M, = M, o0, o I'y.

Proposition 3.9. Ty is a topological isomorphism from S(M x M, L(E)) onto S(TM, L(E)).

Moreover, I'y 0 jyr2 = jrar o L'y o My, , where I'y :=T'y )

Proof. Let (z,b) be a frame. It suffices to prove that I'y . p is a topological isomorphism from
S(R*", L(E,)) onto itself. Since 'y, p = L(Tz,b),l oR -» oCs,_,, the result follows from
A A—1 .

Lemma B.4 and Lemma B.5 (i) and (iii). Let u,v € S(R**,L(E.)). We have (with j the
canonical inclusion from S(R?", L(E,)) into &'(R?", L(E,)):

(f%z’b oj(u))(v) = /R% Tr (u(x, y)(F;7lz7b(v)(x, y))*) dx dy

7b -
_ / Te (77%) Lo @3 L y(x,y) ulx,y) 757% 0 B3 L o (x,¥)

v*o <I>>\Z b(x y)) dx dy

= /I;Qn TI' F)\,z,b (m, C)U*(ma C))|J>\,Z,B|(m? C) dde

where we used the following change of variables (m, () := @;,lz,b(x, y). Thus, we have fA,Z,b 0j =
JoM,z, 1oz e The relation I'y 072 = jTM ol'yo My, now follows since My, 1ol 6=

. . -1
P)\,z,boM T b7TO]OMM§J = jTMOT 6, T and T O]OMMZ bz — JM2 OTz7b7M2- U

-1
‘J)\,z,b|oq)>\’z’b7 2, z,6,M?

As a consequence, r A is a topological isomorphism from the space tempered distributional
L(E)-sections on M x M, 8'(M x M, L(E)) onto 8'(TM, L(E)) and when restricted (in the sense
of the previous continous inclusions) to S(M x M, L(E)), is equal to T'y o M ;Al, so provides a
topological isomorphism from S(M x M, L(E)) onto S(T'M, L(E)). Fourier transform coupled
with T'y lead us to the following natural isomorphism from &' (M x M, L(E)) onto 8'(T*M, L(E)).

Definition 3.10. Let A € [0,1]. The A-symbol map is the topological isomorphism from S'(M x
M, L(E)) onto §'(T*M, L(E)): o) := Fol'y. The A\-quantization map is the inverse of o, noted
Op,.

Thus, the data of a tempered distributional section on the cotangent bundle (i.e. an
element of S8'(T*M, L(E))) determines in an unique way (for a given \), an operator continuous
from S to &, and vice versa. Remark that oy o jy2 = jrepr 0 Fol'y o M, and Dp)\ oM =
Jamzo My, oTy LoF. If (2,b) is a frame then, noting OPr.p = =T, b, M2 on)\ oT b*, we obtain
OPy 26 = FA,z,h o M . oFp so that for any u € S(R*" L(E,)) and b € Oy (R?*", L(E ))s

Oppciobhu) = [ N T (b, 0)(Dca) . C)) dC A0 (3.49)

where pb : (x,0) — p, p(x) b(x, 7).
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3.4 Moyal product

The applications Op,y, Op;, Opyy := Op1 are respectively the normal, antinormal and Weyl
2

quantization maps. Remark that for any T € S (T*M, L(E)), Op,(T*) = (Op_»(T))". In
particular

Opo(T%) = (O (T)T. Opyy (T7) = (Dpw (1))

where 1 is the topological isomorphism of S'(M x M, L(E)) defined as (KT,u) := (K, u* o j)
with j the diffeomorphism on M x M : (z,y) — (y,z) and u € S(M x M, L(E)). The kernel
of the adjoint AT of any operator A € L(S,S’) is (K4)f. As a consequence, oy is a linear
topological isomorphism (and a x-isomorphism in the case of the Weyl quantization) from the
algebra R(S) = L(S,S) N L(S’,S") of regular operators onto its image My := ox(R(S)). We can
transport the operator composition in the world of functions, by defining the A-product on 91,
as
T oy T' := 03 (Dp,(T) Op(T")

so that 9, forms an algebra, and 9} = My_). In the case of A = %, we recover the Moyal

x-algebra My and the Moyal product oyy. The space ¥~°(M) ~ S(M x M, L(E)) of isotropic
smoothing operators being an *-ideal of (S), the space S(T*M, L(E)) = ox(¥~>°(M)) forms
an ideal of 9My. Since we will focus on the pseudodifferential calculus over M, we shall not
investigate in this paper the full analysis of the Moyal product over T*M. Note however the
following property on S(T*M) := S(T*M,L(M x C)) ~ S(T*M,C):

Proposition 3.11. (S(T*M),0,) is a (noncommutative, nonunital) Fréchet algebra. Moreover,

Tiw? ! —
aonblen) = [ dual€du) [ i, (0.6) 2, TRl 0) byl )
T (M)x M VA

z,8,y

A — A
where yi‘f = my (Y, 2), y;‘{ =&t 2) and

V:v/\,é,y = T;&(M) % szl_fg(M) ’ dﬂ;ﬁvy(e"g/) = duZQg(e) duzl_fa ),
P (R )
TEY T (W) (D D8

Whey(.0,0') 1= (0,70 ) — (0,72 %) — (0.€) .

Proof. The product a oy b on S(T*M) is obtained by computation of F o'y o My, o (M, o
I' ' oF(a)) oy (Mu_xl oIy o F(b))), where oy is the Volterra product of kernels. Since oy is a
topological isomorphism between S(M?) and S(T*M), the continuity of the Moyal product is
equivalent to the continuity of oy, which is equivalent to the continuity of the following product

on S(R?"):

K- K'(xy) = |G Ky p(t)dt.

The continuity of this product is obtained by the following estimates

Up,(0,8) (K - K') < C @aipir) (0,0)(K) @p,0,8)(K"),  qpu(K) = ( S)U% . ((x,y))P|0"K (x,y)|
x,y)ER="

where |1, p(t)] < C1(t)""! and C = Cy [, (t)~ (g, O
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Remark 3.12. (S(T*M),ow ) is a *-algebra since (a oy b)* = b* oy a* for any a,be S(T*M).
We can also construct another *-algebra on S(7*M) with the product axb := (a ogb+aoyb).
This proves that when (Hy) (see Assumption B.1)) is not satisfied (so that no mlddle point exist

in the classical world) we can still have a canonical star-product on S(T*M) which satisfies
(a*xb)* =b* xa*.

4 Symbol calculus of pseudodifferential operators

4.1 Symbols

Assumption 4.1. Let o € [0,1]. We suppose in this section that (M,exp, E) has a S,-bounded
geometry.

The algebra R(S) and ¥~ are respectively too big and too small to develop a satisfac-
tory pseudodifferential calculus that allows an efficient utilization of symbol maps. We shall in
this section define some spaces of symbols that will be used to define later special algebras of
pseudodifferential operators that lies between R(S) and ¥~°.

Definition 4.2. A symbol of degree (I,m) € R? of type o, on M is a smooth section a €
C>(T*M, L(E)) such that for any (z,b) and any n-multi-indices «, 3, there exists K > 0 such
that

is valid for all (x,6) € T*M. The space of symbols of degree (I,m) and type o is noted shm

o'

zZ,

o.6) < pioli=lal) pm-1d
- a(m,G)HL(EZ)_K<x>Z7b oy (4.1)

Remark that Sé’m is independant of [, so we note this space Sj*. We note S, :=
ﬂl,mSl’m and in the case o > 0, we define S™° := S, = S(T*M, L(E)) (it is independant of

o >0). Weset S5° :=U; mS . We define similarly S(,- T = Sh (R?" L(E,)), without reference
to a frame.

Since M has a S,-bounded geometry, we get the following coordinate independance of
the previous definition:

Proposition 4.3. Let a € C°(T*M,L(FE)). Then a € shm if and only if there exists a frame
(2,b) such that a satisfies (1)

Proof. Suppose that (1)) is satisfied for (z/, b’) and let (2, b) be another frame. For (z,6) € T*M
and «, 8 two n-multi-indices with v = (a, 3) # 0, we get from Equation (R.14) and Lemma R.13,

Hag,baz(xﬁ)HL(Ez K Z Z a(\o/l la]) <9>f;‘;'m<x>;’,(,‘§1'_‘“/')

a’ B p<Av!
Aot gy et N,

X<x>z’,b zb . x 2
Using (R-1), (:2) and the fact that |a| > |p!|, we get the result. O

Corollary 4.4. Ifa € C®(T*M, L(E)), then a € S5™ if and only z'ffor cmy (2,b), ao(n? )t €

)
SL™R2 L(E.)), or equivalently, there exists (z,b) such that a® o (n® L) heE SLM(R2 L(E,)).
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We see that S(l;m . S(l,/ m - Sf,“/’erm/ where - is the composition of sections induced
by the matricial product on the fibers of L(FE). Moreover, S(l,’m C S(l,-l’ml for m < m/ and
[ < U'. Thus, S° is a *-algebra, which is bigraduated for o > 0 and graduated for ¢ = 0.
Remark also that S7°° - Sg* and Sj* - S™°° are included in S™°°. Note that if f € Sf,’m(T*M)
(a symbol where M has its trivial bundle M x C), then ay(x,0) = f(x,0)Ig,) defines a

symbol in SL™ - Such symbols will be called scalar symbols. Note also that if a € Sf,’m, then
(9;0;#3)@ = (1,0 w)(@i?‘éﬁ)az)(Tz—l om) € S(l;|a\,mf|5\.

If f € So(R") then (x,9) + f(x)Idyg,) € Sg’O(R",L(EZ)). In particular (x,9) —
,uzi[lj(x) ldg,) € SoO(R™, L(E,)) if du is a SX-density.

Remark 4.5. We note PS;™(R2", L(E.)) the subspace of S5™(R2", L(E.)) consisting of func-
tions of the form 3~y ;< gim )2 Fi€i where (e€;) is a linear basis of L(E;) and P; are of the form
2.8 ¢i p(x)9? (finite sum over the n-multi-indices 3), where for any i, 8, 0%c; g(x) = O((x)7(=1oD)
for any n-multi-indices «, and m = max; degy P;. We check that this definition is independant
of the chosen basis (e;).

We call polynomial symbol of order [, m and type o any section of the form (7, o 7)(P o
nb ) (r; ox) where P € PS5™(R2", L(E.,)) and (2, b) is a frame. This definition is independant

Z,% z
of (z,b). We note PSL™ the subspace of shm consisting of polynomial symbols of order [, m
and type 0. Remark that the section I : (z,0) — I (g, is in PS?’O.

We now topologize the symbol spaces:
Lemma 4.6. The following semi-norms on S(l;m, for N € N,

o(la]—1 —-m
Yap)(@) = sup ()T O
(z,0)eT*M

8&56)(12(3@ H)HL(EZ)

determine a Fréchet topology on Sf,’m, which is independant of (z,b). The applications T, p .
are topological isomorphisms from SL™ onto Sf,’m(]RQ",L(EZ)). The following inclusions are
continous for these topologies: shm . Sg’m/ C Sf,“/’erm/, ghm C Sg’m/ (m <m' and 1 <)
and S5 C shm, Moreover, the last inclusion is dense when SL™ has the topology of S(l,-/’m/ for
m<m' andl <.

Proof. The independance of the topology for (z,b) follows from the easily checked estimate for
any (Oé, ﬁ)’ ( b) ( ’ b/)
Qo) (@) < Ko > 4G (@)-
0<|(a’,8)[<](e.B8)]
181218 y<o!

where K, 3 > 0. By construction the applications T} j , are clearly topological isomorphisms
from S(l;m onto Sf,’m(RQ",L(EZ)). The continuity of S(l;m . Sg’m/ - Sf,“/’erm/, S(l;m - Sg’m/
(m <m’ and [ <) and S;°° C S5™ are straightforward. Following [27], to prove the density
result, we shall prove the stronger property: for any a € S(l;m(R2”, L(E.)) the sequence

ap(x,9) = (p(x/p))' 7" p(9/p) alx, V)

converges to a for the topology of S5™ (R?" L(E,)) where m’ > m and I’ > [. Here p €
C*(R™,[0,1]) with p = 1 on B(0,1) and p = 0 on R™\B(0,2). First, it is clear that a, €
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S-°(R?", L(E,)). Noting R,(x,9) := (x)7Uel=t) (9)IB8l=m’
2n-multi-index v := (a, §), we get with Leibniz rule, for a K > 0 (by convention v/ < v if and
only if v/ < v and V' # v):

P (q — ap)(x, 19)HL(EZ) for a given

£ Ry(x,0) < Ap(x, 0) ()7 @0 571077 Ay, 0) () el gm0

v'<v
where A,(x,9) := 1 — (p(x/p))'~%°p(9/p). Suppose that ¢ = 0. In that case, |A,(x,¥)| <
Lip, oo[(¥) and if v/ < v,

077 (o, )] < b K p™ 71y, ) 9) (42)
where 1j,., is the characteristic function of the annulus A, := {9 € R" : r < |9 <r'} and
K :=supg g H@ﬁ_ﬁ/pH . As a consequence, for K/ > 0,

%RP(X, 19) < <p>mfm’ + Kﬁ Z 50470/ 1[p,2p](79) p*‘ﬁ|+‘ﬁ | <,19>mfm +B1-18'| < Kl<p>mfm
V' <v

and the result follows. Suppose now o # 0. In that case |A,(x,9)| < 1g,(x,9) where F, :=
R?" — B(0,p)? and if v/ < v, for a constant K, > 0

|8V?V/AP(X’ 19)| < K,, 1[sgn(afa/)p,2p} (X) 1[Sgn(676’)p,2p] ("9) pi‘yH‘y/‘ . (4-3)
As a consequence, for K/, K” > 0, and with r := max{m —m/,c(l — ')} <0,
% Rp(x,'ﬂ) < <p>r + KI Z 1[sgn(afa/)p,2p] (X) 1[Sgn(676’)p,2p] ("9) <X>U(lil/)<19>mim/ < KI/<p>r
v'<v
and the result follows. O

Note that 7 = M, 5,35 = S(T*M, L(E)) and the equality is also valid for the
topologies. The following lemma shows that the symbols of Sh™ are tempered distributional

sections on T* M.
Lemma 4.7. The application jr-pr is injective and continuous from SL™ into S'(T*M,L(E)).

Proof. Since we have the following commutative diagram

SLm T S'(T*M, L(E))

TZ’hy*l TT;,[J,*

S5 (R, L(E.)) — = Om (B>, L(Es)) ——= 8'(R*", L(E>))

where T, , is the adjoint of T, p. on S(T*M, L(E)) and Oy (R?", L(E,)) is the locally convex
complete Hausdorff space of L(E.)-valued functions on R?" with polynomially bounded deriva-

tives, it is sufficient to check that the natural injection ¢ is continuous from S(]‘,-’m(RQ", L(E,)) into
O (R?™, L(E,)). This is obtained by the following estimate, for any ¢ € S(R**) and v = (o, 3)
2n-multi-index,

Sup H@aya(x’ 19)||L(Ez) < Ktp,l/ QV(a)
(x,9)€R2"

where K, 1= SUD (x,9)cR2n |gp(x,ﬂ)(x>0(l—\a|)<19>m—\ﬁ||_ 0
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Definition 4.8. Let (a;)jen+ be a sequence in S where (l;) and (m;) are real strictly

decreasing sequences such that lim; . l; = lim; .., m; = —oo. We say that a is an asymptotic
expansion of (a;);en+ and we note
o
a ~ Z a;
J=1

ifa € C®°(T*M, L(FE)) is such that G—Z?;ll aj € S for any k € N with k > 2. In particular,

we have a € Sh™

We need asymptotic summation of symbols modulo S °°. The following result of asymp-
totic completeness is based on a classical method [} of approximation of series by weightening
summands a;(x,#) with functions which “cut” a neighborhood of zero in the domain of x (if
o # 0) and #. The idea is that the part we cut is bigger and bigger when j — oo so that
convergence occurs.

Lemma 4.9. Let (a;)jen+ be a sequence in SH™ where (;) and (m;) are real strictly decreasing
sequences such that lim;_,o [; = lim;_,oo m; = —o0. Then

(i) There exists a € SLM such, that a ~ > 5o aj.

(i) If another o’ satisfies a’ ~ 322, aj, then a —a' € S7*°.

Proof. (it) is obvious. Let us prove (i) for a sequence (a;)jen+ in Sk (R?" L(E,)) and with
a~ Y2 a; € Sk (R2n IL(E,)). The result will then follows for a sequence (bj) in SL™ by
taking b := T} (a) where a; := T, p .(b;). Define

al(x,9) = Ap, (x,9) a;(x,9)

where A, is defined in the proof of Lemma L. and (p;) is a real sequence in [1,+oc[. For any
jEN, a;—a; € S-%°(R?", L(E,)). Thus, the result will follow if we prove that for a specified
sequence (p;) and for any N > 0, there exists ko(N) > 2 such that for any k > ko(IV),

o
> angm(df) < oo (4.4)
j=k+1
where g i, my, = SUP|y|<N Qv lg.mis @A Gy 1y m,, are the semi-norms of Sheme (20 [(E,)). In-

deed, with H@”a;HOO < Q) tm, (@) for kB > ki(v), o’ == 372, d; is a well defined smooth
function and we have then o’ — Z;:ll a; € Sl (R?" L(E.)). Using Leibniz rule, we see that

for any 2n-multi-index v := (a, 3), and any j € N*, there is K, ; > 0 such that

7.5 197 < Ap(x, 0)(x)7 1D (g 1A

+ 3107 Ay, 9)| ) 71D gy a1

V' <v

)HL(Ez)

Let us suppose that 0 = 0. The estimate ([.9) yields for any N > 0,k > 2, j > k+1,

myi—mg;—1

AN 1my (05) < KN j(p5)

29



for a constant Ky ; > 0. If we now fix p; as p; = (2 supy<;{ Kn,j,1 WY/ mi—1=m5) then we see
that for any N >0, k > N +2, j > k + 1, we have gy, m,(a}) < 277 and (f.4) is satisfied.
Suppose now o # 0. The estimate ({.J) yields for any N >0,k > 2, j > k+1,

AN 1my (0) < Ky j(pj)™

for a constant Ky ; > 0 and with r; := max{m; —m}_;,0(l; —;_;)} < 0. If we now fix p; as
—1

pj = (2 supy<;{ Ky ;»11)7"9 , then we see that for any N >0, k > N +2, ([4) is satisfied as
for the case o = 0. O

4.2 Amplitudes and associated operators on S(R", E,)

We shall see in this section amplitudes as generalizations of symbols of the type S(l,-? =
S(l;m(RQ",L(Ez)) where z € M is fixed. For each amplitude, a continuous operator from
S(R™, E,) into itself will be defined. Here the spaces L(E,) and E. can simply be consid-
ered as M,,(C) and C". The results in this section will be important for pseudodifferential
operators on M in the next section.

Definition 4.10. An amplitude of order I, w, m and type o € [0,1], K > 0, is a smooth function
a € C®(R3" L(E,)) such that for any 3n-multi-index v = (o, 3,7), there exists C,, > 0 such
that
le8:7) 9 H < €, (x)o=latBl) rywtslatp] (gym=|] A5
[ Pas o], <0t (© (0) (45)
for any (x,(,9) € R3. We note Hf,’},"i’,;n = Hf;fﬁ’m(ﬂ%gn, L(E.)) the space of amplitudes of order
l,w,m and type o, k.

Remark that Hf)’zfi’;n is independant of I, we note this space TIJ"". We note 5 as =

0,Kk,2
ﬂl,mﬂf;fﬁu:rzn. We set 1155, = ULw,mey’}Z’,? and 1757 = Ny Uk Hf,’},z’,?. We see that Hf,’fﬂjfzn .
Hf;;”lzm/ C Hf,f,i:gw”Lw/’m”Lm/ and Hf,“,ih;” - HZ,’é‘i;’m/ form <m/, w <w',and I <I'. Thus, 11, ,
is a x-algebra, which is trigraduated for ¢ > 0 and bigraduated for ¢ = 0. Note also that if
a€ HQ}ZZT, then (@B ¢ ¢ Hf,j,.l?‘;ﬁ"ijR'aJrﬁ"m*'ﬂ.

Amplitudes and symbols in Sf,’? are related by the following lemma:

w,

Lemma 4.11. (i) For any a € 597 we have ac—g == (x,9) — a(x,0,9) in ST
(ii) For any s € S5, the function (x,(,0) — s(x, ) is in II-9™

0,0,z °

(iii) For any f € S,(R™), the function (x,(,9) — f(x)Idyg,) is in 1260

7,0,z
Proof. (i) follows from the fact that 8 (a o P) = (8°®™a) o P where P(x,9) := (x,0,9).
(#4) Noting Q(x, ¢, ) := (x,9), the result follows from 9%%7(s 0 Q) = d5,0(9%7s) 0 Q.
(#ii) follows from (i) and the fact that (x,9) — f(x)Idyg,) € So. O

As the spaces of symbols, the Hf,-“,i;n are naturally Fréchet spaces:

Lemma 4.12. The following semi-norms on II5%T

liw,m (a) ;==  sup <X>0(|a+6\*l)(Q*w*ftlaw\<19>|“/|*mHa(aﬁn)a(x’g,g)u

Ua8.7) (. D) R L(E:)
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determine a Fréchet topology on Hfr’jf@:rzn. The following inclusions are continous for these topolo-

) l l/ !’ / l l/ / / l l/ / /
gies: T T - Tlew 2™ C Mgy 20T g C How ™ (m < m/, w < w' and 1 < 1I') and
- . . . / /
ez’ C HLZZT Moreover, the last inclusion is dense when Hf,-“,i;n has the topology of Hf,f;” o
form<m andl <.

Proof. The continuity results are straightforward. For the density result, we prove as in Lemma
L,w,m

@, that for any a € Il x> the sequence
ap(x,¢, 1) = (p(x/p))' 07 p(d/p) a(x,{,0) =: (1 = Ap(x,9)) a(x,{, V)

converges to a for the topology of Hg,’g’m/(Rzn,L(Ez)) where m’ > m and I’ > [. First note
that the application (x,(,1) — (p(x/p))t=%0 p(9/p) Idy(g,) is an amplitude in H;g‘;o. Thus,
(ap)pen+ is a sequence in I, .:". We define the function R, such that qé;’éugrz),(a —ap) =
SUP(x,¢,9)er3n 1p(X, ¢, J), where m’ > m and I’ > [. For a given 3n-multi-index v := («, 3,7), we
get with Leibniz rule, for a K > 0,
7 By(x,G0) < Ap(x,0) ()7 (@)™ 43 7107 Ay (x, )
v <v

x (x)oU=VFHlatBl—la"+5) ( ryrlle’+6' 1= la+B]) (gym—m/+ 1 =Ir']
Suppose that o = 0. In that case, |A,(x,7)| < 1, 4o0(¥) and if v/ < v,
077 By, )] < b 0 By o 110 (9)

As a consequence we find R, (x,(,9) = (’)p_,oo((p>m*m,), as in Lemma [L.6 Suppose now o # 0.
In that case |Ap(x,9)| < 1p,(x,9) where F, := R* — B,,(0,p) x B,(0,p) and if v/ < v, for a
constant K, > 0

‘aV_VIAp(Xa V)| < dp—p 0Ky Lisgn(a—a’)p,2p] (x) Lisgn(y—")p.2) (9) p—\V|+\V/| :

As a consequence, we find R,(x,(,9) = Op_oo((p)") where r := max{m —m’/,o(l —1')} < 0 and
the result follows. 0

We shall note A the differential operator > , 8?1_. The following formula is valid for
any ¥, € R" and p € N,

<19>2p627ri<19,g) _ (1 _ (QW)_ZAC)I) 627ri(19,§) —. L}g 627ri(19,§) (4.6)
A computation shows that (1 — (27) 72A.)P = >_0<|3]<p Cp.B 92? where the summation is on n-

multi-indices 3 and ¢, g := (\gl) (—=1)!8l(27r) 218181, We shall also use the following useful formula
valid for any ¥ € R", ( e R"\{0} and p € N,

2mi(9,¢) _ ¢P 9B 2mi(9.¢) _. qypC 2mi(9.0)
- _/; As e Op € =2 My e (4.7)
=p

where \g := 3!(2m)~18lilfl. We define tMg’C = 18l=p Ag(—l)pﬁag.
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Definition 4.13. We note Oy, where fi, fa, f3 : N — R, and f = (fi, fo, f3), the space
of smooth functions in C*°(R3", L(E,)) such that for any 3n-multi-index v = (o, 3,7), there is
C,, > 0 such that
18 a(x, ¢, ﬁ)HL(EZ) < CV<X>f1(”) <<>f2(1/) <79>f3(l/)

uniformly in (x, ¢, ) € R3",

The vector space Oy, has a natural family of seminorms q,J: given by the best constants
C,, in the previous estimate. With this family, Oy . is a Fréchet space. Obviously, amplitudes in
547 form an Oy, space where f1(v) :== a(I—|a+0]), fo(v) = w+r|a+3] and f3(v ) =m—|y|.
For a given triple f := (f1, f2, f3) and p € R, we will note f3,a~ = supg f3(a,8,7) — plB,
fapa,8 = sup,, fa(a, B,7) — ply| and fi 6,6 := sup, fi(a, 8,7) — plyl.

Proposition 4.14. Let T' a continuous linear operator on the space S(R*", L(E.,)), and f =
(f1, f2, f3) a triple such that there exists p < 1 such that f3 0,0 < 0.
(i) For any function a € Oy, the following antilinear form on S(R*", L(E,))

(Opr(a),u) = /R N >0 Tr(a(x, ¢, ) D(w)* (x, €)) d¢ dY dx

is in S'(R?", L(E,)).
(ii) For any given u € S(R*™™, L(E,)), the linear form Ly := a — (Opr(a),u) is continuous on

Ot .. In particular L, is continuous on any amplitude space Hf,zﬁrzn

Proof. (i) We have Opp(a) = I(a) o T, where I(a) is the antilinear form on S(R?", L(E,)):
(I(a),u) := / ™00 Tr(a(x, ¢,0) u*(x,¢)) d¢ di dx .
R3n

We shall prove that I(a) € S'(R?*, L(E,)), which will give the result. Let u € S(R?*", L(E,))
and let us fix for now x and ¥ € R™. We can check that the map ¢ — a(x,(,?)u*(x,() is in
S(R", L(E,)). As a consequence, with ([.}) and integration by parts, we get with R(x, ) :=
S €70, ¢ 0) uF (x, €) e

R(x,9) = /R OO )71 - (2m) A alx, ¢, 9) w (x, €) d¢
> Y qu ) [ A00E0T0 0t ¢0) (003t (x,0) dc.
0<|B|<p 5'<28

Thus, for any x,9 € R", we get by fixing p such that 2(p — 1)p + f3,5,0,0 < —2n (this is possible
since p < 1) that for any N € N,

HR(X779)”L(EZ) ng(q?>2”/R (x, —NA d¢ Z Z qoﬁ, QN(ozﬁ ﬁ/)( u)

0<[B|<p 8'<26

for a Cp > 0, where 1, := max|g|<ap |f1(0,5,0)] + [f2(0,5',0)]. If we now fix N such that
—N +r, < —4n, we see, using the inequality (x, ()™ < (x)~1(¢)~!, that there is C, y > 0 such

that
[(I(a),u)| < Cp ¢ Z Z qoﬁl a)qn, (0,28— g/)( w) (4.8)
0<|BI<pB'<28
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which yields the result.
(#7) The continuity of L, r on Oy, follows directly from ([.§) since L, r(a) = (I(a),T'(u)). Since

L,w,m

sz = Op, for a triple f = (f1, f2, f3) such that f3go0 < 00, Ly is continous on any
amplitude space. [l

For any amplitude a, we will also note Opy-(a) the continous linear map from S(R", E,)
into §'(R™, E.), associated to the tempered distribution u — (Opp(a), u).

Remark 4.15. If (M, exp, E,du, 1) has a Op-bounded geometry, we saw that for any frame
(2,b) and X € [0,1], the I'y ., maps are topological isomorphisms on &'(R**, L(E,)). Thus,
lLaw,m

Lemma [.14 implies that for a given a € 1,7, we can define a family indexed by A € [0, 1] of
operators Opp, _ (a) which are continous from S(R", E,) into S'(R", E.).

Remark 4.16. Suppose that (M,exp, F,du) has a S, bounded geometry and that ¢ is a Op;-
linearization. We deduce from (B4) that if s is a symbol in S5™ and A € [0,1], we have
(Op(9)26 = Dppm . (1s26) Where (z,b) is a frame, s.p 1= T p«(s) and ps.p := (x,(,9) —
pzp(X) S2.6(x,9) € € T14%™ . We will also note wts, p(x, ¢, 0) = ,u;é(x)sz,b(x, J) € e 1rhom.

0,0,z * 0,0,z

We now establish a sufficient condition on I' and a in order to have Opr(a) stable (and
continuous) on S(R™, E,). The result will be used to establish regularity of pseudodifferential
operators.

Lemma 4.17. Let I' be a continuous linear operator on S(R**, L(E.,)) of the form T' = L., o
R,, o Oy, where 7; € Oy (R, L(E,)) (for 1 < i < 2), and ® = (m,7) € COO(RQ",RQ")
is such that 1 € Oy (R?*™,R") and there ewist c,e,r > 0, such that for any (x,() € R*,
((x,Q)) > c(x)5(C)~" and for any x € R™, there is cx > 0 such that (¥(x,()) > cx(C)¢ uniformly
in ¢ € R".

Suppose that f = (f1, f2, f3) is such that there exist (p1,p2,p3) € R such that p3 < 1,
(r/e)p1 + p2 < 1 and for any 2n-multi-index 1, fip, 4 < 00, fo,pou < 00, f3,p5,u < 00 and for
any n-multi-index & f3 ps o = SUP, f3 p3.a,y < 00. Then for any function a € Oy, ., the operator
Opr(a) is continuous from S(R™, E.) into itself. In particular, this is the case for any amplitude
a € 5w,

Proof. Let u,v € S(R", E,). By definition, (Opp(a)(v),u) = Opp(a)(u®@7v) and I'(K) =71 (K o
®) 15. Noting d'(x,(, ) := 77(x,¢) a(x, (, V) 75 (x, (), we obtain

Opr(a)(ohu) = [ | 0O (ax,6,0) 0,0 ulx)) 6 a0 s

= /n (g(x)| u(x) ) dx

where g(x) := [pon € 200 o/ (x, ¢, 0) v o Y(x, ¢) d¢ dv.
A computation with the Faa di Bruno formula shows that for any 2n-multi-index v,
any N € N and any x € R" there is Cy v, > 0 such that [|0”(v o ¢)(x,{)|| 5. < Cenp(Q)™N

uniformly in ¢ € R". As a consequence, the map ¢ — 9% 0d/(x,¢,9) 8> (v o 9)(x,¢) is in
S(R™, E.). We can thus successively integrate by parts in g(x) so that for any p € N*,

o) = [ | O L o b)) x 9 dG .
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By taking p such that (p3—1)2p+co < —2n where ¢, 1= SUP, <, £3,05,a/, We see that the previous
integrand is absolutely integrable, and we can permute the order of integrations d{dy — ddd(.
Since all the successive ¥-derivatives of <19>_2pL€(a’(v o1)))(x, ¢, V) converges to 0 when () goes
to infinity, we can then integrate by parts in 9 so that for any ¢ € N and p > pg

o) = [ | NG HLY() P L w0 o)) . 9) G .

Noting hy, 4 the previous integrand, we see that for any m-multi-index o, 0%h, 4 is a linear
combination of terms of the form

2™ ()2 (9) 2=l gel B o ga—el =By o

where |y| < 2p, v/ <, |8] <2¢, #/ < S and @/ < a. A computation with the Faa di Bruno
formula shows that for any 2n-multi-index v there is r, € N* such that for any N > 0, there
is C, v > 0 such that for any w € S(R", E,) and any (x,() € R?", [|0”(w o ¥)(x, O, <

Cy N (x, )N (¢)rvH(r/eN 2w/ <|v] 4N/ +1, (w). Moreover, we check that there is Kop > 0
such that

[0l e 0|, < Copati e m2agantestagyeeteste

As a consequence, we get the estimate

[0%Pp,qll < Coz,p,q,N<X>K&’p+pl2qiN<C>K&’P+(p27l)2q+(r/€)N<79>ca+(p371)2p Z q[N/s]H,z/(U)-
[V |<[v]

or equivalently, replacing K, , +p12¢ — N by —N,
10 gl < Covpg ()™ (Q b+ o140/ D20t (LN ) 120

E Q[N+K&’p+p12q/€]+l,l/’(v)'
<]

Fixing now, for a given N, p such that (p3 —1)2p + co < —2n and g such that K ,+ (p2 — 1 +
(r/e)p1)2q + (r/e)N < —2n, we obtain the result. O

The following lemma gives a characterization of smoothing kernels in the cases ¢ = 0
and o # 0. If s is in a space of symbols and T is a continuous linear map on S(R?", L(E.,)), we
will note Opp(s) := Opp((x,¢, ) — s(x,9)). We shall use the Fréchet space ij’j}iz of smooth
functions a in C*°(R3", L(E,)) such that for any v := (u,7) € N?" x N*

10" a(x, ¢, 0) .y < Co(x)7HHEN ()20 (gymtfalan)

We will note Oé”;f . = OF 4 .. Clearly, Opp(a) (see Lemma l.14) is defined as an antilinear

form on S(R*", L(E,)) whenever a € (9;’7? with m + f3(0) < —n. We note F the set of
functions f : N3 — R such that there is p < 1 such that for any (a,3) € N?" f2.p0,8 =
Sup'y f2(a7ﬁ7’y) - p’fﬂ < 0.
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Lemma 4.18. Let K € S'(R*", L(E.,)), and T' a topological isomorphim on S(R*", L(E.)) of
the form T = L., o R., o Co with 71,72 € O;(R*",GL(E,)), ® € O}, (R* ,R?"). Then
(i) Case 0 = 0. The following are equivalent:

(i-1) There is f3 : N*® — R such that for any m < —f3(0) — 2n, there exist fo, € F,
am € OF, 1. . such that K = Opr(am)-

(i-2) K € C®(R*",L(E,)) and for any 2n-multi-index v, N € N, there is C,y > 0
such that for any (x,¢) € R?™, |0V Kr(x, Oy < Cun{C)™™, where K .= Kol =7 K o
&7 (®)].

(i-8) There is s € Sy ° such that K = Opp(s).
(i) Case o > 0. The following are equivalent:

(ii-1) There is f1, f3 : N*™ — R such that for any m < —f3(0) — 2n, there exist fo, € F
and a, € OZ}}szm’fB’Z such that K = Opr(am).

(i-2) K € S(R*", L(E,)).

(11-3) There is s € S;°° such that K = Opp(s).

Proof. (i) The implication (i-3) = (i-1) is trivial. We will prove (i-1) = (i-2) = (i-3). Suppose
(i-1). Thus, for any m < —2n — f3(0), there is fo,, € F, ap, € OF . 1. such that for any
u € S(R*", L(E,)),

(Kol ! u) = / 2 Tt (ap, (x, ¢, 9) u* (x, €)) d¢ do dx.
R3n

Since m < —2n — f3(0), the preceding integral is absolutely convergent and we can permute the
order of integration As a consequence, we get (K o1 u) = Jgen Tr (Um(x, () u*(x, C)) d¢ dx

where U,, = f e2mi{V,0) ¢ m(x,¢,¥)dd, we check easily that U, is a continous function
on R?", so we deduce that U,, =: U is independant of m and K oI'~! is a distribution which
is continous function equal to U. Noting b, := e2™{":0 ¢ m(x, ¢, 19) we see that for any 2n-

multi-index u := (o, 3), 8}‘:Cbm = 2mi00) S :6’<6 (6,)(27”19)6 e aa,ﬁ 0a, and we have then the
estimates = "
”a“bmH S C;,L,m <C>sup5/§ﬁ f2,m(0£,,8 ,0) <0>m+cy‘

where ¢, = supg <5 f3(a, ') +|B|. Defining m,, := —2n — SUP| | <|u| Cu'» We see that U is smooth
and
MU = by, d9 = Z (é)(gm)lﬁ—ﬁ’l 62ﬂi(19,4)796—6’aa7ﬁ’,0am# (x,C, ) dY
R2n R
B'<B

All the ¥-derivatives of ¥ — vﬂﬁ*ﬁ/aa’ﬁl’oamﬂ (x,¢, ) converge to zero when ||¢|| — oo so we can
we integrate by parts in ¢ so that for any p € N:

0 = 3 (3)ami) I [ 200 (€L (9 0 D, ) G, 0)
B'<p

Since a,, € Of2 o2 and f2m, p.a < 00 for a p, <1, we see that the integrand h; of the

previous integral satisfies the estimate
(o5, G O] < Cp Q)™ 510 Py 2000 (i) =2

Given N > 0 and fixing p such that (p, — 1)2p + supg<s fom,ppa8 < —N, We ﬁnally obtain

that K oI'"! = U is smooth and satisfies for any ;€ N*” and N > 0, H@“K o™ HL g

35



Cun{¢)™™. We also have for any u € S(R*, L(E.)), (K,u) = (U,T(u)) = [gon Tr(U’(x,{)u* o
P(x,())dxd¢ where U'(x,() := 77(x,Q)U(x, ()75 (x,¢). Using the change of variables provided
by the diffeomorphism @, we get (K,u) = [go. Tr(K(x,y)u*(x,y))dxdy where K(x,y) :=
(|J(@7H|(x,y))U" o @~ 1(x,y). The result follows.

Suppose now (i-2). It is not difficult to see that Fp sends Sj2° (seen as a subspace of
S'(R?*" L(E.))) into So.» - In particular, we have s := Fp(Kr) € S;°. A computation shows
that (K, u) = (Opp(s),u) for any u € S(R*", L(E,)).

(74) Suppose (i-1). Following the proof of (i), we see that it is sufficient to prove that U is
in S(R?", L(E.)), where U(x,() = [p, €™ 0.0 4 (x,¢,0) dd (independant of m). Let us fix

N > 0. For any 2n-multi- mdex po= (o, B), 3x,¢bm — e2mi(0.C) Sa<s (ﬁ,)(zmqg)ﬁ B gouB’' 0y
and we have the estimates

0Bl < Cham )40 (0Pt Faom (@0) gy

where ¢, = supg<g f3(o, 3') + |B] and d,, := supg <5 f1(c, ). Defining
my,N = min{—2n — sup c¢,,—N/o— sup d,}
/| <l 1/ [< |l
we see that U is smooth and

MU = . 0oy, 9 =D () (2mi) P . 2= gl 0, . (x,¢,0) dY
g<p

All the ¥-derivatives of ¥ — vﬂﬁ*ﬁ/aa’ﬁ/’oamw\,(x, ¢,V) converge to zero when ||¥|| — oo so we
can we integrate by parts in ¢ so that for any p € N:

MU = Z ) (27i) |8=4| e2mi(0,C) )=k (ﬂﬁ*ﬁ’aa,ﬁﬂoam#w) (x,¢,0) dVY
B<B R

my N,Myu, N

valva,mth 1f3,2

h, of the previous integral satisfies the estimate

Since anm, y € O and fg,mu Nopun A < OO for a p, n < 1, we see that the integrand

||hp(X, <’ 79)” < Cp7ﬂ7N<X>fN<<>*2P+SUPB/SB f2,m#7N,P#,N,a,ﬁ/+2ppu,N <79>72n )

Fixing p such that (o, N — 1)2p + supg<g fom, y.pun.e3 < —N, we finally obtain the follow-
ing estimate |[0"U| g,y < Cun(x)"N(¢)™", which yields (i-2). The other implications are
straightforward. O
Corollary 4.19. Same hypothesis. We have (for 0 = 0 or 0 > 0), Opp(S;2°) = Mim Uwk
Opr(s ") = Opr(11;2°).

Lemma 4.20. Let u € S(R*", L(E.)) and 3 a n-multi-indez.

(i) For any triple f := (f1, fo, f3) such that there exists p < 1 such that for any 2n-multi-index
(a,7), f3,pa,y < 00, the following linear forms are continuous on Oy,

Rg,:a— ¢Pe?™ 0 Tr(a(x, ¢, 9) u(x, €)) d¢ di dx
R3n

Spa: ar (i2m)PL [ 200 (@0 a(x, ¢, 0) u(x, ¢)) d¢ di dx.
R3n

(it) Rgy = Spu on any Honrzn space.
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Proof. (i) The continuity of Rg,, is a direct consequence of Proposition since Rg .y = Luyg1d
where ug(x, () := ¢Pu(x, ). Suppose that vy is a 3n-multi-index, we note f*° := v — f(v +1p).
A computation shows for any p, and n-multi-indices o, v, f35, . < f3,p.a+a0,7+70 +2100[- Thus if
there is p < 1 such that for any 2n-multi-index (a, ), f3,,0,y < 00, then for any 2n-multi-index
(2,7), 35 0 < 00. If a € Op, then 0"a € O . and the linear map a — 9"°a is continuous.
As a consequence, since Sg, = Ly 14 © Dg, where Dg := (i/27r)5(95, the continuity of Sg, on
Oy, follows from Proposition k.14

(i1) The equality is easily obtained on I,z 2" by an integration by parts in ¥ and permutations
of the order of integration d¢d¥ — d¥d( in Rg,(a) (authorized for a € II,x.2"). The result now

follows from (i) and the density result of Lemma [£.13. O
If N > 1 and 3,7, n-multi-indices, we note for any amplitude a € Hf,l,‘é 7", the smooth
function ag, n as ag n(x,(,0) fo 00PN a)(x,t¢,9) dt. Tt is straightforward to

check that the linear map a — ag, n is continuous from Hf,l,vi;n into Hl |5\ [wl+r|B],m M.

The following lemma shows that A-quantization of amplitudes and symbols yields the
same operators. This result of “reduction” of amplitudes to symbols will be important for
Theorem and thus, for a A-invariant definition of pseudodifferential operators.

Lemma 4.21. (i) For any a € Hf,q“,‘é T, (0% Pa) g € Sl |Bl,m=16] for any n-multi-index 3.

(ii) Let T be as in Lemma and let a € HLZZT Then for any symbol s € S(l,-? such that
s~ %L!)W(ﬁo’ﬁﬂa)gzo, there is v € S, 2° such that Opp(a) = Opp(s + 7). In particular
there exists an unique symbol s(a) € S(l,-? such that Opr(a) = Opr(s(a)). Moreover, we have

; 18]
5(@) ~ Zﬁ %(80’67501)C:0-
(i1i) Suppose that (M,exp, E,du) has a S,-bounded geometry and v is a Opr-linearization.
Let a € Hf;fﬁu:rzn, A € [0,1] and (z,b) be given a frame. Then there exists an unique sym-
bol sy(a) € S¥™ such that Opr, . (a) = (Opr(sx(a))z,6- Moreover, we have T p.(sr(a)) ~

i/2m)Bl
g U (0 Pa) .

Proof. (i) is a direct consequence of Lemma ().
(ii) Using a Taylor expansion of a at ¢ = 0, we find that for any u € S(R**, L(E.)), N € N*,

(Opr(a),u) = Yocigien s + Ljgimn1 5 o,y where
Iy := /]R N ¢ Ty (300 a) o (x, )T () (x, ¢))d¢ did dx,
= /R N ¢Be?™ O Ty (ag o n(x, ¢, 9) T(u)* (x,¢))d¢ d dx.

We get from Lemma (i4),

Iy = / 200 Ty (V22 (9009)0) o (x, 0)T (u)* (x, () dC o dx.
R3n :

Let s € Sl’ZL be a symbol such that s ~ > 5 %LI)W(BO’@B@)C:O. Then noting sy = s —
2o181<N Z/%, A (0%8Ba),—g € Sk (N+1)’m_(N+1), we find with Lemma [£.2(] (i7) that Opp(a—s) =

Opr(ry) Where
z : i/2m)N+1
N = —(N+1)([3/!2 ) aﬁ,B,N — SN .

|B]=N+1
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We check that ry € Hf;,.i(ngl)’wN’m_(NH) where wy = |w|+ k(N +1). Corollary applied to
Opr(a—s) now implies that there is r € S, 2° such that Op(a) = Opr(s+7). As a consequence,
there exists s(a) € Sf;,? such that Opr(a) = (Opr(s(a)). The unicity is a direct consequence of
the fact that Opp = I'* o 5, on §'(R*", L(E,)).

(#11) Direct consequence of (i) and that fact that (Opy(s)).6 = Opr, _, (12,652,6)- O

4.3 S,-linearizations

In order to have a full symbol-operator isomorphism, a polynomial control at infinity on the
linearization is not enough. As we shall see, a stronger, “amplitude-like” control on the 1/15
maps and a local equivalent of the P, ¢ parallel transport linear isomorphisms (see Remark B.9)
appears to be crucial for pseudodifferential calculus on (M,exp, E) and the A-invariance (see
Theorem [.3Q).

We define HY, (€) (resp. Ej . (€)), where w € R, o € [0,1] and x > 0, as the space
of smooth functions g from R?” into & such that for any 2n-multi-index v, there exists C, >
0 such that for any (x,¢) € R?", [|0g(x,¢)|| < C,(x)~WVI=D()ywtrvI=1) (if 1 £ 0) (resp.
107 g(x, Q)| < Cu(x)~oI(C)wHRIM). We note He(€) 1= UyerHE,(€), Ho(€) 1= Ux>0Hox(€),
Ey 1 (€) = UyerEy o (€) and Ey(€) = Ux>0E, ,(€). Remark that by Leibniz rule, E, .(R) and
E; . (Mp(R)) are R-algebras (graduated by the parameter w) while E, . ., := E, ,(L(E.)) is a C-
algebra (under pointwise matricial product). Thus, if P € E; ,(Mp(R)), then det P € E, .(R).
Note also that f € H, ,(€) if and only if for any i € {1,--- ,2n}, 0;f € E, (€). In particular,
f € Hy . (RP) if and only if df := (x,() — (df )x,¢ is in Eyx(Mpan(R)). As a consequence, if
f € Hyx(R?"), its Jacobian determinant J(g) is in E, . (R). Note that any function in EJ (&)
is bounded and if f € HS,H(QE) then there is C' > 0 such that ||f(x,{)|le < C(x,() for any
(x,¢) € R?™. The following lemma will give us the behaviour of the E, . and H, , spaces under
composition.

Lemma 4.22. (i) Let [ € H;‘j;(Qf) (resp. E};},;(QE)) and g € HY, (R*) such that there emists
C,c > 0, 7 > 0, such that (g1(x,C)) > c(x)(¢)™" (if o # 0) and {(g2(x,¢)) < C(C) for any
(x,¢) € R*™, where g =: (g1,92). Then fog€ H(‘Twﬁlil‘ivu‘hrm(@) (resp. EL?RLLWHM(QE)).

(ii) If P € EY, (Mn(R)), then (x,¢) — Pcc(¢) € HEFHHR™).

(iii) Let f € G,(R",€) and g € HY (R™) such that there exists ¢ > 0, r > 0, such that, if
o #0, (g(x,0)) > c(x){(¢)™" for any (x,{) € R?*™. Then fog € g (&). Moreover,

o,max{ ro,x }+|w|
if f € Go(R™,RP), then df o g € E° My (R)).

o,max{ ro,x }+|w| (
Proof. (i) The Faa di Bruno formula yields for any 2n-multi-index v # 0,

& (fog)= Y (@fog P9 (4.9)

L<A<]v|

where P, (g) is a linear combination (with coefficients independant of f and g) of functions
of the form H;Zl(aljg)kj where s € {1,---,|v|}. The k/ and I/ are 2n-multi-indices (for
1 < j < s) such that |k/| > 0, |[I7| > 0, > im1 k) = X and > im1 |k7|l7 = v. As a consequence,
since g € Hg‘jH(RQ"), we see that for each v, A with 1 < |A| < |v| there exists €,y > 0 such that
for any (x,() € R",

[Poa(9) (%, Q)1 < Gy o) =7 W=D ARl =D (4.10)
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Moreover, since f € H;‘j;(RQ") (resp. Eg‘j;(RQ")), there is C} > 0 such that for any (x,¢) € R?",
the estimate H(@Af) o g(x, C)H < C&(X)‘”(W—l)(C)'wl|+("‘+“’)(|>“_1) (resp. H(a)‘f) o g(x, C)H <
C&(X)‘UW(C)'w,‘+(“+r")|>“) is valid. We deduce then from (.9) and ([.10) that f o g belongs to
o (©) (resp. EL L (€)).

(i) We note Py the matrix entries of Py ¢. Each component (f*)1<i<n of the map f := (x,¢)
Py () is of the form f' = zyzl P3¢, Tt is straightforward to check that the applications
(x,¢) = ¢; satify for any v € N2, 97¢; = O(({)'I(x)7(1=I"D). The result now follows from an
application of the Leibniz rule.

(797) Following the proof of (i), (4.10) is still valid, this time with A as n-multi-indices and
v as 2n-multi-indices with 1 < |A| < |v|. Using the fact that (g(x,¢)) > ¢(x)(¢)™" for any
(x,¢) € R?™, we obtain the following estimate

|@ )06 Q)| < GG < G ) oD et D)
which, with ({.10) and ([.9), yields f o g belongs to H(‘Twrllax{ TUH}+‘w|(€). The fact that df o g is
in EY max{ ron}+\w|(Mp,n(R)) when f € G,(R"™,RP) is based on the same argument. O

The H, . and E, . spaces are related to the symbol and amplitude spaces by the following
lemma.

Lemma 4.23. (i) If f € E7, ,, then (x,(,9) — f(x,() is in w9,

(ii) Let s € Sf,’f?, m € H (R™) such that there exist C,c,r > 0 such that, if o # 0, for any
(x,¢) € R¥, ¢(x)(¢)™" < (m(x,¢)) < C(x){(C)", and P € EJ,(Myn(R)) such that such that for
any (x,¢,9) € R™, (P ((9)) > c(9). Then (x,¢,0) = s(m(x,C), Pec(9)) s in I
(iii) If s € Sy(R™), m € HY (R") such that, if o # 0, there exists c,r > 0 such that for any
(x,€) € R (m(x,Q)) > e{x)(C) 7", then (x,¢,0) = s(m(x, ) Mg,y is in TN L

(i) If a € Hf,’fﬂjfzn and P € Egﬁ(/\/ln(]R)) is such that such that there is ¢ > 0 such that for any
(Xa ¢ "9) € R?m’ <PX,C(79)> = C<79>; then ap : (Xa G 19) = CL(X, ¢ PX,C(ﬁ)) € Hf;jf’v:rzn

Proof. (i) is straightforward. N

(ii) Let us note g(x,(,9) := (m(x, (), Pxc(0)). For any 4, j € {1,---,n}, wenote P/ the (i, )
matrix entry of Py¢. Since P € EJ, (My(R)), we have P2’ € EJ  (R). Faa di Bruno formula
in Theorem yields for any v # 0

0" (s0g) = (Poa(g)) (@*s)oyg (4.11)
1<y

where P, \(g) is a linear combination of terms of the form H;?:l(a“' 9)¥, where 1 < s < |v], the
k7 (resp. 1) are 2n-multi-indices (resp. 3n-multi-indices) with |k7| > 0, |I/] > 0, > o1 k= )
and ijl |k7|l7 = v. Let us note I =: (I"1172 9:3), kJ =: (k?!, k7%) where 171,172 173 kI |2
are n-multi-indices. We have, noting Q(x, (,?) := (x, (),

n n n

. . . . ; . . . . j,2
(@ 9" =TT Guso@ "m0 Q)" T (S0 0Pk 09"

i=1 =1 k=1
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and we get, for a given s, (1), (k7) such that (8" g)" #£0forall 1 < j <s,

if 193 — 0, (8ljg)kj _ O(<X>—U\lekj\+0|kj’l\<C>n\lj\\kj\—n\kj’1\+w\kj’1|<79>|kj’2\) 7
if |lj,3| =1, k?j’l — 0 and (aljg)kj _ O(<X>70"lj“kj‘+0|kj‘<C>Ii‘lj“kj‘fli‘kj‘) )

The case is |[73| > 1 is excluded since k7 # 0 and (3” g)kj # 0. By permutation on the j
indices, we can suppose as in the proof of Lemma, that for 1 < j < j; — 1, we have /3 =0
and for j; < j < s, we have |[[73| = 1, where 1 < j; < s+ 1. Thus, we get

S A .
[1@" 9" = O((x) o i (F1=DIE 51 k52
j=1

X (YT k32 |45y (7] 1) ||+ 5715 (k2] <19>sz:1 K21y

We check that 3-715" [k72] = |A?] — || and 320, (J17] — 1)|k7] = |v| — |A| where A = (A!,A?) and
V= (a, 6,7). As a consequence,

Pyag) = O(<X>—0(\a+ﬁl—\kl\)<<>w\kll+ﬁ(\a+ﬁl—\kl\)<§>IA2|—\7\) ) (4.12)

Since there exist C, ¢ > 0 such that for any (x,¢) € R?" (m(x,¢)) < C{){¢)" and (m(x,()) >
c(x)(¢)~", we see that there is K, > 0 such that for any 1 < |A\| < |v| and any (x,() € R?",
(m(x, O)) D < K (x)o =MD (cyerllitoriM] - Ag a consequence, we see that there is €, > 0
such that for any 1 < |\| < |v| and any (x,(,9) € R3",

A a(l—|AY)) 7 A\ or|l|+or| AL m—|\?|
|@s)0 06 ¢0)|, . < Gl (o).

so, since we can reduce the sum in (fE1]) to 2n-multi-indices A such that [A%| > |y| (and thus
M| < |+ 3|), we obtain the result from ({.13) and a straightforward verification of the case
v =0.

(#ii) is obtain exactly as (i7) (with P ¢ = Id), since (x,() = p.p(x)Idyg,) € S0, The
hypothesis m(x, () = O((x)({)") is not necessary since | = 0 here.

(iv) We have, noting g(x,(,0) = (x,(, P ¢(0)), for any 3n-multi-indices v # 0, 1 < [/ < |v|,
P, (g)'as a linear Combination Qf terms of‘ the' form szl(‘(?”g)kj,'with > |k/|l7 = v and
ijl kI =1/ noting k7 = (k31 k32), 17 = (P!, 17%), where k7! and 17"} are 2n-multi-indices, we
get, following the proof of (i7),

P,.(g) = O((x)~oUetBl=la’+5) (rysllatBl=lo’+6) gy 1=y
Since P = O(1) and (P ¢(¥)) > () we get the result. 0

Definition 4.24. Let o € [0,1] and v a linearization on (M,exp, E,du). We say that ¢ is a
Sy-linearization if for any frame (z, b), there is £, p > 0 such that

(i) ¥ € Hy e o (R™) with ¢2(x,() = O((x)(¢)") for a r > 1 and ¥? € Op (R, R") ,

(ii) there is P*® € C®(R?*", GL,(R)) such that P*" and (P*")~! are in ES,RZ’b(Mn(R)), and
for any (x,¢) € R, P22(¢) = T17(x,¢) and Py = Idgn.

(7i7) Tf’b and (Tf’b)_l are in Egﬁz o (L(E>)).

We shall say that the combo (M, exp, E, du, ) has a S,-bounded geometry if this is the case of
(M, exp, E,du) and 1) is a S,-linearization.

40



It is clear that a S,-linearization is also a Ojy-linearization. Moreover, we can check, in
case of S, bounded geometry, we check the properties (i), (4) and (zi¢) in just one frame:

Lemma 4.25. If (M,exp, E,du) has a Sy-bounded geometry and 1 is a linearization such that

there exists (20,b0), Kz, > 0, such that the functions 1%, Esg satisfy (i), (i) and (iii), then
Y 1s a Sy-linearization.

Proof. This follows from applications of Lemma [.23. O

Remark 4.26. The condition (i7) in Definition encodes an abstract parallel transport iso-
morphisms in normal coordinates. Indeed, in the case where the linearization 1 is derived
from a connection on M, the GL,(R)-valued smooth functions on R?": P*' := (x,{) ~—

M:,expo(ng’T)*l(X,C)P(ng,T)_l(Xyo (M:,(n‘z’)*l(x))_l where the applications P, ¢ are the parallel trans-

port isomorphisms on the tangent bundle (see Remark B.3), satisfy for any (x,¢) € R?",
PZE(C) = T77(x,¢) and P7g = Idgn. Thus, in this case, (ii) is satisfied if P> and (P*?)~!
are in B2, (M, (R)) for a r,p > 0.

O,Kz.p

Remark that for any ¢ € R and (x,¢) € R* if P> € C®(R?*" GL,(R)) satisfies

(if), then P72 (¢) = T{7(x,¢). We shall note P7° := (x,¢) > Pgyt, so that P{*° = P#® and

POZ’b = Idgn. Thus, Yt . s(x,¢) = (Y2(x,t(), Pffg(g)) and we define the following diffeomorphism
on R3", _
Et,z,b = (X7 C7 29) = (Tt,z,b(x7 C)7 P;;C(ﬁ)) . (413)

We also define the R?*"-valued function ét,z,b D (x,6,0) = (W(x, 1), 15:)’:((19)). We check that
J(Eiz0) = J(Tizp) (det(P7°)~1) and J(E7 L) = T(Y izp) (det(PtZ’hoT,t7z7b)). Note also that

for any (X, Y) € RQn, T,Z)g(y,X) = _Pj;bb_"(x v) (@(X’Y))'

Lemma 4.27. Let (z,b) be a given frame, \,\ € [0,1] and t € [—1,1]. Suppose also that
(M, exp, E,du, ) has a Sy-bounded geometry. Then
(i) PP, (PP0)™Y are in B, (Mn(R)), and 77°°, (77°°)™" are in ES . (L(E.)).

(1) mtz’b = loliy € Hyyp,(R") and there is ¢ > 0, r > 1 such that for any (x,¢) € R*",

(i (%, Q) > efx)(Q)

(i4i) There is c,e > 0 such that for any (x,¢) € R?", (¥?(x,¢)) > ¢(¢)s(x)~L.

(iv) @y -0 € Ho e, ,(R?™). In particular Jy .6 € Esp, , (R).

(v) Tizp € Hgﬁz’h(RQ"). In particular J(Yi.p) € Eop,, (R). Moreover, there is C > 0 such
that (Y}77)(x, Q) < C(C) for any (x, () € R*".

(vi) J(E¢zp) and J(E;;b) are in By, (R).

Proof. (i) The case t = 0 is obvious. Suppose ¢t # 0. Since Ptz’[3 =P**o;and I1; € Hgﬁz ]
the result follows from Lemma (i). The same argument is applied to (P7%)~1, 77® and
(7).

(74) In the case t = 0, mg = 71, so we obtain the result. Suppose t # 0. In that case Lemma
.29 (i) entails that m; € Hyy, , (R"). Since Ty, p = (mt,T;’;), we see that (Ty, p(x,()) =
O((x){¢)") for a r > 1. Thus, there is C > 0 such that for any (x,{) € R?", we have
(mi(x,C)) Py (C)) > C{x,¢). Since there is K > 0 such that for any (x,¢) € R**, (P722.(¢)) <

) t7x7<
K {(), we obtain the desired estimate.
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(iii) V := (m1, ¥P) is a diffeomorphism on R?" with inverse V1 = (7, ¢?). Since ¢ = O((x,y)")
for a 7 > 1 by hypothesis, we see that there is ¢ > 0 such that (x,¥?(x,¢)) > ¢(x,¢) for any
(x,¢) € R?™. This yields the result.

(tv) Direct consequence of (i7) and the fact that @y . p = (my, mr_1).

(v) follows from a straithforward application of (ii), Lemma [£.29 (i7) and the fact that for any
(x,

(v

¢) € R, Yy 6(x,€) = (ma(x,0), P:X"4<<>>
i) By (i), (v) and and Lemma [.23 (i), tz’b oY 4.6 € ES’H(M,L(]R)). Thus the result
follows from (i), (v), and the formulas J(Z¢.5) = J(Yt.) (det(PtZ’b) Dy and J(Z tzh) =
J(Y_ i) (det(PP° 0T 42 0)). O

4.4 Pseudodifferential operators

Assumption 4.28. We suppose in this section and until section [J that (M, exp, E,du, 1)) has
a Sy-bounded geometry.

Definition 4.29. A pseudodifferential operator of order [, m and type o is an element of ghm .=
Op, (S5™), where A € [0,1].

By Lemma [.7, SL™ can be seen as included in 8'(T*M, L(E)), so Op,(S5™) is well
defined. The following theorem shows that it does not depend on A, and thus justify the

. ! AN AN
notation ¥s". We note 757" = (T)\Z’b) o TX Az bTX and 777 = (Tf,bl) 17’; bl Ti’/b
! /
If v = exp, we have T})%’A = Trv—x and TL = (tpn—x)"! where 74 == 77 °if ¢ # 1 and

o= (1) oML pift =1, and 7ry =170 if t £ —1and Ty o= (170 o Ty, pif t = —

Theorem 4.30. Let A, X € [0,1] and K = Op,(a), with a € S5™. Then there exists (an unique)
a' € SY™ such that K = Opy(d'). Moreover, for any frame (z,b),

\B\ / /
3 BRI (085 AN b AN
B

)e=o

where a5 =T, p«(a), a, =T, ps(a), and a?® is the amplitude defined for any t € [—1,1] as

0 ®(x, ¢, 9) 1= Ll O =, () (a0 Erol, € 0).

Poz,b (X)

Proof. Let us fix a frame (z,b) and note a,p := T, p«(a). We saw in Remark that
Opy(a)zp = Opr, _,(kazp)). Thus, for any u € S(M x M,L(E)), we have with u,p =
T, pm2(u) € S(R*, L(E.)),

(o) = [ 00T (o, 0) (. cs(un)(.0)) G .

Suppose that m < —2n so that the integral is absolutely convergent. We now proceed to the
global change of variables provided by the diffeomorphism Ei’,b_ 5 of R3" (Etzp is defined at

([E13)). We get (K, u) = (Opy , h(/“'L A/ai,b )\T;%)\ )z p). We check with Lemmas [£.27 and [1.23

that 7'2 A ai,b )\’7'})% A is an amplitude in Hf,l,vi;n for a k > 0 and a w € R. We also see that the

li AN 20 AN S conti Sk™  which yield Proposition [L.14
mear map az b — MTL G,)\, )\TR is continuous on o,zy W 1C y1€ S, usmg roposition

(ii) and the density result of Lemma .6, the equality (K, u) = <Dp>\/,z,b(uTL ai,b )\T;%)\ )sUzp),
for any order m of the symbol a. The result now follows from Lemma [£.21] (i77) O

42



Proposition 4.31. For each A € [0,1] and [,m € R, oy is a linear isomophism from Th™ onto
SE™ and ox(AT) = (g1_x(A))* for any A € L™ In particular a pseudodifferential A operator
is formally selfadjoint (i.e A = AT as operators on S) if and only if its Weyl symbol oy (A) is
selfadjoint (as a L(E) — T*M section).

Proof. The fact that o) is a linear isomophism from Th™ onto SL™ is a consequence The-
orem and the fact that o) is a topological isomorphism from S8'(M x M, L(E)) onto
S"(T*M,L(E)). We check that for any T € S'(T*M,L(E)), Op,(T)" = Op,_,(T*) which
is a direct consequence of the fact that ®y(x, —&) = j o ®1_x(x, &) where j(z,y) = (y,x). O

Proposition 4.32. Any operator in whm s reqular. Moreover, for any A € UL and v € S,
we have

AW e [ @) [ () O o) 0) 7 (09 v ).
T3 (M) (M)

Proof. Let A € U5™ and a := oo(A). Thus, for any frame (2,b), A, = Opp, _  (1azp) so by

Lemmas [L.17, .27 (i7) and (i44), A, p is continuous from S(R™, E.) 1nt0 itself. By Proposition

.31, At is a pseudodifferential operator in gphm , so we also obtain (AT)ZJ, continuous from
S(R™, E,) into itself. The result follows. O

4.5 Link with standard pseudodifferential calculus on R" and L?-continuity

We suppose in this section that F is the scalar bundle. If A € ¥, then A, y belong to the space,
noted W, 4, of regular operators B on S(R"), of the form

B(v)(x) = /R 0 alx, )u(v2 (x, —C))d(d

where a € S°(R?"). We study in this section an sufficient condition on 1), such that this space
VU, is in fact equal to the usual algebra V¥, ¢ pseudodifferential operators on R™ with the
standard linearization ¢ (x,() = = + (.

We will note ¢ := wg, Vi(Q) = =¥(x,—C) + x, My = fo tC)dt]” and
Ny = [fol 0;Vi(t¢)dt]; ;. We consider the following hypothesis, noted (HV)
(i) there is €,d,7 > 0 such that for any (x,¢) € R?" with ||¢| < e(x)°", we have det My ¢ > §
and det Ny ¢ > 9,
(i1) the functions (dVx)x¢ and (dV ')y are in EQ (M, (R)).

Proposition 4.33. If the hypothesis (Hy ) holds, we have Vs = Vs g4.

We set xen(x,() = b(€2|(|§>”220n) where b € CZ°(RR, [0,1]) is such that b = 0 on R\| — 1,1]
and b=1on [—1/4,1/4].

Lemma 4.34. Suppose (Hy). If a € S5™(R2™), then the application

axm t (%,G,0) = Xe (5, Qalx, M )] (Vi () (det My o)™
is an amplitude in Uy, Hézﬁ TH(R3M). Similarly,

@ + (%G, 8) = Xe(% Qal N ) (V)l(Q) (det Neo) ™
is in Uy, , TI7 T (R3).
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Proof. The result follows from Lemma (i) and applications of Proposition [5.4. O

Proof of Proposition [{.33. Suppose that a € Sf;m(RZ") and define A as the operator in ¥,
with normal symbol a. We obtain for any v € S(R?")

Av)(x) = /]R AT (s, o, ~C))dCdd

We suppose first that a € S;°°(R?"). We have after a change of variable, and cutting the
integral in two parts A(v)(x) = A1 (v)(x) + A2(v)(x) where

M) = [ MO x, Qe )V DICux = )
Aa0)() = [ O =), Ol DIV Ol = g

In Ay, we permute the integrations d¢ and d and proceed to a change of the variable ¥, while
in A we integrate by parts in 9 using formula ([.7) so that for any p € N,

Ay (v)(x) = /R 000y (x, O)(x = C)dCd,

Ax(v)(x) = /R O 1 ) (5,0 MY O @)V - QdCdd

As a consequence with Lemma [.34, and with the density of S, °°(R?") in S(l;m(RQ"), we see
that A is the sum of two pseudodifferential operators in W, 4: A = A, + R where V70, and
A, has a, u as (standard) amplitude. The implication in the other sense is similar.

Remark 4.35. In the case of pseudodifferential operator with local compact control over the x
variable and with v coming from a connection, by cutting-off in the {-variable or in other words
taking y := v (x, —() and z sufficiently close to each other, we have in fact ¥, , equal to ¥, 44
modulo smoothing elements (see [BY)]).

As a consequence, we see that if the hypothesis (Hy ) are satisfied for a frame (z, b), then
U, (= Wy i) is stable under composition of operators and the symbol composition formula is
then given by a quadruple asympotic summation modulo smoothing symbols.

We will show in the next section that we can also obtain stability under composition
directly, without using a reduction to the standard calculus on R™. We shall obtain with this
method a simpler symbol composition formula on ¥, 4, analog to the usual one on ¥, .

As a direct consequence of the previous proposition, we have the following L?-continuity
result for pseudodifferential operators on M.

Proposition 4.36. If (Hy) is satisfied for the function V. ! in a frame (z,b), then any pseu-
dodifferential operators on M of order (0,0) extends as a bounded operator on L*(M, dyu).

Proof. Since (Hy) are satisfied for V,~!, the proof of the previous proposition entails that
\Ilg’?p C \Ilg’gt 4+ S0 the result follows from the Calderon—Vaillancourt theorem of L?-continuity of
pseudodifferential operators [f]. O
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4.6 Compostion of pseudodifferential operators

The goal of this section is to prove that pseudodifferential operators of W are stable under
composition without using the hypothesis of the previous section, and to obtain an adapated
symbol composition formula. We shall adapt to our situation a technique used for Fourier
integral operators in Coriasco [[L1]], Ruzhansky and Sugimoto [B4, B6 .

Let us note for (z,§) € TM and £ € T —¢(M), thager := 1% e T2(6,8) =Y (Ypeer)
and ¢, (&, &) = Yy, 155/ (Ve 5). We define V,, the 2n dimensional smooth manifold as V
{(¢&,€) € To(M) x UyeyTy, (M) | ¢ € T,_«(M)}. Each V, manifold is diffeomorphic to R*"

Yo
via the map, defined for any fixed frame (z,b), ng,v, (&€ = (ML, (), M® _.(¢)), and has a

—£
ERUM
canonical involutive diffeomorphism R, defined as

R, : (575/) = (T$(§7§/)7Q$(§7§/)) :

In all the following we fix a frame (z,b), and note also ¢ the function mz’b We note x¢¢" :=

Y((x,(),¢"). For each x € R", Ry := ng’v(ng)il(x) o Ripey-1(x) © (R gv(ng) L ))_1 is a dif-

feomorphism on R?*", and we define Ry =: (ry,qx), ©r = rz’bf (x,¢,¢") — (¢, ') and
¢ = ¢" = (x,(,¢) = a(¢,¢"). Remark that r(¢,¢') = —TZJE(X7X<<) =t Py 0 Yy ()(¢')
and qX(C (') = —pP*° (x.0) C,(C’). The map ry¢ ¢ : (' — r«(¢, (') is a diffeomorphism on R™ such

—17¢ X,
that r_ C = rwx( OB piecy @) 5O that (drx74)<, = (dry, De(O), We will use the shortcut

z,b
r = ()

We note s(x,¢, () :=r(x,(, () — . We have s(x,(, (") = sx¢(¢") where sy ¢ =T_¢ ot 0
Yy () is a diffeomorphism on R" such that 5x,c(0) = 0. We also define

(pX,C(C,) = TX,C(C/) - C - (er,C)O(C/)

so that ¢y ¢(0) = 0 and (dyy,¢)o = 0, and

V(x,¢,¢) = (dry)e

as a smooth function from R3" into M,,(R). We shall note (x,¢) — Ly ¢ := —'(dry ¢ )o-

We define Of;ﬁ?gglehc(é), where c € N, [ € R, w := (wg,w1) € ]Ri, e := (eg,€1), €0 > 0,
£1 > 0,0 €[0,1] and x > 0, as the space of smooth functions g from R3" into & such that for
any 3n-multi-index v = (i, y) € N?" x N”, there exists C,, > 0 such that for any (x, ¢, ") € R3",
1879(x, ¢, ¢)|| < Gy lmlmerhled(ywotnlulteobl (¢rywitrlvl Here, we noted [y|c == 0 if [7| < ¢
and ||c := |y| —cif |y| > ¢. We note Op . (&) := Uc,lywO(l;%,&c(Qf). We check that for any multi-
indices v, and ¢, € N, |v|c + [V |c > |7 + 7/ |ete, and |y +9'|c > [V]e + [7]e- Thus, Oy (R),

D) (% ))Tx,g(C/)'

Op.re(Mp(R)) and Op ez = Opre(L(E,)) are algebras (graduated by the parameters ¢, [,
wo and wj) and 8”OJREC(Q§) - 0107—4@7251mc,wo+ﬁ|u|+aow\,w1+n\u|(e). If f e OJHEC(QE), then
(x,¢) = f(x,¢,0) € EZ9.(€), and if f € Of,’%ac,z, then (x,(,¥) — f(x,(,0) € Hf,f,’é?go. Remark
that any monomial of the form (x,¢, (") — ¢"” where § € N, is in (’)00 18] (R) for any k > 0

&8l
and g9 > 0, 1 > 0.
In the definition of S/ bounded geometry, we only require a polynomial control over

the EZ functions. It appears that for the theorem of composition, a stronger control over these
functions is important. We thus introduce the following:
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Definition 4.37. We shall say that (C,) is satisfied if there is a frame (2,b), (ky,w,) € R
with k, > 1, and &, €]0, 1[, such that
Vet oMa(R)), and (@), () = O(1). (4.14)

05Kv,€0,€v, Z,X

In particular (Cy) entails that (drf{’g)o and thus L are in EJ, (M,(R)).

We note Rover (€) (€1 > 0) as the space of smooth functions g such that for any nonzero
v = (u,7) € N x N*, 9¥g = O((x)eA-lul=erlrD) (gywotrllvI=1) (¢/ywritr(lvI=1)) Tt follows from
Co) that 1 € Uwguw Ry 0L o (R™).

The following lemma will give us the link between the the O, R, H, E spaces and the
behaviour under composition.

Lemma 4.38. (i) Let f € Hy(€) (resp. £, (€)) and g € Ro% el (R?™) such that go(x,(, (') =
O(QY*=(C')%) for a (ka, k) € RE and, if o # 0, (g1(x,¢, ")) = e{x){() " ((") 7, for a (kn, k) €
R2 and ¢ > 0. Then, fog € Rz(}itllfgiﬂ’wﬁ%w((‘f) (resp. Ogﬁ;wﬁlgglo((‘f)) where kg = K +
max{ |wo + k10 + kak|, jw1 + Kjo + k5k| } and kg := k+max{ |wo + k10 + (k2 — 1)k|, |w1 + Ko+
(K~ )l ). 0 |

(i1) (%,C,¢") = ((x,),¢") € RS (R and (x,,¢) > x5 € Ryt for a (g, wy) € RE.
(i4i) The functions q, (x,¢, (') — (Pjvlliw(x,C),C/)il and (x,(,¢") — det(Pf’f’w(X’O,C,)*l are respec-
tively in Ro k,,1(R™), 0000 (Mn(R)), and O%0° (R), for a kg, > 0. Moreover, there

0,Kq,Kq,1,0 0,Kq,Kq,1,0

exists C > 0 such that for any (x,(,¢") € R3, |lg (¢, )| < CC).
(i) (.C.¢) = 76 4x((,C1) s im OG0 . for air > 0.

Proof. (1) If v = (o, B,7) # 0 is a 3n-multi-index, we have 0" f o g = ZIS\!/IS\VI P, (9)(0" f)o

g, With'Py7V/ (9) a lingar combination of terms of the form H;:1(3u g)F, with 1 < s < ||,
SUIR| = v Skl = v/. As a consequence, we get the following estimate for any 1 <

201 ;20 q g g y

lv| < V|, P(g) = OWx)eW I=lul=erly) (¢ywolvI+ullvl=IvD) (¢rywilI+a(vI=1D))  Moreover, for

any 1 < |v/| < |v|, there is C), > 0 such that for any (x,¢,¢’) € R3", the following estimate is

valid H(au’f) o g(X7C7C/)H < CV<X>*U(|V/\*1)<C>(k10+k2n)(|l/\*1)+k2w<C/>(kiaJrklglf)(‘Vq*l)Jrk/zw (resp.

‘ (81/f) 0g(x,¢, ()| < Cu<X>7U‘V/|<C>(klo+k2”)|l/|+k2w<C'>(ki‘7+k/2“)|”/‘+k/2w). The result follows.

(i) By hypothesis, ¢ € ng%w We deduce that (x,(, (") — ¥(x,() € R::,ﬁf,l and the first
0,0

Ok, 1"
(i4i) Since ¢x(¢,{') = —Pf’lbw(x 0 <,(C’), the fact that ¢x € Ry, 1(R") for a k, > 0 is a con-
sequence of (i), (#4) and Lemma [£.29 (i7d). We also have by (i) and (i), (Pf’lbw(X 0 C,)*1 €
Opryreg o Mn(R)):

(iv) Since T € EgH(L(EZ)) for a k > 0, the result follows (¢), (4i), (¢9¢) and the estimate
(x6<"Y > ex) ()RR for ¢,k > 0. O

statement now follows from (x,(,(') — (' € R The second statement follows from (7).

Lemma 4.39. Suppose (C,). Then
(i) s, € Og:gfgmeml(ﬂk") and ¢ € (9;222?:’2(]1%") where w, 1= wy, + 1 and wy, 1= 2 + Wy + Ky
i) V = (dry¢)er and (dry¢)7 are bounded on .
i) V = (dryc)e and (dryc)st are bounded on R
(11i) The function J(R) : (x,¢, (") — J(Rx)((, () isin UR7wO7wl,€O7EIOO’wO’w1 (R) and (x,¢,¢) —

0,K,€0,€1,0
. 0,0,0
7(x,7x(¢, (")) is in O e0/2,0,2 for kr > 0.

o,Kkr,Kr,
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Proof. (i) We have sy (¢) =>", (! fol O (t¢") dt. Since V' € 020w o(Mp(R)) each func-

0,Ky,Ev,
tion (x, ¢, (") fo OC/TX ¢(t¢") dtisin (92 2:’2’” (R™) and thus, since (X C (Y (l e (92’2’7}76”,1(]1%),
we see that s € (92,21};,1(]1%"). We have also ¢y ¢(¢') = Zlﬁ\ 9 B' fo (9<,7“X<(tg )dt

and each function (x,¢, (") — fo (1—1t) 3</Tx((tC )dt isin O ::’i“v’lgﬁ”” (R™). With (x,¢,¢) —
« )5 c 0%02 5(R), we get p € O_ e le (R,

0,Kv,Ev,2 0,Kv,Ev,2

(44) Direct consequence of (C’o)_alnd the following equalities for any (x,(,(’) € R3", (dryc)e =
(ds) et (A (o)) and (drxc)er = (dby, o)) o (d¥s)r (1)

(7i7) The first statement follows from Lemma (7i). The second statement follows from

Lemma (i) and the estimate r(¢, (") = O((C){(¢")*»). O

We shall use a generalization to four variables of the HUHZL spaces of amplitude. We
define Hlaq“,‘if’;flz (0 < g1 < 1) as the space of smooth functions a € C*°(R**, L(E,)) such that
for any 4n-multi-index (v,8) € N3 x N", (with v = (u,7) € N?" x N") there is C, 5 > 0 such
that for any (x,¢,(’,9) € R,

9w, 9 H <C o(i=Ipl=e1lv]) (Fywotrll  rywi+rlvl gym=1]
[P ax.c. ¢, . < Custl (ol ¢rym )
These spaces have natural Fréchet topologies and form a graduated topological algebra under
pointwise composition.

Lemma 4.40. (i) Ifa € Héﬁ%ﬁ‘ih then agr—g : (x,(,9) — a(x,¢,0,9) is in Hf,’j“,‘é?gm,
(i) If h € Olwow then (x,¢, ¢, 0) — h(x,(, () is in g wo,w1,0

0,K,€0,€1,0,27 amax{meo}el,
(7it) There is k=, k1 > 0 such that for any b € ng , the application bo Z, where _( , ¢, (,0) =

b Loki|l],oki|l
(x¢ _ij(x,g) ¢ (9)), is in Haij,lll,za i

Proof. (i) and (i7) are direct. N N N
(vi1) If p :~(u d) # 0 is a 4n-multi-index, we have 9*(bo E) = 21<\u <) P (E) (OF 'b) o =
with P, /() a linear combination of terms of the form [[; ,1(0“”)’“, with 1 <s<ul, V=
(1 192) € N3 x N, kI = (k71 k72) € N® x N*, such that [? = 0 for 1 < j < j; < s, and
STV =p, Sk = /. We have

o n n n ) ' ) 2
@S = [Lweo@ 0TI P4 00"
i=1 i=1 k=
where P* are the matrix entries of —P> bw( o). By Lemma §.38 (i4) and (i), x¢¢ e

RZU%;UII(R") and the P%* are in (9223 - 10(R) for a (ky,wo,w1) € R3. We obtain thus the

following estimate
1P (B)(x, ¢, ¢, 9)] < Cpu(x) W1l gywoled vl —lal) prywnled oy (vI=lef]) 19y 15191
with p/ =: (/,8'). Since b € S5 we also have the estimate

[@5) 0 Zx.¢.¢1)| < el 1o

so the result follows now from the estimate (x¢<¢" )71’ = O((x)oU=le’D((¢) ()R lHHokla’ly
with sz 1= Ky + max{ |wo + ck1 — Ky, |w1 + ok — Kyl }. O
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Lemma 4.41. Let s € C°(RP,R"). Then for any p + n-multi-index v = (a, 3) # 0, we have

Y 5 ei0sC) = P (%, 9) eits())

X,

where P, is of the form Z|‘/|§\a| VT, 4(x), and T, is a linear combination of terms of the
form H;{L:l(ﬁljs)“j where 1 < m < |v|, () are p-multi-indices and (/) are n-multi-indices.
Moreover, they satisfy W >0, 50 (W] = Iy + 18], 20 [ ][] = | and if |B] = 0, then
[17] > 0 and |y| > 0.

Proof. We note g(x,9) := (9,5(x)). By Theorem R.11, we get the following equality for any
v#0, 07, s = P, (x,9)e! VX)) where P, (x,19) = Zl§k§|u\ P,x(g9) and P, is a linear
combination of terms of the form H;nzl((?ljg)kj such that 7] >0, k¥ >0, Y7k = k and
Sk = v. If we suppose that the term Hﬁl(aljg)kj is non-zero, then |I/| < 1 and if we
define j; such that for any 1 < j < ji, I/"2 = 0, we obtain, noting I/ = (I}, 17:2),

m J1 m
i \kI 3l \ i Pl g\kI
[T0” = [[0.0" 9 T] @ s
j:1 j:l _]:_]1+1
) J1 m
; 1 i 31 (i IRRPNY
— Z I R Y H(al s)? H CArL
Iy |=ki, 1<j <1 j=1 j=ji+l

Thus, we have P, = Z‘ i=k—|3| V" Toy,k(x) where T, 5 is a linear combination of terms of
the form Hh (7 s)m H;njﬁ_l((?“ s9)¥ where 1 < G <n 1<j<m<,1<j <m,
Pl € NP, k7 € N*, M € N™ are such that > " k7 = k, Zﬁ | M| |19:] +3 0 k|17t 41 = |v| and

> k7 = |B]. The result follows. O

Lemma 4.42. Suppose that (C,) is satisfied. Then
(i) Representing by u the letter s or o, for any 3n-multi-index v = (u,7) € N?" x N", we
have the equality 9 . Ge2mi; uec(C)) = (Z| 1<tul Vv (%, €, ") 2700 () where each term

|l kol ws\w+v|+nv|u| |l =eolwtyleulwtalrolulwelw | +holul o
Tuws € Oo'l‘ﬁvy&vﬁfvvlw""y‘ ( ) and TVWSO € OO'HU@U?&U?QIW—F’Y‘ ( ) [n

particular, it satisfies the following estimate valid for any (x,¢,¢’) € R3™, and any n-multi-index
p;
| Ty w.s(%,¢,¢)| < Ch p<X>—U(Iu|+ev|pI\w+ﬂ)<<>Hv\u\+6v\p\<</>ws\w+v|+ﬁv(\u\+lpl) ’

G /Tl/,w,ap(xa ¢, < Cy’w,p<X>*0(\u\+(€v/2)|pl)<<>€v|w+7\+m|u|+€vlpl (¢ywelotrltro(ul+el)

(i) For any n-multi-index 3, we have agezmwﬁ"x&“,)) = Pg,cp(x,C,(’,ﬁ)e%iw’“"xﬁ(c» where

P »(x,¢, (', 9) is a linear combination of terms of the form 9"t \(x,(, (") where w and
are n-multi-indices satifying |w| < 8], 2lw| —|6])+ < |A| < |w|, and t, x are functions in
O_Ev‘6|/2725v,w‘;|6‘

O,Rvy 751)76177‘18'

(R). In particular they are estimated by

tur(x,¢,¢) = O((x) 18172 (¢)2e0lBl 1y walBl

where wy 1= ws + 2k,. Moreover, (x,(,0) = Pg ,(x,(,0,9) 1, € Hgiﬂgw <ol BLIAI2,
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(i1i) If 5 € N and f € Hf;}fi?gzﬂé’m then the function
fﬁ,&p . (X, Ca 19) N a?l (627ri<797§0x,<(C’)>80,0,0,5f(x7 C’ C/’ LX,C(ﬂ)))C/:O

belongs to Hf;,flﬂlf"wﬁmWl’m_‘ﬁl/z, where £ := min{e1/2,e,/2} > 0, k1 := max{ Ky, K }, kg 1=

K+ |ey — K|, and the application f — fg, is continuous.

Proof. (i) By'Lemmf% {41, if v # 0, we have the following equflility, valid for any (x,(,(’,9) €
R, 0 o0 = (5 09T, (%, €, €)) 206 Where Ty is a lincar com-
bination of terms of the form [TL, (9% w)* with 1 < m < [v|, p? # 0, Y51, [p| = |w + 9]
and 7", |@/]|l7] = |u|. Since by Lemma (i), s € nggfgv,ev,l(Rn% it is straightforward

to check that T, s € O—Iulm\u\,ws|w+v\+nvw\(R). Moreover, since ¢ € O_ """ (R"), we get

o,liv,ev,ev,\erﬂ 0,Kv,€v,€v,

Towe € O;Zﬁlzevelw—zl—lz\f;‘lw—l—v\-i-m\u\,w¢\w+v|+nv\u\(R)‘ The first estimate is direct and the second
Yy IVUHEV,C U,

estimate follows from the inequality |w + | + [plaju4y = [0]/2-
(ii) By Lemma [E41], if 8 # 0, we have for any (x,(,(’,9) € R, the following relation
8?/62”“’9""*’4((/)) = (Xi<wl<is 19"JT57W7¢(X,C,C’))e%iw"px@(c» where Tj, , is a linear combina-
tion of terms of the form H;ﬁ:l(aygpx,c)’“ with 1 < m < |8], o/ # 0, 17 # 0, PRy || =
lw| and >77, |p?||i?] = |B|. Let us reorder the I’ indices so that for any 1 < j < ji,
|/| =1 and for any j > j; + 1, [I/| > 1, where j; € {0,---m}. Thus H;{L:l(a“gpx,c)“] =
;1:1((9“ Pxc ) Hj2j1+1(8“ ¢x.¢c)* and with a Taylor expansion at order 1 of 8" ¢y ¢ in ¢’ around
0 when 1 < j < j1, we get (9ljgpx,< =D 1<i<n thﬁj where tﬁj = fol 8§f+ljgox,<(tC’)dt. Thus, using
the fact that ¢ € 00w 1(R™), we see that Hglzl(alj 90x7g)“j is a linear combination of terms

0,Kv,€v,€v,

of the form ¢V where |\| = 2;1:1 |’ | and

— O((x) =0 D1 W11 ] g \eulAl+ew S 117 [19] g o1y (botws) \[+rw S 1114
Vi =0((x) (€ (& )-

As a consequence, we see that H;{L:l(ﬁlj gpx,c)"j is a linear combination of terms of the form
(W) where |\| = 3201, |u/| and
Wy = O({x) == UBI=v) ¢y 2eulBl 7 ywsl Bl

where v = 37T 7| = |w| — |A]. The first statement now follows from the inequality
2v < |B] = [Al.

Since ¢x¢(0) = 0 and (dipx,¢c)o = 0, Ppe(x,¢,0,9) is a linear combinapion of terms of
the form % [T}, (0% o(x,¢,0)*" with 1 < |w| < []/2, 1 < m < ||, w/ # 0, ] > 2,
dYosi W = |w| and U, ||| = |B]. We check with Lemma (i) that any function
of the form HT:1(30’0’”<P(X7C7C/))M is in (’)_8”Wl/z’e”‘ﬁl’(ws/z—'—m)lm(R), and thus, (x,(,9) —

0,k €, | B/2
H;n:l(ao,o,w@(x, g,o))m (8. € H;Z’;@/zv“‘ﬁ"o_ Since (x,(,9) — O (5 € Hgﬂ@p we
obtain (x,C,0) — Pag(5,€,0,0) Lz € /22
(7i7) We have
T, 0) = 3 ()00 (0 onsMyg 005D 1(x,€,0, L (9))
B'<p

= > (5) Porp(x,6,0,9) %0900 f(x,¢,0, Ly ¢ (9))-
B'<p
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Since (x,¢) — Ly¢ € E2, (My(R)) and L;é = O(1), we deduce from Lemma (7) and

O,Ky
Lemma (iv) that (x,¢,9) — %008 f(x (.0, Ly () belongs to the amplitude space
Tt c11B=F'lwotk|B—pF'|;m—

o max{ sopon 1oz ¥ The result now follows from (71). O

We now introduce two parametrized cut-off functions that will be used later. Let b €
C°(R,[0,1]) such that b=1o0n [-1/4,1/4] and b = 0 on R\]—1, 1[. We define for &,d,n;,m2 > 0
with €,0 < 1,

xe(0,9") == b(ds),
712
X5,n(X7C7C/) = b(%)-

Lemma 4.43. The cut-off functions x. and xs, are repectively in the spaces C°°(R*",[0,1])
and C®(R3",[0,1]) and satisfy:

() For any (5,6,¢') € B, if [ < 36007 ()™, then xan(x,¢,¢) = 1, and i 0] >
§(x)M(C)72, then X5,(x,¢, (") = 0. In particular, for any (x,¢) € R*, x5,(x,(,0) = 1 and
for any 3n-multi-index v # 0, (0" xs,,)(x,¢,0) = 0.

(i1) For any (9,9') € R*™ if || < 1e(9), then x-(9,9') = 1, and if || > £(9), then
Xe(9,%) = 0. In particular, for any 9 € R™, x(9,0) = 1 and for any 2n-multi-index v # 0,
(0 x2)(9,0) = 0.

(i4i) For any 3n-muti-index v = (o, B,7), we have 0"xs,(x,¢, (") = O((x)~lel(¢)=P(¢") =),
and 8" xs.(x, ¢, (') = O((x) =Wl () (“1n2/m)IBl+ (2 /o)l ( ¢y =D+ 1Y Iy particular, the

0,0 !
Junction x5, is in (90 s H;],LO( ) for a Ky > 0.

(iv) For any 2n-muti-index v, 9" x.(9,9") = O(9)~ ) and 8" x.(9,9") = O((9")~I"].

Proof. (i) and (ii) are straightforward. For any v # 0, 0"Xs, = > 1<y <)y Prw(9) (0”'b) o g
where g(x,(, () == % We obtain from a direct computation the estimate P, ,/(g) =
O((x)~2emv'=lal(¢y2nv' =18l (¢ 2" =11 Since for any v € N, we have 8”'b = O(1) we obtain
0 x5y = O((x)71el(¢)=F(¢"y =M1 p,) where Dy is the set of triples (x, ¢, () satifying the inequal-
ities 0/2 < (¢/){(x)~9M(¢)™ < /2. The estimates of (i) follow. The proof of (iv) is similar. [

We will use in the following lemma the space O (k >0, j €N, (to,t1) € R?)
of functions f € C*°(R** C) such that for any o € N", there is C, > 0 such that for ary
(X7C=C/719) e Rzln’ ‘ag[/f(X, C7 Claﬂ)’ < Ca<<->t0+/i\a|<Cl>t1+n|a\<79>f2j. Clearly, Oto,tldoto,tpj C
O,io+t67tl+t,1’j+j, and agz/@é(),hd C Oéo+ﬁ\a|vtl+“|a\vj.

Lemma 4.44. . Defining h(x,(, ¢, 9) = (14 [|'(dsx,¢) C’ H (2/2m) (0, (Asx ) ({ )>)71, we
have the following relation, valid for any (x,(,¢’,9) € R¥, p € N,

27rz(19 sx,c(C)) — ( (X ¢, C 19) ) 627ri<19,sx,g(g/))

where Ly =1 — (2m)"2A. Moreover, if (Cy) holds, there is kg, > 0 such that for any p € N,
there is N, € N*, (h})1<k<n, functions in O2an,2an,p’ (Bk7p)1§k§]\[p n-multi-indices satisfying

|B47| < 2p, such that (Le )P = Y02 hE 95"
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Proof. We obtain LC/62”i<’9’5X’<(C = (1/h)e?™¥sxc(C)) through a direct Computatlon Let us
show the remaining statement by induction on p. Note that by Lemma {£.39 (i7), we have |1/h| >

c(9)? for a ¢ > 0 and we check that 1/h € HS?;;EU;Z where w! = max{ 2wy, w, + , }. With a
reccurence or using Proposition p.4, we check that h € (92’3’1 where k7, := max{ 2e,,w, + K, }.
The property is obv1ously true for p = 0. Suppose now that the property is true for p > 0, so that

(L h)P szpl h 3?, " with N, € N*, (h? )i<k<n, functions in O2PRL2PRLP anq (B%P)1<k<n,
n-multi-indices satisfying |3%?| < 2p. We also have

NP
(Loh)P*h = (Loh) S hp ol Zhhpaﬁ " (2m) 2 (A (b))l
k=1

+2 Z Do (W)L " + hh A0 ")

so the property holds for p + 1. O

We note S,..(R3", L(E,)) the space of smooth functions f such that for any N € N* and
v=(u,7) € N x N, 9" f(x,(,0) = O((x)oN(¢)coterNtezlul(9)=N) Tt follows from Lemma
that if f € S,,c(R*, L(E.)), then Opr(f) € Opp(S,2°). Here and thereafter I' satisfies the
hypothesis of Lemma [L.1§.

Lemma 4.45. Assume that (Cy) holds.
(i) For any 1, wo, w1, m, &, Sy, (5E200™) C Sy o(R3™, L(E.)) for a triple ¢ := (co, ¢1,¢2) and
the linear map Sy, : [+ Smouw, (f) is continuous, where

Sman (1) (5,60 o [ RO g5 €, €0 (L g 6, )

and pp,w, = max{m + 2n, [|wi|] +1+ 2n }.

(ii) For any u € S(R*, L(E,)), the linear application f +— (Opp Spm.un (f),u) is continuous.
Proof. We fix N € N*. First note that Sy, ., (f) is well-defined since for any (x,() € R*",
there is C¢ > 0 such that || XM (£)(x, ¢, ¢ 0) (1 = x0) (5, G, C)|| < G () 724¢) 2,
Since for any n-multi-index ¢, 8g, tMg/m w1 (f) decrease to zero with ¢, we can successively

integrate by parts with (f7), which is valid since 1 — x;,, assures that ||| > 16 on the domain
of integration. We obtain thus for any ¢ € N*,

Sm,wl (f) . (X, C-’,ﬁ) — . 627ri(<19’74’>+<19,sx,§(C’))) tMglm,w1+q7C (f)(l . Xé,n) 4y’ dC/ )

We note f, the integrand of the previous integral. If v = (a, 3,7) = (1,7) is a 3n-multi-index,
we see with Lemma that

8)1(/,<,19fq _ 627ri<19,7<l> Z (5)627&(19,8,{,;‘((’)) Z 0le/’,w,s(X7C7C,)

p<p lw|<|p|
&

> /\6(—1)‘5|”¢”2@m@< % (F(1— xo) -

|g‘:pm,w +q
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By Lemma (#4), (x,¢,¢,0") = Xsn(x,¢, (") 1, is in 2929 5o the multiplication

0'/{ , 1,27
operator f — f(1— xs,) is continuous from Hf,l,‘éogﬁulz’ into Hff,‘.i%?llz , where iy = max{ x, /<;' }.
Since ||¢/|| > 6/2 in the support of f(1 — Xs5,), we get from Lemma [L43 (i) the followmg

estimates, where /1;; = Ky W+ Ky,

102 ¢ .F4, ¢ 9, 0| < Copg )1 @'y =0 3™ (el ol
l</~’[/
X <C >w1+(’€v+w5)|ﬂ |+tn 1] — (pm,w1+Q)+w5"Y‘<X>UW

< Ol )Gy () (e~ gy,
If £ € N*, and if we set ¢ := ¢ such that wy + n;;k — Pmyw — @k < —2n, we see by applying the

theorem of derivation under the integral sign that S, ,,(f) is smooth and for any 3n-multi-index
v = (a,3,7) and g € N*, after integrations by parts in ¢/, with v/ := (¢/, ),

0 S (N, C0) = S 37 (1)9* /R PO DT, (.6, ()

W< w] <[

mowy H)| 8¢ qu—p
gy TS g (F(1— ys,)) dO dC

We note g(x,¢, ¢, 9") := 2T, | (x,¢, ) My™ ot ¢ M- Xs,))- Using now
Lemma [£.44, we get the estimates for any p € N,

(L) aqe,C. ¢ 0| < Cof¢!) o () (9 QPZHW " 94(x, ¢, 9)

Thus, with Lemma .43 (), we obtain with kj := ws + ky + Ky + KL,
H(LC’h)pgq(X7 ¢, </779/)H < sz)<x>0|l|<</>w1+(2p+|l/\)krpm,w1*q\urqu?p
(19/>2p+Tn*pm,w1*‘I\V\*‘I(C>(2p+‘ﬂ‘)k1+wo Z Z Z qﬂ/,g,g(f(l — Xam)) 1p(x,¢, ")

|B|<2p W <1 18] =prm,wy +4)u)+4

where D := {(x,(, (') € R*™ | ||¢/|| > $6(x)7™(¢)"™ }. If we now fix p such that —N — 2 <
—2p+ |p| < —N, we see that by taking ¢ such that Ay < —N/n; — |l|/m where Ay := w1+ (2p+
V)1 — Py — Q) — ¢+ 2n, and 2p+m — P w, — | — ¢ < —2n, we can successively integrate
by parts in ¢’ (p times) using the formula of Lemma [£.44. We obtain then the estimate for given
constants cg, c1,co > 0,

10" S gun (F) (%, G0N < Copn () OV (G0N Fealil (9) =

> Yoo a0 =)

£ —
1B|<2p H'SH |5|=pm,w, +4u+4

which yields the result.
(74) This statement follows from (i) and Lemma (7). O

Lemma 4.46. Suppose (Cy).
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(i) Defining for any f € ™
H(f) . (X, C> 19) N 627ri((19’,C')+<19780x,<(C’)))f(X’ C’ </, 9 + LX7<(19)) X5,7](Xa C> </) dCI dﬁl’
R2n
there is 6,m, such that for any N > |m|, we have II(f) = IIn(f) + g n(f) where n(f) =

Zo<|5\<N G/2m) 2” o f8.o and there is such that Ilg n(f) satisfies the estimates for any 3n-multi-

index v = (, ) € N2» x N»,
auHR N(f) _ O(<X>o(l7€/1 (N+1)) <<>ko+k1 (N+1+|p))+eu v <,19>m+|,u|7(N+1)/2+n)

where €, ko, k1 > 0.
(ii) We have for any 3n-multi-inder v = (u,v) € N** x N",

OII(f) = O((x)7 (oMl igym)

where kb, ki > 0. In particular, for any u € S(R*',L(E.)), the linear application f
(Opr II(f), u) is continuous.

Proof. (i) We proceed to a Taylor expansion of f(x,(, ¢, 9, 9) = f(x,(, ¢ 0 + Ly (9)) in ¢

around zero at order N € N*, so that

1(f) = Z Z AR RsN(f) = TIn(f) + e N (f)
OSIB\SN |8|l=N+1
where
Is(f) = /R T @endONGOOOB f(x, ¢, ¢, L ¢(0)) X (., ) dC
Ran(f) = /R2n 19’5@2”(@9/’4/)”19’“"*’4(C/)>)rg,N7f(x,C,(’,ﬂ',ﬂ) d¢’ dv’,
and rg N, f := fo —t)NGOOOBf (x, ¢, ¢ 00 + Ly c(9)) dt, fy := X6 € nylfé?,z;l . By integra-

tion by parts in ¢’ in the integrals I(f), we get

i/2m)18 i ’ i/27)18l
My(f) = Y B0, (2 0encNg000P (¢, ¢ ¢ e () oy = D Y25 fag.

0<[B|<N 0<[B|<N

Using integration by parts in ¢’, we obtain Rg y,; = (i/27r)|5‘1'f, where for any p € N,

I6.0) = [ @O O08G, ¢, ¢ ) dc
RQn
G(x, (¢, 09) = XM 0encpg v v(x, ¢, (L0, 0)

Using integration by parts in ¢ and e2™{?".¢") = <19'>_2pL§/62”<19/7C/>, we check that I7 is smooth

on R3 and if v is a 3n-multi-index, we see that 0”1 ¢ is a linear combination of terms of the
form

Ty = 9° /R 2 2T (0, (9 ¢ (C >>>a Ty 5P o0 2 8?/37"57N,f dc' dg’

where @] < ||, v/ < v, 38" =B, |8 = N+ 1. We now cut the integral J; in two parts
Jy + Ji—y, where the cut-off function x.(¥,9") appears in J,,.
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Analysis of J,
Using Lemma (1) and integration by parts in ¢/, we see that J, is a linear combi-
nation of terms of the form

JX7W = ’19&}19(“} /2 627Ti(<79/7c/>+<797§9x,é(C/»)<</>72ptw7>\ aé—ﬁlTl,/,&j#p 81)9\;8572:/1;6[837.5,]\77f a)\‘f’p*)\/XE dC/ d'l9/
R2n

where p € N, |p| < 2p, |w| < 8%, (2|w| — |6%)+
€ < ¢/2 where ¢ is a constant such that c¢(¢) <
of Jy ., we have for any ¢ € [0,1], (¢ 4+ Ly ¢ ()
obtain the following estimate:

<Al < Jw|, N < X+ p. We now fix € such that
(Lx,c(9)). Thus, in the domain of integration
) > c1(0) for a ¢y > 0. As a consequence, we

|00 08 ra | < CapotmerBD (gt mlim oty 57

<C/>w1+nn(|u7u’|+\ﬁ3\)<19>\u*u’\+mf\ﬁ|*\>\’\ i

We also deduce from Lemma the estimate

It 32?1]7”,@7“ < O/ (x) oUW 1+ (/DB +5%]) ()220l B +57  (sutev)lultenlyl oryer N+ Heal]

As a consequence, by taking p sufficiently big, the integrand j(x, (,{’,9,¢) of J ., satisfies the
estimate, for a e] > 0 and a k1 > 0,

171l < C//<X>0(I*ES(N+1))<C>wo+k1(N+1+\u\)+€vM(C/>*2n<19>m+\m*(N+1)/2 1p. (19,19/)

where D is the set of (9,9') in R?" such that ||¢/| < e(9). We deduce finally that for any
v e N,

Jy = O((x)o U=t (NFD) ywot ki (NF 1+ D Feu ] gy mtlul=(N+1)/24ny
Analysis of Ji—y
We set w = ({",7') + (U, ¢x¢(¢")). By Lemma (1), (C’)H <
C(x)~ 7= (()e1(¢")2) for C,c1,c2 > 0. The presence of x5, in the integrand of J;_, allows to use
the estimate (¢') < v/28(x)7™ (¢)~"™, so that 3, (9(24,0}(,(((’)” < C'2%2/2 5 by taking m1 < e,/co

and 7 > ¢1/ca. As a consequence, we obtain the following estimate in the domain of integration
of Jl—X?

IVew]? > |97 (1 — £ C2c2/2 5%2).

We now fix ¢ such that 2 C'2¢2/2§¢2 < 1 so that there is k > 0 such that |Vew| > k [|¢/]]. Noting
Uer = (2mi|Vw(?) ™! >_i(0gw)0;r we have (see for instance Bd]) Upe?™ = e*™ and

0
(Vo) = oo D Frndl
lol<r

where Py is a linear combination of terms of the form (VC/w)”ag,l w- 05, w, with |7| = 2r,

|6¢] > 0 and > i |67] + |p| = 2r. We thus obtain after integration by parts in ¢’, for any r € N*,
that Ji_, is a linear combination of integrals of the form

o . 1
19w+w /R2n €2mw (tUC/)r ((9?/ TV/@MP@,[Q g,ax ., 1980 7“57]\[7]0 ) (1 — Xe)dgl dl?l
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where |©] < [6%. We noted Pgz2, =: Y, P "AJ. By Lemma (73), we see that
Py € O IP1/2.200] LA DI 1ot g note T = 3 T ' 500 g2, Lemma (1) yields

(o Hv75v75v72|52|
~ 1 2
T € (’)0 Sv”éi)lf 2?6/‘53()‘“‘“\[”8”‘7‘ collv ‘+N)( R) for a constant ¢y > 0. With our choice of the
parameters 11 and 72, we also have the following estimate, valid in the domain of integration of

Jl—X7

037w = O((Q)7 gy )
In particular, noting (’),l.il” the space of smooth functions f such that for any n-multi-indices A, 7,
(9)‘/(92,]0 = O(((C)(¢y)Hrehl(hym ), we see that |Vewl|* € O%? and for any A € N, OV erw| =4
= O({9')=47). Moreover, each term Py, is in O 7 so that finally, for any A € N*

O o = O((OC)™ (9) ™).

We easily check that if > 2n, then h := (tUC/)”(BB 6”4’:98?/ ran,f) (1 — xe) satisfies
the estimates g ‘ < Cyecr,q(9)72". As a consequence, we can permute the
integration d¢’'dy’ — dv’'d(’ and successively integrate by parts in ¥, so that finally J;_, is a
linear combination of terms of the form

9o /R )T an,lv e 0L T O 0000 g 03 (1= xe)dv) d¢!

where Y, N = X, [A| <2¢, >, p' = p, |p| < r. We also have the following estimate for cf, ¢} > 0,
3 o(l—133 / ’ 0 3 2
N A5 g g = O(()7 1PN () () e s [+ 1)
With Lemma (iv) we now see that the integrand j" of the previous integral is estimated by

HJ/ H < C<19/>fr+\m+N+1 <X>o(lfs/1 (N+1)) <<>ko+k1N+k2r+k3\ﬂ\Jrev\'y\ <</>f2q+ko+k‘1N+k2r+k3\V|

for constants ko, k1, ko, ks > 0. If we now fix r > 2n such that —r + |u| + N + 1+ 2n =
m+ |p| — (N + 1) + n, and ¢ such that —2q + ko + k1N + kor + k3|v| < —2n we finally obtain
the estimate v € N37,

Jlfx _ O(<X>o(lf€/1 (N+1))<<>k6+k’l(N+1+|,u|)+ev|ﬂ/|<19>m+\u\f(N+1)+n) )

The result follows now from this estimate and the one obtained for J, .
(7i) The estimate is obtained by applying (7) and N + 1 = max{2(n + |u|), |m|}. The second
statement is then a consequence of Lemma (13). O

Theorem 4.47. If (C,) holds, ¥° is a *-subalgebra of R(S). Moreover, if A € wLm™ and

Be \Iff,m, then AB € \I’?Ll A ith the following asymptotic expansion of the normal symbol
of AB, in a frame (z,b):

00(AB)p ~ Y e, 75 (alx 095 (27N i) (x, ¢, ¢ L (9))) g Tid) o
B,yeN?

where a := ao(A).p, b:= 00(B).p, cg:= (i/2m)°/B! and

Fol. ¢ = T ey Do B G ) T ooy TR, C) [det(PEE 0 )7
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Proof. We fix a frame (z,b). We note K4p the kernel of the operator AB. As a consequence
of Proposition we have for any u,v € S(R™, E.), (KaB):6,u ®7) = (A, p(p B p(v))|u).
We shall note g := A, p(0 1B, p(v)). A computation shows that for any x € R", g(x) =
Jgn 1a(x,9) b(x, V) dV, and

b(x, V) = /[R T g b, €), 0 ) i), 0 () G A9 dC

We suppose at first that b € S(l,-’;%. Since ¢’ — U(XC’C/) € S(R™, E,), we can permute the order
integration d¢'d¥ +— di¥’ d¢’ in b(x,1). Thus, after integrations by parts in 9, we get for any
p €N,

b(x, V) = /R T / AT T (LEb) (0, €, ') ') Ty ¢ 0 () dC G

With the estimate (x$¢") > ¢(¢C)(x)~H(¢") ! for a ¢ > 0, we see that for any N € N, HU(XC’C/)H <

)
engo.n (V) (X)N(CYN ()N, As a consequence, we get the following estimates for the inte-
grands b, of g(x,ﬁ): for any x,(, (', 9,9, any p € N* and any N € N*, ||b,(x,(, ¢, 0,79")] <
Cp N {(CYN =2 (x)olFN (Yol =N 9"y =27 Taking N such that o|l| — N < —2n and then taking p
such that N —2p < —2n, we see that (¥, (’, ) — by(x,¢, ¢, 9, 9) is absolutely integrable and we
can thus apply the following change of variable (¢,¢’,¢') — (Rx(¢,¢’),9") to g(x 9). After re-

versing the integration by parts in 9 and applying the change of variable ¢/ = — pP* b¢(x o), C,(ﬂ”),
we get

b(x, 9) = /R PO NN £, ¢, 0 v, €)) v dC dC

By Lemma [£.4( (i) and (ii7), Lemma (7i7) and (iv) and Lemma (i), we see that f, €
Hf,“,ilgff’m for a (wl, k) € R% and 1 > 0, and the linear application b — f, is continuous on any
symbol space S into IT5%1™. We have g(x) = Jn €27 pa(x,9) ey (x, ¢, 9)v((x, ¢) d¢ d

and <(KAB)Z,b’ u® ’U> <Dpfo’z’b (db)’ u ®6> where db(X, Ca 19) = :U’a’(X? 19) Cb(X’ ¢, 79) (. (X’ C) and

(.G, 0) i= [ OO fo ¢, ¢ o'
R2n
Using now the cut-off function (x,(, (") = xs5,(x,¢, (") we see that

Cb(X7 C? 0) = H(fb)(X7 C? 0) + Sm,wl (fb)(x7 Ca 19) .

For this equality, we used the formula of Lemma [L.7] and integration by parts and in ¢’ in the
integral [po, 205, (NI £ (% ¢, ¢ 9 (1 — X(;n(x ¢,¢"))dy¥' d¢’, which are authorized
since b € S52%" by hypothesis. In [, €278V fy(x ¢, ¢ 9 ) x5.0(x, ¢, ¢ d0 dC
we translated the ¢ variable by —Ly ((¢) and permuted the order of integration dv’d¢’ —
d¢’ d’, which is legal since b € S(l,’,;% and ¢’ — x(x,(,¢’) is with compact support. We deduce
from Lemma [1.45 (ii) and Lemma {1.44 (ié) that b — (Opp, _ (dp),u ® ) is continuous on
S(lTZL, and thus, by the density result of Lemma [L., we have the equality ((Kap).p,u ®7) =

(Opr, ., (dp),u @) even when the hypothesis b € S(l,-z " does not hold.
Let us recall the linear map s : a — s(a) given in Lemma [1.2]] (i4) (for I' =T , ) which

is such that Dppoyz’h(f) = Dppmzﬁ(s(f)) for any f € Hf,l,vi 7. We define fapp = ua(fb)@w'_l,

56



ry = pallg N(f5)771, 80 := paSmu, (fo)7~ . We now consider a symbol 54,5 such that

Sup ~ Z (i/le)WS(fa,b,ﬁ)-

BEN"

Such a symbol exists since by Lemma (113), s(fapp) € Sf,j;ll_e/l‘ﬁl’m+m/_|ﬁ‘/2. By Lemma
1.49 (i), we have for any N > |m|, un = s(ualln(fp)771) — sqp € S?,Lzl —E N mAm —(NH)/2
Thus, noting Sp := Opr, _, (s0), which is in Obr, ., (S;go) by Lemma [L.45, Ry := Opr, ., ("N)
and Uy := Opr, _ , (uny) we have

(KaB)zo = Opr, ., (db) = Opr, _ , (s(ually (fo)7 1)) + Ry + So
= Dp[‘o’w (Sa7b) +Uny+ Ry + Sp.

Lemma and Lemma (7) now implies that the kernel Uy + Ry (which independant of
N) is in Opp, _, (552°). As a consequence, (Kap).p = Opr, ., (Sap +7) where r € S72° and

the symbol product asymptotic formula is entailed by Lemma (7). O

5 Examples

In order to be able to apply the previous results about the pseudodifferential and symbolic
calculi on some concrete cases, we shall see in this section examples of exponential manifolds
and associated linearizations that satisfies the hypothesis S,-bounded geometry. The Euclidean
space R™ seen as exponential manifold, has its own exponential map ¢ := exp(x,§) — = + & as
a Sp-linearization, leading to the usual pseudodifferential SG calculus (if o = 1) or standard (if
o = 0) pseudodifferential calulus on R™. However, we can define other kinds of linearization,
leading to new kind of pseudodifferential and symbol calculi, with a non-bilinear linearization
map. We will see in particular that we can construct on the flat R™, a family of S,-linearizations
that generalize the case of the flat euclidian geometry, and we obtain a extension of the normal
(A =0) and antinormal (A = 1) quantization on R™.

We will also prove that the 2-dimensional hyperbolic space, which is a Cartan-Hadamard
manifold (and thus an exponential Riemannian manifold) has Si-bounded geometry. This allows
to define a global Fourier transform, Schwartz spaces S(H), S(T*H), S(TH), B(H) and the space
of symbols Si’m(T*H). As a consequence, we can define in an intrinsic way a global complete
pseudodifferential calculus on H, if one chose a fixed S,-linearization ¢ on TH. There are many
possible linearizations, for instance one can take 1 such that in a frame (z, b) ng is the standard
linearization x + & of R™.

5.1 A family of S,-linearizations on the euclidean space

Recall that GX(R") (0 < ¢ < 1) is defined as the subgroup of diffeomorphisms s on R" such
that for any n-multi-index a # 0, there are Cy, C/, > 0, such that for any x € R", |0%s(x)]| <
Co(x)70=1e) and [0 (x)|| < C! (x)o0=lel) - GX(R™) contains GL,(R) and the translations
T, =wr— v+ w.

We fix n €]0,1] such that for any matrix A € M,(R) such that [|A[; < 7, we have
det(I, + A) > %, where ||Al|; := max; j|4;|. Taking now h € Go(R",R") such that for any
1 < i,j < n, |0;h'] < n/16, and g(z) := h(xz) — h(0) — dho(x) we see that s := Id+g is a
diffeomorphism on R™ which belongs to G (R™), satisfying s(0) = 0 and dso = Id.
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We set, for o € [0, 1],

Y(x,§) =+ &+ <$>Ug((f)a) =+ <x>03(<§>0).

We obtain the following

Proposition 5.1. (R",+,d\,v¢) has a S,-bounded geometry and satisfies (Cy) (see Definition
5.

Proof. A computation shows that 1 € H,(R") and 1(x,¢) = O((x)(£)). We have ¢(z,y) =
<x>”5‘1(i’$_>§), and thus 1 € Oy (R?**, R"). Noting §:= go (g +1Id)~! o —1Id € Go(R"), we also
have

Tir(e,€) = &+ (@) 9(55) + (W(, ) g (@, )~ (2)"s(55%))
= (Id +Vm7€ + Wm,ﬁ)(g)

where V, ¢ = [fol L (tE)dt); j, Wy = [fol ajw;g(tf)dt]i,j, and v, == My ogo Myt wye =
My(zey0go qu(i:,f) oMzosoM; !, M, being the multiplication by (z)°. We get dv, = dgo M *
and dw, ¢ = dg o (MJ(}B,@ oM,osoM;')dso M;!. and thus, after computations we check
that V¢ and W, ¢ are in EY. Moreover, we have ||V ¢ll; < n/2 and [|[Wye|l, < n/2, which
proves that P, ¢ :=Id +V, ¢ + W, ¢ is invertible with det P, ¢ > % As a consequence its inverse

P;g = (det Py ¢) !t cof (P ¢) is also in EY. We deduce then that (R™, +,d), ) has a S,-bounded

geometry. With T‘(,I, ga E/) = _E(x’ 2/)(¢($, _5), _5/))’ we get
r(2,6,¢) = —(2)7s 7 (s() + L5 s () -

so that (drp¢)e = (ds™' o w) (ds o u) where w(x,&, &) = s(=%) + v(x,£,&), v(z,&,€) =

(z)°
<w(f;3;a)> S(W(;Eg»o)a u(w,&,¢') = —m. We check that v satisfies

o) gy — O(((a, —£))~ohl <x>fa(\m+1)<€>m\m<</>\u\+1).

It follows from Peetre’s inequality that for any ¢ € [0,1] and z,y € R, (x +y) > 2*5/2%,
which implies that (i (z, —¢))7 = O((z)"7%(£)7¢). As a consequence we get the estimates
)y — O(<x>—0(1+\u\+6\v\)<C>H1|u|+6|v|+5mo<C/>Iu|+1) 7

) gy = (f)(<x>*o(|u|+€|v|)<C>m|u|+€|v|<</>1*h\) )
We deduce from this that (C,) is satisfied. O

We also check that the hypothesis (Hy) of section [[.] is satisfied so that the previ-
ous pseudodifferential calculus (for A € {0,1}) is then valid on (R",+,dA\,v), and proves in
particular the space of operators of the form

A(v)(w) = /R 0 (a, 0)u(v(z, —£)) dE df = /R e 20V a(a, 0)o(y) 1 (D) |(y) dy do

2n

where a € S (R?"), is equal to the standard algebra of algebra of pseudodifferential operators
R™. However, since (C,) is satisfied, we have now at our disposal a new symbol composition
formula given by Theorem [1.47, adapted to the new linearization .
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5.2 Si-geometry of the Hyperbolic plane

The (hyperboloid model of the) 2-dimensional hyperbolic space is defined as the submanifold
H? := {x = (z1,79,23) € R3 : 22+ 23 — 23 = —1 and 23 > 0} of the (2,1)-Minkowski space
R?! with the bilinear symmetric form (v,w)2,1 = viwy + vawy — vaws. The induced metric
on H?: ds? = (dx1)? + (dz2)? — (dr3)? is Riemannian and it is known that H? is a symmetric
Cartan—-Hadamard manifold with constant negative sectional curvature (equal to —1). The map
¢ : R? — H? given by

o(x,y) := (sinhz, cosh zsinhy, cosh x cosh y)

X2

coshlarssizy)))- As a conse-

is a diffeomorphism with inverse ¢ ~1(x1,z2,73) = (argsh zy, argsh(
quence we can construct another model of the hyperbolic space, noted R? with domain R? and
metric obtained by pulling back the metric on H? onto R2. A computation shows that this
metric is ds? := (dz)? + cosh? z (dy)?. We will note [[[|, the norm on T,R? ~ R? given by this
metric, where p is point in R?, and ||-|| is the Euclidian norm. The geodesic equation on R? lead
to the following system of ordinary differential equations:

2" — coshz sinhz () =0,
y" +2tanhz 2’y = 0. (5.1)

For each p = (7,y) € R? and v € R? such that |v][, = 1 there exists an unique solution on R
= (2(2),9(8)) of (ET) such that 7,,(0) = p and 7}, (0) = v.

At each point p = (z,y) € R?, we can define the ellipse of unit vectors centered at 0
in T,R? ~ R? with equation X2 + (cosh?z)Y? = 1. The polar equation of this ellipse is e, (0)
where

) = —=~L .

ep( ) 1+sinh? z sin? 6

Thus, any tangent vector v € T,R? with decompostion v = ||| (cos,sinf) also admits the
following polar decomposition v = [|v|,, (cos, 0, siny, 6) where cos;, 6 := €,(0) cos ¢ and sin, 0 =
ep(f) sinf. Remark that e, cosp, siny, and |[|-[|,, are in fact independant of the second coordinate
y of p. We shall therefore also use the notations e, := e, ,) and similarly for cos;, sin, and
||-|,- Note that for any vector v := ||v|| (cos §,sin ), we have |[v||, = |[v]| /ez(6).

If p € H? and v € R*! are such that (p,v)21 = 0 and (v,v)a; = 1, then the unique
geodesic o, on H? such that «y,(0) = p and a,,(0) = v is ap () = coshtp + sinhtv (see for
instance [23, p.195]). As a consequence, the geodesics 7, on the R? hyperbolic space can be
obtained by pushing forward the o, , geodesics with the diffeomorphic isometry ¢. We check
after tedious calculations that for any given p = (z,y) € R? and 0 € R, the following curve

7;79(15) = argsh (cosh t sinh z 4 sinh ¢ cosh x cos, 9) ,

2 o cosht cosh z sinh y+sinh ¢ (sinh z sinhy cosg 0+cosh z cosh y sing 0)
pr,@(t) - a‘rgSh ( . . - - ) ) (52)
cosh ( argsh(cosh ¢ sinh x+sinh ¢ coshz cosg 0))

where ¢ € R, is the unique maximal solution of the geodesic system (b.1]) satisfying the initial
conditions: v,(0) = p and v, 5(0) = (cos;(0), sin;(9)). An explicit formula for the exponential
map at any point can therefore be obtained, since we have exp,(v) = yp6(|[v],) Where v €
T,R?> — {0} and § € R such that v = |v|| (cos@,sinf). The main interest of this hyperbolic
model with domain equal to R? is that it is possible to find explicitely the logarithmic map (the
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inverse of the exponential map) at any point. We find, after an elementary but long computation,
the following inverse, for any p = (z,y) and p’ = (2',%/) € R?,

10,y — _arach £y (') —9p(P)
by () = V(@)1 <COSh x’ sechx sinh(y' —y) )’ (53)

fp(p") := cosh(z) cosh(y" — y) cosh(z) — sinh(z") sinh(z),
gp(p') := cosh(z’) cosh(y’ — y) sinh(x) — sinh(z’) cosh(z) .

We have Hexp; L") Hp = argch f,(p') which is the geodesic distance between two arbitrary points
p,p’ in the R? hyperbolic model. The goal of this section is to prove the following result.

Theorem 5.2. H? has a Sy-bounded geometry.

We note RZ := R?\] — 00,0] x {0} and R% :=]0,+00[x] — m,7[. For any z € R, the
map X, : RZ — R% given by x.(vi,v2) = (||v||,,arctan(vi, v2)) where arctan(vy,ve) is the
unique element 6 of | — 7, 7| such that vy + ive = ||v|| exp(if), is a diffeomorphism with inverse
Xz 1 (r,0) = (rcos, 0,7sin, 0).

Lemma 5.3. Let 7 € R and f € C°(R% R) such that fox,;! € C®(R%,R) satisfies for any
(o, B) € N2\{(0,0)}, and (r,0) € R%, |0%° f o x31(r,0)| < Cu5(r)'=* where Cop > 0. Then
fe Gl(RQ,R).

Proof. By Theorem R.11], for any (a,) € N2\{(0,0)}, 0%ff = Zlﬂ(a/,ﬁ/)‘ﬂ(aﬁ”(Balﬁlf o
Xz') © Xz Pagorp(Xe) on RZ, where P, 5o g (xz) is a linear combination of functions of the
form Hj.:l(a“xx)kj where s € {1,--+ ,a+ 3}. The k’ and I/ are 2-multi-indices (for 1 < j <
s) such that |k/| > 0, > o1 kI = («/,3') and > o1 |k7l7 = (a, ). By definition, y.(v) =
(L), x2(v)) = (|vll, ,arctan(vy,v2)). It is straightforward to check that for any 2-multi-
index v, [0”xL(v)| < Cy ()1~ and |0Vx2(v)| < C’(v)~"l on RZ. As a consequence, for each
a, 3,0/, with 1 < o/ + 3’ < a + 3 there exists Cy g3 > 0 such that for any v € RZ,
|Po,p a8 (Xa) (V)] < Cogar g <v>a/7(a+6) .

Moreover, by hypothesis, there is C g > 0 such that for any v € RZ, (0% foxz 1) oxa(v)] <
Cor g (v)}~%. This gives f € G1(R%,R). The extension to G1(R? R) is a direct consequence of
the smoothness of f on R? and the fact that R% is dense in R2. O

We shall use the following proposition, which gives a formal expression of the successive
derivatives of the inverse (and its real powers) of a smooth function.

Proposition 5.4. Let s > 0 be given. For any nonzero n-multi-index (n € N*) «, there exist
a finite nonempty set J,, nonzero real numbers (Asap)pes. and n-multi-indices 3P (with
p € Jo, 1 <j <la|) such that

- for any p € Jq, Zlgj’ga\ poPd = a,
- for any smooth function f € C*°(R",RY),

|al

0 F = e 3 e [10775
j=1

pEJa
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Proof. The result is true for the case || = 1. Suppose then that the result holds for any

n-multi-index « such that |o| = k, where k¥ € N* and let o/ be a n-multi-index such that
lo/| = k+ 1. Let i be the smallest element of {1,---,n} such that o) > 1, and set a :=
(- a5_y,a; — 1,04, -+ ,a,). Thus for any f € C*°(R" RY), 8a/f—1s = aiaa#. Since

|a| = k, there is ex1st a finite nonempty set J,, nonzero real numbers (As . p)pes, and n-multi-
indices 3P (with p € Jo, 1 < j < |af) such that for any p € Ja, D21 <j<|q BYP = @, and such

that for any f € C°(R",RY), (90‘L = ﬁ ZpeJa As,ap H‘;i'l 85a’p’jf. As a consequence,

with the formula 0; H‘]a:ll gj = Zla‘ H‘al d%i¢g;, we obtain for any f € C°(R",RY),

|al |a|

0§ = s (20 (ol + han([[O7 N0+ 30 Asan(JJ O™ 1)

PEJa j=1 (P,a)€JaXNjq J=1

Thus, if we take Jo = Jo [[(Jo X Njo)), Asarp = = (s + ) Asap if D =D € Ja, Asar 5 := Asiap
if p=(p,q) € Jo xNjyp, B4PI := P if p=p € Jyand 1 < j <o, B¥PI = e; if p=p € Jo
and j = |a| +1 = |&/|, g¥PT .= 0,56 + B8P it p = (p,q) € Jo x Ny and 1 < j < [a| and
BPI = 0if p = (p,q) € Jo X N4 and j = |a| + 1 = |&/|, the result now holds for . O

In the following we set the convention Jy := {1}, As01 :=1 and H?:1 :=1, so that the
formula giving 8°‘f—15 in the previous lemma is still valid when @ = 0. When s € N*, the result
is also valid for complex valued nowhere zero smooth functions.

We note Hp the space of C*°(R%, R) functions of the form (r,6) — a(f) cosh r+b(6) sinh r
where a,b € B(R), and Apy the space of functions f € C°°(R%,R) such that for any 2-multi-
index (o, ) with a < k € N, there is C, 5 > 0 such that for any (r,0) € R%, |09 f(r,0)| <
Cop{r)k=®, and also such that for any 2-multi-index (o, 3) with o > k + 1, there is Cop >0
such that for any (r,0) € R%, [0%Pf(r,0)| < Cgé’ﬁe*?r. Clearly, Apy C Spj where Spj, is the
space of functions f € C*°(R%, R) such that for any 2-multi-index (o, ), there is C, g > 0 such
that for any (r,0) € RQ, lao‘ﬁf(r, 0)’ < Ca“g<7“>k7a. By Leibniz rule, SR]?Sp,k/ - SP,k+k/. We
note Np the space of functions f € C°°(R%,R) such that for any 2-multi-index (o, 3) there is
Cu,p > 0 such that for any (r,0) € R%, [0%Pf(r,0)| < Cope™?". If rg > 0 we define the spaces
Hpry, APk, SPkr, and Np,, exactly as before, except that we now replace the domain ]R%;.
by R?D,m :=|ro, +oo[x]| — m, 7.

Lemma 5.5. Let f,g,h,w € Hp,, where ro > 0, such that there is € > 0, C > 1 such that for
any (r,0) € R%D,rw f>C, f>ce and h? + g*> > ce?".

(i) The functions 7 )3/2, 7 1)

where by, € B(R), are in Npy,.

(i) The functions argch \/ 1+ h2 + g and argch f are in Ap r,.
(iii) The functions —== are in Apo.r,-

\/ 2442 \/ 2_
Proof. (i) We give a proof for

i br(0)erT
(h2492)(1+h2+¢2))3/2’

57z and any function of the form (r,0) —

W The other cases are similar. By Proposition p.4 and

Leibniz rule, we have for any 2-multi-index v,

O e = 2 (W) g e D Ay pHaﬁ "(h? + 7).

v <v peJ,
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Note that we have for any 2-multi-index v, 8" (h? + ¢%) = O(e?") and 9”w = O(e"). The result

follows.

O“ OWS . . ) - 5 Eé:74 bk(g)ekr

(77) By (i), since 07 argch \/1 + h? + g? is of the form (r,0) — (e where by €

B(R), and 92 argch f is of the form W where w € Hp,,, we only need to check that for

0 <a<l1 and g € N, aaﬁargch VI+h2+ g2 = O((r)t—®) and 0P argch f = ((r)l_o‘)

Since 0, argch \/1 + h2 + g2 = \/(lgifg)htl(iﬁ)g ot Oy argchf \/_ Og argch \/1 + h2 + g2 =
(Oph)htB09)g _ 514 Op argch f = Oo/ , the result follows from an application of Proposition

ﬁh%g?)mh%g?) V-1

(i73) By (i), since Oy \/h;UTg? is of the form (hgwﬁ where wy € Hp,,, and 0, \/;;—_1 is of the
form (f2 1)3/2 where we € Hp,,,, we only need to check that for 3 € N 30ﬁ\/7 = O(1) and
ol = O(1). This is a direct consequence of Proposition p.4. 0

iz

Proof of Theorem [5.3. By Lemma (ii7) and Proposition R.13, it is sufficient to prove that
for any p := (x,y) € R?\{0}, exp;1 oexp, and expa1 oexp, are in G1(R?). A computation
based on (p.3) and (b.3) shows that on R%,

GXp;1 oexpgoxg ' = (argch f)(\/f?—1 \/f?—1)
expp * oexp, oxz ' = (argch /1 + h2 + g2 (\/h2+ =, \/h2+g )

where

f(r,0) := coshr cosh y cosh x — sinh r(sinh z cos 6 4 sinh y cosh x sin 0) ,

w1 (r,0) := — coshr cosh y sinh = + sinh r(cosh x cos  + sinh y sinh z sin 9) ,
wa(r,0) := — cosh rsinh y sech z + sinh r sin § cosh y sech .,

h(r,0) := coshrsinh z + sinh r cosh x cos, ¢,

g(r,0) := coshr cosh z sinh y + sinh r(sinh x sinh y cos, 6 + cosh  cosh y sin,. 0) .

All these functions belong to Hp and f > 1. Note that f(r,0) = 1 if any only if exp, Xgl(r, 0) =
p, in which case expgl o expy oxal(r, 0) = 0, so that expgl 0 expy oxal is well defined as a smooth
function on the whole R%. The same argument holds for exp, Lo exp,, ox, . We check that

3(cosh z coshy — \/cosh2 zcosh?y — 1)e” < f(r,0) < coshr er&ch(coshacoshy)

so that by defining r¢ := log 2/e where 0 < & < min{ 1, 3(cosh z cosh y — Vcosh?zcosh?y —1) }
we have for any (r,0) € R% m’ flr,0) > ee” > 2. Note also that for any v € RZ, we have

argeh f(xo(v)) = [|exp, ! o expy(v)]|  and

argeh /1 + h2(x4(v)) + ¢2(xz(v)) = Hexpo_l Oepr(U)Ho :

The first equality entails (since exp;,* o expy(RE) is a dense open subset of R?) that for any v in
R?, cosh [[v][, < cosh Hexpa1 oexpp(v)HO eargch(coshzcoshy) - We then obtain for any (r,6) € R%,
1+ h2 + g2 > coshr e~ argeh(coshwcoshy) T particular, defining

74 = argch(v/2 exp(argeh (cosh z cosh 1)),
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—2argch(cosh z cosh y)

we get for any r > r(, the following estimate h?+ g% > %e e?". If we now apply

Lemma b.5 for the space H py where ro = max{ro, 7 }, we see that exp, Loexpyoxg ! and
expy o exp, ox, ! are in Sp1. The result then follows from Lemma .3 O

6 Conclusion

We have seen in this paper certain hypothesis on the geometry (S, or Op-bounded geomery) of
a manifold with linearization that allows a coordinate free definition of most of the topological
vector spaces that are needed for Fourier analysis and global complete symbol calculus with
uniform and decaying control over the x variable. Given a linearization on the manifold with
some properties of control at infinity, we constructed symbol maps and A-quantization, explicit
Moyal star-products on the cotangent bundle, and classes of pseudodifferential operators. We
proved a stability under composition result, and an associated symbol product asympotic formula
under a hypothesis (C,) of control at infinity of the linearization. The calculus presented here
is a generalization of the standard and SG symbol calculi over the Euclidean space R™ and
can be applied to the hyperbolic 2-space since, as proven in section 5.2, it has a Si-bounded
geometry. L2-continuity of pseudodifferential operators of order (0,0) has been established in
section [L.5 under the hypothesis (Hy ). We do not know however if this result still holds without
this hypothesis.

The full analysis of the obtained Moyal product on S(7*M) and spectral properties of
pseudodifferential operators in \Iif,’m remain to be studied. Extension and connection of the
symbol calculus presented here could be made with, for instance, noncommutative geometry
(Gayral, Gracia-Bondia, Tochum, Schiicker and Varilly [[§]), the magnetic Moyal calculus (If-
timie, Mantoiu and Purice [2J]), spectral asymptotics (Shubin [f4]), essential self-adjointness
(Braverman, Milatovich and Shubin [{]), Fourier integral operators (Coriasco [LI], Ruzhansky
and Sugimoto [B4, BJ]), Wiener type calculus (Sjostrand [, i7]), generalized operators (Garetto
(7)), Gelfand—Shilov spaces (Cappiello, Gramchev and Rodino [[i]), regularized traces (Paycha
[B1])), and white noise analysis for an infinite dimensional Moyal product (Léandre [R5] and Dito
and Léandre [[19]).
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