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Abstract

We extend the constructions and results of Damian [5] to get topological obstructions to the existence of closed monotone Lagrangian embeddings into the cotangent bundle of a space which is the total space of a fibration over the circle.

1 Introduction

Let $M$ be a closed manifold and $\pi : T^*M \to M$ its cotangent bundle. Denote by $\lambda_M$ the Liouville one-form of $M$ and $\omega_M = d\lambda_M$ the canonical symplectic form on $T^*M$.

We are interested in compact Lagrangian submanifolds in the cotangent bundle $T^*M$. Only a few types of examples are known:

1. the zero section or more generally the graph $L_f$ of a function $f : M \to \mathbb{R}$;
2. any Hamiltonian image of $L_f$ (i.e. $L = \varphi_t(L_f)$ where $(\varphi_t)$ is a Hamiltonian isotopy);
3. any image of $L_f$ by a symplectic isotopy (as in 2 but with $(\varphi_t)$ a symplectic isotopy);
4. the “local” Lagrangian submanifolds: any Lagrangian submanifold of $\mathbb{C}^n$ can be embedded in a Darboux chart $U \cong \mathbb{C}^n$ of $T^*M$.

Note that the two first types of examples have the additional property of being exact (that is, the restriction of the Liouville one-form on the Lagrangian submanifold is exact). It is conjectured (see [1]) that the examples (1) and (2) are the only possible examples of exact Lagrangian submanifolds in $T^*M$ and much work has been done to prove this conjecture. It has been proved for $L = M = S^2$ (Hind [3]) but in general, we know only topological restrictions on the exact Lagrangian embeddings $i : L \to T^*M$ of a closed manifold $L$. In the following, $f : L \to M$ denotes the composition $\pi \circ i$.
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1. (Audin \[2\]) If $L$ and $M$ are orientable, then $\chi(L) = \deg(f)^2 \chi(M)$ and the same is true modulo 4 if $L$ and $M$ are not orientable.

2. (Lalonde and Sikorav \[10\]) The index $[\pi_1(M) : f_*(\pi_1(L))]$ is finite.

3. (Viterbo \[24\]) If $M$ is simply connected, then $L$ cannot be an Eilenberg-MacLane space.

4. (Fukaya, Seidel and Smith \[8\], Nadler \[14\], see also Buhovski \[4\]) If $M$ is simply connected and $L$ is spin with zero Maslov class, then the projection $f$ has degree $\pm 1$, and induces an isomorphism $H^*(L, K) \cong H^*(M, K)$ for any field $K$ of characteristic not equal to 2.

5. (Ritter \[21\]) If $M$ is simply connected, then $\pi_2(L) \to \pi_2(M)$ has finite index.

6. (Damian \[5\]) If $M$ has dimension $n \geq 3$ and is the total space of a fibration over $S^1$, we have:
   a) For any finite presentation $\langle g_1, g_2, \ldots, g_p \mid r_1, r_2, \ldots, r_q \rangle$ of the fundamental group $\pi_1(L)$, $p - q \leq 1$. 
   b) The fundamental group $\pi_1(L)$ is not isomorphic to the free product $G_1 \ast G_2$ of two non-trivial groups.

The idea of the proof of Damian is the following. On the one hand, if $M$ is the total space of a fibration $p : M \to S^1$ over the circle, then one can use the pull-back $\alpha = p^*d\theta$ of the one-form $d\theta$ on $S^1$ to displace an exact Lagrangian submanifold $L$ of $T^*M$ from itself by a symplectic isotopy (defined by $\varphi_t = (q, p + t\alpha)$).

On the other hand, given a symplectic isotopy $(\varphi_t)$, Damian has constructed a Floer-type complex $C(L, \varphi_t)$ spanned by the intersection points of $L$ and $\varphi_t(L)$, with coefficients in a Novikov ring associated to $\pi_1(L)$ and endowed with a differential which is an analogue in the Lagrangian Floer theory of the Morse-Novikov differential. The homology of this complex only depends on the flux $[\varphi^*\lambda_M - \lambda_M] = u$ of $\varphi_t$. It is called the Floer-Novikov homology of $L$ and denoted $FH(L, u)$.

Damian has proved that this homology $FH(L, u)$ is isomorphic to the Novikov homology $H_*(L, f^* u)$ of $L$. The Novikov homology of $L$ must then be trivial when $\varphi_t$ is the isotopy induced by $\alpha$, that is when $u = [\alpha]$, and this gives the obstructions on the fundamental group of $L$.

Here we are interested in the more general case of monotone Lagrangian submanifolds of $T^*M$. In the usual sense, a Lagrangian submanifold $L$ is monotone (on the disks) if there exists a non-negative constant $K_L$ such that:

$$\text{for all } u \in \pi_2(T^*M, L), \int_u \omega_M = K_L \mu_L(u) \quad (1)$$

where $\mu_L$ denotes the Maslov class of $L$ in $T^*M$.

For instance, any local Lagrangian submanifold which is monotone in $C^0$ is also monotone in $T^*M$ (see Remark \[1.2\] (iii)).

We would like to know if there are also “global” monotone Lagrangian submanifolds in $T^*M$. It is possible to get topological obstructions on the monotone
Lagrangian embeddings by extending the construction of the Floer-Novikov type complex of Damian to the monotone case. In order to carry out this construction, we need a stronger monotonicity assumption:

**Definition 1.1.** A Lagrangian submanifold of $T^*M$ is said to be monotone on the loops if there exists a non-negative constant $k_L$ such that:

$$\text{for all } \gamma \in \pi_1(L), \int_\gamma \lambda_M = k_L \mu_L(\gamma) \quad (2)$$

where $\mu_L$ denotes the Maslov class of $L$ in $T^*M$.

**Remarks 1.2.**

(i) We recover the exact case when $k_L = 0$.

(ii) If $L$ is a Lagrangian submanifold of $T^*M$ which is monotone on the loops, then it is monotone in the usual sense (i.e. on the disks) with the same constant $k_L = K_L$.

(iii) Note that the converse of (iii) is not necessarily true in general. It is true for instance if $M$ is simply connected.

(iv) This definition of monotone Lagrangian submanifold was already used by Polterovich [20] for Lagrangian submanifolds of $C^n$, but in this case, it coincides with the usual definition.

(v) This assumption is necessary to bound from above the energy of solutions having the same Maslov index (see Section 3.5).

**Notation 1.3.** If $L$ is a Lagrangian submanifold in $T^*M$ which is monotone on the disks, we will call Maslov number of $L$ and denote $N_L$ the non-negative generator of the subgroup $\langle \mu_L, \pi_2(L) \rangle$ of $\mathbb{Z}$.

As in the exact case, we will use a suitable version of Floer-Novikov homology. The differences are the following:

(i) There is no action functional, so we will have to work with the action one-form (see Remark 3.11).

(ii) The fact that $[\pi_1(M) : f_*(\pi_1(L))]$ is finite does not hold in the monotone case without further assumption on the Maslov class of $L$. For instance, for any local monotone Lagrangian submanifold in a Darboux chart, $f_* : \pi_1(L) \to \pi_1(M)$ is trivial and the index is not finite unless $\pi_1(M)$ is finite.

(iii) In the monotone case, we have to take into account the bubbling of $J$-holomorphic disks. This makes the definition of Floer-Novikov homology more intricate.

(iv) There are also differences on more technical points. For instance, in the proof of invariance, we cannot use an extension of a symplectic isotopy of $T^*L$ to $T^*M$ as in the exact case.

(v) In the monotone case, the Floer homology is not always isomorphic to the Novikov homology $H_*(L, f^*u)$. We will prove that it is the limit of a spectral sequence (see Theorems 1.4 and 4.7, this is a “Novikov version” of the spectral sequence described by Biran in [3] for the usual Lagrangian Floer homology).
Theorem 1.4. Let \( u \) be an element of \( H^1(M) \). Assume that the Lagrangian submanifold \( L \) is monotone on the loops, and of Maslov number \( N_L \geq 2 \). There exists a spectral sequence \( \{ E^{p,q}_r, d_r \} \) satisfying the following properties:

1. \( E^{0,0}_0 = C_{p+q-pN_L}(L, f^*u) \otimes A^{pN_L} \) and \( d_0 = \partial_0 \otimes 1 \), where \( \partial_0 \) is the Morse-Novikov differential;

2. \( E^{1,0}_1 = H_{p+q-pN_L}(L, f^*u) \otimes A^{pN_L} \) and \( d_1 = \partial_1 \otimes \tau \) where \( \partial_1 : H_{p+q-pN_L}(L, f^*u) \to H_{p+q-(p+1)N_L}(L, f^*u) \);

3. \( \{ E^{p,q}_r, d_r \} \) collapses at the page \( \kappa + 1 \), where \( \kappa = \frac{\text{dim}(M)+1}{N_L} \) and the spectral sequence converges to \( \bigoplus_{p+q=\ell} E^{p,q}_\infty \cong FH(\ell \mod \text{mod } N_L)(L, u) \).

Here \( A \) is the \( \Lambda_{f^*u} \)-module \( A = \Lambda_{f^*u}[T, T^{-1}] \) of Laurent polynomials with coefficients in \( \Lambda_{f^*u} \) (see section 2) and \( \tau_i : A \to A \) is the multiplication by \( T^i \). The degree of \( T \) is equal to \( N_L \) and \( A^{pN_L} = \Lambda_{f^*u} T^p \).

In particular, when \( N_L \geq \text{dim}(M)+2 \), the spectral sequence above collapses at the first page and the Floer-Novikov homology is equal to the Novikov homology \( H(L, f^*u) \).

Using the techniques of Damian, we prove:

Theorem 1.5. Let \( M \) be a closed manifold which is the total space of a fibration \( p : M \to S^1 \) on the circle. Let \( L \) be a Lagrangian submanifold of \( T^*M \) which is monotone on the loops. Assume either that \( N_L \geq \text{dim}(M)+1 \) or \( N_L = \text{dim}(M) \) and \( [\pi_1(M) : \pi_1(L)] \) is finite. We have:

(i) If \( \langle g_1, g_2, \ldots, g_p | r_1, r_2, \ldots, r_q \rangle \) is a finite presentation of \( \pi_1(L) \), then \( p - q \leq 1 \).

(ii) The fundamental group \( \pi_1(L) \) is not isomorphic to a free product \( G_1 \ast G_2 \) of two nontrivial groups.

This theorem will be proved in section 4.
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2 Novikov theory

Let us recall the definition of Novikov homology (see [15] for a more detailed study, see [22] and the results of Damian [3].)
Let $L$ be a closed manifold and $u \in H^1(L, \mathbb{R})$. Denote by $\Lambda$ the ring $\mathbb{Z}/2[\pi_1(L)]$ and by $\hat{\Lambda} = \mathbb{Z}/2[[\pi_1(L)]]$ the group of formal series.

Let $\Lambda_u$ be the completed ring of series

$$\Lambda_u = \left\{ \sum n_i g_i \in \hat{\Lambda} \mid g_i \in \pi_1(L), n_i \in \mathbb{Z}/2, u(g_i) \to +\infty \right\}$$

where $u(g_i) \to +\infty$ means here that for all $A > 0$, the set

$$\{ g_i \mid n_i \neq 0 \text{ and } u(g_i) < A \}$$

is finite.

**Definition 2.1.** Let $C(\tilde{L})$ be the free $\Lambda$-complex spanned by fixed lifts of the cells of a CW-decomposition of $L$ to the universal cover $\tilde{L}$ of $L$ and

$$C(L, u) = \Lambda_u \otimes_{\Lambda} C(\tilde{L}).$$

The homology of this complex $C(L, u)$ is the Novikov homology $H(L, u)$.

**Definition 2.2** (Morse-Novikov homology). Let $\alpha$ be a closed generic one-form in the class of $u \in H^1(L, \mathbb{R})$ and $\xi$ be the gradient of $\alpha$ with respect to some generic metric on $L$. For every critical point $c$ of $\alpha$, fix a lift $\tilde{c}$ of $c$ in the universal cover $\tilde{L}$.

Let $C(\alpha, \xi)$ be the $\Lambda_u$-complex spanned by the zeros of $\alpha$ and whose differential is such that if $c$ and $d$ are zeros of index difference equal to 1 then their incidence number is the algebraic number of flow lines that joins $c$ to $d$ and lifts to a path in $\tilde{L}$ from $g_i \tilde{c}$ to $d$.

By generic, we mean here that $\alpha$ has Morse-type singularities and $\xi$ satisfies the Morse-Smale condition.


**Remark 2.4.** In these two descriptions of the Novikov homology, one could replace $\tilde{L}$ by any integration covering $\overline{L}$ of $L$ (i.e. such that the pull-back of $u$ is zero). We will use this in our comparison between the Floer-Novikov homology and the Novikov homology of $L$ in Section

Let us end this section by recalling results proved in $[3]$:

**Proposition 2.5** (Damian $[3]$, Sikorav $[22]$). Let $L$ be a closed manifold and $u \in H^1(L, \mathbb{R})$.

a) Let $\langle g_1, g_2, \ldots, g_p | r_1, r_2, \ldots, r_q \rangle$ be a presentation of the fundamental group $\pi_1(L)$ which satisfies $p - q \geq 2$. If $u \neq 0$, then $H_1(L, u) \neq 0$.

b) Suppose that $\pi_1(L) = G_1 \ast G_2$ is a free product of two groups, none of them being trivial. If $u \neq 0$, then $H_1(L, u) \neq 0$. 


3 The Floer type complex

Let \( i : L \hookrightarrow T^* M \) be a Lagrangian embedding of a closed manifold \( L \). Assume that the image of \( L \) in \( T^* M \) is monotone on the loops. Let \( (\varphi_t) \) be a symplectic isotopy of \( T^* M \) and denote by \( L_t \) the image of \( L \) by \( (\varphi_t) \).

**Remark 3.1.** As they are the images of \( L \) by symplectomorphisms, the Lagrangian submanifolds \( L_t \) are not necessarily monotone on the loops but they are monotone on the disks. We can therefore apply to them all the results concerning monotone (in the usual sense) Lagrangian submanifolds.

Let \( u \in H^1(M; \mathbb{R}) \) denote the flux (or Calabi invariant) of \( (\varphi_t) \), that is the class:

\[
\text{Cal}(\varphi_t) = [\varphi_t^* \lambda_M - \lambda_M] \in H^1(T^* M, \mathbb{R}) \cong H^1(M, \mathbb{R}).
\]

The results proved in Sections 3.3 to 3.5 are used in Section 3.5 to define a free complex over the Novikov ring \( \Lambda^{\mathbb{R}} \) spanned by the intersection points of \( L_0 = \varphi_0(L) \) and \( L_1 = \varphi_1(L) \). We prove in Section 3.6 that this complex depends only on \( L \) and \( u = \text{Cal}(\varphi_t) \). We then explain in Section 3.7 that these results can be used to define a free complex over the Novikov ring \( \Lambda^{\mathbb{R}} \) spanned by \( L \cap \varphi_1(L) \) whose homology only depend on \( L \) and \( u \).

### 3.1 Preliminary results

Let us first notice that it is possible to restrict our symplectic isotopies to isotopies of the following type:

**Lemma 3.2.** There exists a symplectic isotopy \( (\psi_t) \) on \( T^* M \) such that \( \psi_{1,1} = \varphi_{1,1} \) which is spanned by \( \alpha + dH_t \), where \( \alpha \) is a closed one-form in \( u \) and \( H : T^* M \times [0, 1] \to \mathbb{R} \) has compact support.

**Proof.** As in the proof of [3, Lemma 3.2] (which does not use the exactness assumption on \( L \)), consider a family of one-forms \( \alpha_t \) on \( M \) in the class of \( \varphi_t^* \lambda_M - \lambda_M \). Note that the composition of \( (\varphi_t) \) and of the symplectic isotopy spanned by \( -\alpha_t \) is a compactly supported Hamiltonian isotopy \( \chi_t \). The isotopy \( (\psi_t) \) can then be defined as the composition of \( \chi_t \) with the symplectic isotopy spanned by \( \alpha_1 \).

We will also require in the construction and applications that the induced map \( f_* : \pi_1(L) \to \pi_1(M) \) is surjective. It is enough to suppose that the index \( [\pi_1(M) : f_* (\pi_1(L))] \) is finite:

**Remark 3.3.** If \( f_* : \pi_1(L) \to \pi_1(M) \) is not surjective, let \( M_1 \) be the covering of \( M \) induced by the subgroup \( f_* (\pi_1(L)) \) of \( \pi_1(M) \). The manifold \( L \) can be lifted as a Lagrangian submanifold of \( T^* M_1 \) which is monotone on the loops (and which has the same Maslov class).

If \( [\pi_1(M) : f_* (\pi_1(L))] \) is finite, then \( M_1 \) is closed and the conclusion of Theorem 3.3 in \( T^* M \) is then just a consequence of the same theorem for \( T^* M_1 \) where the surjectivity condition is satisfied.

Although the index \( [\pi_1(M) : f_* (\pi_1(L))] \) is always finite in the exact case (Lalonde and Sikorav, [14, Theorem 1 a]), this assumption is not always fulfilled in the monotone case. However, the index is necessarily finite for monotone Lagrangian submanifolds if the Maslov number of \( L \) is large enough:
Proposition 3.4. Let $L$ be a Lagrangian submanifold of $T^*M$ which is monotone (on the disks). If $N_L \geq \dim(M) + 1$, then the index of $\pi_1(L)$ in $\pi_1(M)$ is finite.

Proof. If $\pi_1(L) \to \pi_1(M)$ is not surjective, consider again the covering $M_1$ of $M$ induced by the subgroup $f_\ast(\pi_1(L))$ of $\pi_1(M)$ and the lift of $L$ into $T^*M_1$.

If the covering group of $M_1 \to M$ is infinite, then $M_1$ is open and the Lagrangian submanifold $L$ can be displaced from itself by a Hamiltonian isotopy (see [10, Proposition 1]) so that the usual Floer homology $HF(L,L)$ (with $\mathbb{Z}/2$ coefficients) must be trivial. But if the Maslov number of $L$ is greater than $\dim(M) + 2$, we know by Oh’s theorem ([18, Theorem II (i)]) that this homology is isomorphic to the usual cohomology $H^\ast(L, \mathbb{Z}/2)$ of $L$ and this is in contradiction with the vanishing of $HF(L,L)$.

If $N_L = \dim(M) + 1$, then by [18, Theorem II (ii)],

$$HF(L,L) \approx \bigoplus_{i=0}^{\dim(M)} H^i(L, \mathbb{Z}/2) \oplus \bigoplus_{i=1}^{\dim(M)-1} H^i(L, \mathbb{Z}/2)$$

and this also leads to a contradiction unless $L$ is a $\mathbb{Z}/2$-homology sphere.

However, if $L$ is a $\mathbb{Z}/2$-homology sphere, then $H^1(L, \mathbb{R}) = 0$ and in particular $L$ is exact so that we can directly apply the result of Lalonde and Sikorav to see that the index is finite. □

Remark 3.5. We cannot expect to remove the assumption $N_L \geq \dim(M) + 1$ in Proposition 3.4. Indeed, Polterovich proved in [20] (see also Audin [2] for the construction) that for every two integer numbers $2 \leq k \leq n$, there exists a compact manifold $L_{n,k}$ which admits a monotone Lagrangian embedding in $\mathbb{C}^n$ (and consequently “local” monotone Lagrangian submanifolds in any cotangent bundle) with Maslov number equal to $k$ such that:

a) $L_{n,n} = S^{n-1} \times S^1/\tau_{n-1} \times \tau_1$ where $\tau_j : S^j \to S^j$ is the antipodal involution;

b) $L_{n,k} = L_{k,k} \times S^{n-k}$ where $k < n$.

Remark 3.6. Thanks to Remark 3.3 and Proposition 3.4, it is enough to prove Theorem 1.5 when the induced map

$$f_\ast : \pi_1(L) \to \pi_1(M)$$

is surjective. From now on, we will always suppose that $f_\ast$ is surjective.

Thanks to the surjectivity assumption on $f_\ast$, we can consider a connected covering of the Lagrangian submanifold $L$ in the cotangent bundle of the universal cover of $M$:

Lemma 3.7. Let $\tilde{M} \to M$ be the universal covering of $M$ and $\tilde{p} : T^*\tilde{M} \to T^*M$ be the induced covering on the cotangent bundles. Denote by $y \mapsto y^\theta$ the right action of $\pi_1(M)$ on $T^*\tilde{M}$.

Let $\tilde{L} \to L$ be the pull-back of the covering $T^*\tilde{M} \to T^*M$ by the embedding $i : L \to T^*M$. Then:

(i) $\tilde{L}$ is path-connected if and only if the map $f_\ast : \pi_1(L) \to \pi_1(M)$ is surjective.
(ii) The covering $L \to L$ corresponds to the covering of $L$ associated with the subgroup $K = \ker(f_*)$ of $\pi_1(L)$.

(iii) The map $\tilde{\iota} : \bar{L} \to T^*\bar{M}$ is a monotone Lagrangian embedding and for all $g \in \pi_1(M), \bar{x} \in \bar{L}$,
\[
\tilde{\iota}(\bar{x}^g) = (\tilde{\iota}(\bar{x}))^g.
\]

The proof of this lemma uses only basic algebraic topology and can be found in the appendix.

Lemma 3.8. Let $(\varphi_t)$ be the symplectic isotopy generated by $\alpha + dH_1$. Then this isotopy lifts to a Hamiltonian isotopy $(\tilde{\varphi}_t)$ on $T^*\bar{M}$.

Moreover, if $L_t = \varphi_t(L)$ and $\bar{L}_1 = \tilde{\varphi}_1(\bar{L})$, then
\[
\bar{L} \cap \bar{L}_1 = \bigcup_{x \in L \cap L_1} \bar{p}^{-1}(x).
\]

Proof. As in the proof of [Lemma 3.6], which does not involve any assumption on the exactness/monotonicity of $L$, we can define the isotopy $(\tilde{\varphi}_t)$ as the isotopy spanned by the pullback of $\alpha + dH_1$ to $T^*\bar{M}$. \qed

3.2 The action one-form

In this section, $L$ is assumed to be a closed Lagrangian submanifold of $T^*M$. It is also assumed that $L$ is monotone on the loops and that $f_* : \pi_1(L) \to \pi_1(M)$ is surjective.

Let $(\varphi_t)$ be a symplectic isotopy as in Lemma 3.2. Denote by $u \in H^1(M; \mathbb{R})$ its flux.

If $L_t = \varphi_t(L)$, let $\Omega(L_0, L_1)$ be the space of paths from $L_0$ to $L_1$:
\[
\Omega(L_0, L_1) = \{z \in C^\infty([0, 1]; T^*M) \mid z(i) \in L_i, i = 0, 1\}.
\]

We define a one-form on $\Omega(L_0, L_1)$ by:
\[
\nu_z(V) = \int_0^1 \omega_M(z'(t), V(t)) \, dt.
\]

The zeros of $\nu$ are the constant maps, that is, the intersection points of $L_0$ and $L_1$.

The integral of $\nu$ on a loop involves the one-form $u$, as in the exact case, but also the monotonicity constant $k_L$ of $L$:

Proposition 3.9. Let $\gamma : S^1 \to \Omega(L_0, L_1)$ be a loop. Then
\[
\int_\gamma \nu = \lambda_M(\gamma_0) - \lambda_M(\varphi_1^{-1}(\gamma_1)) - u(\gamma_0) \quad (3)
\]
\[
= k_L(\mu_{L_0}(\gamma_0) - \mu_{L_1}(\gamma_1)) - u(\gamma_0) \quad (4)
\]

denoting $\gamma_i = \gamma(S^1 \times \{i\})$ for $i = 0, 1$. 

Proof. Considering the loop $\gamma$ as a map $\gamma : \mathbb{S}^1 \times [0, 1] \to T^*M$, we get
\[
\int_\gamma \nu = \int_{\mathbb{S}^1} \int_0^1 \omega_M \left( \frac{\partial \gamma}{\partial s}, \frac{\partial \gamma}{\partial t} \right) dt \ ds = -\int_{\gamma(\mathbb{S}^1 \times [0,1])} \omega_M.
\]
Then, by the Stokes formula,
\[
\int_\gamma \nu = \int_{\gamma(\mathbb{S}^1 \times \{0\})} \lambda_M - \int_{\gamma(\mathbb{S}^1 \times \{1\})} \lambda_M = \int_{\gamma(\mathbb{S}^1 \times \{0\})} \lambda_M - \int_{\gamma(\mathbb{S}^1 \times \{1\})} \varphi_1^* \lambda_M = \int_{\gamma(\mathbb{S}^1 \times \{0\})} \lambda_M - \int_{\gamma(\mathbb{S}^1 \times \{1\})} \varphi_1^* \lambda_M.
\]
As $\varphi_1^* \lambda_M - \lambda_M$ is a closed one-form in the cohomology class $u = \text{Cal}(\varphi_1)$, the third term is equal to:
\[
u \left( \varphi_1^{-1}(\gamma(\mathbb{S}^1 \times \{1\})) \right) = \nu \left( \gamma(\mathbb{S}^1 \times \{0\}) \right).
\]
So that
\[
\int_\gamma \nu = \lambda_M (\gamma_0) - \lambda_M (\varphi_1^{-1}(\gamma_1)) - u (\gamma_0).
\]
We now use the monotonicity of $L$ to write:
\[
\int_\gamma \nu = k_L (\mu_L (\gamma_0) - \mu_L (\varphi_1^{-1}(\gamma_1))) - u (\gamma_0) = k_L (\mu L_0 (\gamma_0) - \mu L_1 (\gamma_1)) - u (\gamma_0)
\]
since $\varphi_1$ is a symplectic isotopy. \hfill\Box

Corollary 3.10. The action one-form $\nu$ is closed.

Proof. The formula \([\text{3}]\) proves that $\int_\gamma \nu$ depends only on the homotopy class of $\gamma$ in $\Omega(L_0, L_1)$. \hfill\Box

Remark 3.11. We could also lift $\nu$ to $\Omega(\bar{L}_0, \bar{L}_1)$ (as in the exact case, see \([\text{3}]\)) but the one-form is not necessarily exact on this space. Nonetheless, we will be able to carry out the construction of the complex without needing a primitive of $\nu$.

Alternative setting

We can also define a one-form on $\Omega(L, L)$. This setting will be useful in the proof of Hamiltonian invariance (Section \([\text{3.4}]\)).

Let $X_1^{\alpha+dH_t}$ be the symplectic dual of $\alpha+dH_t$, defined by $\omega_M(\cdot, X_1^{\alpha+dH_t}) = (\alpha + dH_t)(\cdot)$. Denote by $(\varphi_1)$ the isotopy spanned by $X_1^{\alpha+dH_t}$.

We can define a one-form $\tilde{\nu}$ on $\Omega(L, L)$ by:
\[
\tilde{\nu}_c(V) = \int_0^1 \omega_M(z'(t), V(t)) + (\alpha + dH_t)(V(t)) \ dt.
\]
The zeros of $\hat{\nu}$ are the flow trajectories beginning on $L$ (at time 0) and ending on $L$ (at time 1).

If $\gamma: S^1 \to \Omega(L, L)$ is a loop in $\Omega(L, L)$, we have as in Proposition 3.9:

$$\int_{\gamma} \hat{\nu} = - \int_{S^1 \times [0,1]} \gamma^* \omega_M + \int_{S^1} \int_0^1 (\alpha + dH_t) \left( \frac{\partial \gamma}{\partial s} \right) \, dt \, ds$$

with

$$\int_{S^1} \int_0^1 (\alpha + dH_t) \left( \frac{\partial \gamma}{\partial s} \right) \, dt \, ds = \int_{S^1} \int_0^1 \alpha \left( \frac{\partial \gamma}{\partial s} \right) \, dt \, ds = \int_0^1 \int_{\gamma(t, \cdot)} \alpha \, dt$$

since $\int_{\gamma(t, \cdot)} \alpha$ does not depend on $t$. Thus, we have

$$\int_{\gamma} \hat{\nu} = \lambda_M(\gamma_0) - \lambda_M(\gamma_1) + u(\gamma_0)$$

(5)

$$= k_L(\mu_L(\gamma_0) - \mu_L(\gamma_1)) + u(\gamma_0).$$

(6)

**Remark 3.12.** Note that these two settings are equivalent: if $\nu_-$ is the one-form defined on $\Omega(L_0, \varphi^{-1}(L_0))$ with the symplectic isotopy $(\varphi_t^{-1})$, then the map $\Gamma(z) = \varphi_t^{-1}(z)$ is a 1 to 1 correspondence between $\Omega(L, L)$ and $\Omega(L_0, \varphi^{-1}(L_0))$ and we have

$$\Gamma^* \nu_- = \hat{\nu}.$$

(The fact that the correspondence uses $\varphi_t^{-1}$ instead of $\varphi_t$ explains the difference of signs between the relations (3) and (4) on the one hand, and (5) and (6) on the other hand.)

### 3.3 The gradient

Let $(J_t)$ be a family of almost complex structures on $T^*M$ that are compatible with $\omega_M$ and $(g_t)$ be the family of associated Riemannian metrics on $T^*M$.

We consider the trajectories of the opposite of the gradient of the one-form $\nu$ with respect to the induced metric on $\Omega(L_0, L_1)$. These are, as maps of two variables, solutions of the Cauchy-Riemann equation.

We define for a solution $v$ of the Cauchy-Riemann equation its energy

$$E(v) = \int_{R \times [0,1]} \left\| \frac{\partial v}{\partial s} \right\|^2 \, dt \, ds.$$  

Denote then by $\mathcal{M}(L_0, L_1)$ the space of trajectories of finite energy:

$$\mathcal{M}(L_0, L_1) = \left\{ v \in C^\infty(R \times [0,1], T^*M) \mid \begin{array}{l} \frac{\partial v}{\partial s} + J_t(v) \frac{\partial v}{\partial t} = 0 \\ v(s,0) \in L_0 \text{ and } v(s,1) \in L_1 \\ E(v) < \infty \end{array} \right\}.$$
In particular, if \( v \in \mathcal{M}(L_0, L_1) \), then as in Proposition 3.13:

\[
E(v) = \int_{\mathbb{R} \times [0,1]} v^* \omega_M = \int_{\mathbb{R} \times [0,1]} \omega_M \left( \frac{\partial v}{\partial s}, \frac{\partial v}{\partial t} \right) \, dt \, ds = \int v.
\]

Denote also for \( x, y \in L_0 \cap L_1 \):

\[
\mathcal{M}(x, y) = \left\{ v \in C^\infty(\mathbb{R} \times [0,1], T^*M) \mid \begin{aligned}
\frac{\partial v}{\partial s} + J_t(v) \frac{\partial v}{\partial t} &= 0 \\
\lim_{s \to -\infty} v(s, \cdot) &= x \\
\lim_{s \to +\infty} v(s, \cdot) &= y
\end{aligned} \right\}
\]

and

\[
\mathcal{M}^*(x, y) = \begin{cases} 
\mathcal{M}(x, y) & \text{for } x \neq y \\
\mathcal{M}(x, x) \setminus \{x\} & \text{for } x = y.
\end{cases}
\]

From [6] and [16], we have

\[
\text{Theorem 3.13.} \\
\mathcal{M}(L_0, L_1) = \bigcup_{x, y \in L_0 \cap L_1} \mathcal{M}(x, y).
\]

Let \( (\tilde{J}_t) \) be a family of almost complex structures on \( T^*\tilde{M} \) obtained by lifting the family \( (J_t) \) and let \( \tilde{M}(L_0, L_1), \tilde{M}(\tilde{x}, \tilde{y}), \) and \( \tilde{M}^*(\tilde{x}, \tilde{y}) \) the spaces of solutions in \( T^*\tilde{M} \) defined in a similar way as in \( T^*M \). Then these spaces also satisfy Theorem 3.13 and \( \tilde{p} \) maps \( \tilde{M}(L_0, L_1) \) onto \( \tilde{M}(L_0, L_1) \), so that a solution and its image by \( \tilde{p} \) have the same energy.

In the alternative setting, we consider the trajectories of the opposite of the gradient of the one-form \( \tilde{\nu} \) with respect to the metric defined on \( \Omega(L, L) \) by a family of compatible almost complex structures \( (\tilde{J}_t) \).

Denote

\[
\tilde{\mathcal{M}}(L, L) = \left\{ v \in C^\infty(\mathbb{R} \times [0,1], T^*M) \mid \begin{aligned}
\frac{\partial v}{\partial s} + \tilde{J}_t(\tilde{v}) \left( \frac{\partial v}{\partial s}, \frac{\partial v}{\partial t} \right) &= 0 \\
v(s, 0) &\in L \text{ and } v(s, 1) \in L \\
E(v) &< \infty
\end{aligned} \right\},
\]

with the energy defined by the same formula as above.

If \( \tilde{v} \in \tilde{\mathcal{M}}(L, L) \), then again

\[
E(\tilde{v}) = \int_{\mathbb{R} \times [0,1]} \left\| \frac{\partial \tilde{\nu}}{\partial s} \right\|^2 \, dt \, ds = \int_{\mathbb{R} \times [0,1]} \omega_M \left( \frac{\partial \tilde{\nu}}{\partial s}, \tilde{J}_t(\tilde{v}) \frac{\partial \tilde{v}}{\partial s} \right) \, dt \, ds
\]

\[
= \int_{\mathbb{R} \times [0,1]} \omega_M \left( \frac{\partial \tilde{\nu}}{\partial s}, \frac{\partial \tilde{v}}{\partial t} \right) - X^{\alpha + dH_t}(\tilde{v}) \, dt \, ds
\]

\[
= \int_{\mathbb{R} \times [0,1]} \omega_M \left( \frac{\partial \tilde{\nu}}{\partial s}, \frac{\partial \tilde{v}}{\partial t} \right) \, dt \, ds - \int_{\mathbb{R} \times [0,1]} (\alpha + dH_t) \left( \frac{\partial \tilde{\nu}}{\partial s} \right) \, dt \, ds
\]

\[
= - \int_{\tilde{v}} \tilde{\nu}
\]

and we define analogously the space of solutions \( \tilde{\mathcal{M}}(x, y) \) and \( \tilde{\mathcal{M}}^*(x, y) \).
Remark 3.14. There is also a correspondence between the two settings for the gradient trajectories. For all \( \tilde{v} \in \tilde{\mathcal{M}}(L, L) \), we can associate the map \( v \) defined by

\[
v(s, t) = \varphi_t^{-1} (\tilde{v}(s, t)).
\]

Let \( (J_t) \) and \( (\tilde{J}_t) \) be two families of compatible almost complex structures on \( T^* M \) such that

\[
\tilde{J}_t = (\varphi_t)_* J_t (\varphi_t^{-1})_*.
\]

Then

\[
\frac{\partial v}{\partial s} + J_t(v) \frac{\partial v}{\partial t} = (\varphi_t^{-1})_* \left[ \frac{\partial \tilde{v}}{\partial s} + \tilde{J}_t(\tilde{v}) \left( \frac{\partial \tilde{v}}{\partial t} - X^{\alpha + dH_t}(\tilde{v}) \right) \right],
\]

and

\[
E(\tilde{v}) = E(v)
\]

so that the map \( \tilde{v} \mapsto v \) defines a bijection between \( \tilde{\mathcal{M}}(L, L) \) and \( \mathcal{M}(L_0, \varphi_t^{-1}(L_0)) \).

3.4 Transversality and compactness

In order to define our Floer-type homology, let us check now the transversality and compactness requirements.

3.4.1 Transversality

We have a classical transversality result of Floer theory:

**Theorem 3.15.** Assume that \( L_0 \) et \( L_1 \) are transverse.

Then for a generic choice of \( J_t \), the spaces \( \mathcal{M}(x, y) \) are manifolds of finite dimension, of local dimension at \( v \in \mathcal{M}(x, y) \) the Maslov-Viterbo index (see [23]) of \( v \).

The same result is true for \( \tilde{\mathcal{M}}(\tilde{x}, \tilde{y}) \) and the map \( \tilde{p} \) induces a diffeomorphism

\[
\tilde{p} : \tilde{\mathcal{M}}(\tilde{x}, \tilde{y}) \to \mathcal{M}(x, y)
\]

for \( \tilde{p}(\tilde{x}) = x \) and \( \tilde{p}(\tilde{y}) = y \).

**Proof.** It is a transversality result analogous to [3, Theorem 3.12] and it can be proved as in [3] (see also [10]). \( \square \)

**Remark 3.16.** In the case of the alternative setting, a one-form \( \alpha + dH_t \) being given, there exists a generic Hamiltonian \( h_t \) (with compact support) such that, if \( (\psi_t) \) is the symplectic isotopy spanned by \( \alpha + dH_t + dh_t \), then \( L \) and \( \psi_1(L) \) are transverse.

Using the correspondence 3.14, we are then able to deduce from Theorem 3.13 that the spaces \( \tilde{\mathcal{M}}(x, y) \) are submanifolds for a generic choice of family of compatible almost complex structure.
3.4. Compactness

Let $x$ and $y$ be two intersection points of $L_0$ and $L_1$ and let $A > 0$. Denote by
\[ \mathcal{M}_A(x, y) = \{ v \in \mathcal{M}^*(x, y) \mid E(v) \leq A \} \]
the space of solutions of finite energy between $x$ and $y$.

The translation in the $s$ variable (defined by $(\sigma \cdot v)(s, t) = v(\sigma + s, t)$) induces a free action of $\mathbb{R}$ on $\mathcal{M}^*(x, y)$. Let $\mathcal{L}(x, y)$ denote the quotient $\mathcal{M}^*(x, y)/\mathbb{R}$.

Let us recall the result of convergence modulo bubbling of a sequence of elements of $\mathcal{M}_A^*(x, y)$ (as stated in [16, Proposition 3.7]): if $(v_n)$ is a sequence of elements of $\mathcal{M}_A^*(x, y)$ with a fixed index equal to $I$, then there exists a subsequence converging (modulo translations, i.e. in the quotient $\mathcal{L}(x, y)$) to a “cusp” curve $(v, w, u)$ (where $v$ is a finite collection of solutions $v^i \in \mathcal{M}_A^*(z_i, z_{i+1})$, $w$ is a finite collection of $J$-holomorphic disks $w^j$ and $u$ is a finite collection of $J$-holomorphic spheres $u^k$) such that
\[
\sum_i \int (v^i)^* \omega + \sum_j \int (w^j)^* \omega + \sum_k \int (u^k)^* \omega \leq A \]
\[
\sum_i \mu(v^i) + \sum_j \mu(w^j) + \sum_k 2c_1(u^k) = \mu_0.
\]

In our case, the ambient symplectic manifold is the cotangent bundle of the manifold $M$ so that no bubbling of $J$-holomorphic spheres occurs.

**Proposition 3.17.** Let $L$ be a monotone Lagrangian manifold of Maslov number $N_L \geq 3$. Then:

(i) For any sequence of elements $(v_n)$ in the one-dimensional component of $\mathcal{M}_A^*(x, y)$, there exists a sequence $(\sigma_n)$ of real numbers, such that a subsequence of $(\sigma_n \cdot v_n)$ converges in $\mathcal{M}_A^*(x, y)$;

(ii) If $(v_n)$ is a sequence of elements of $\mathcal{M}_A^*(x, z)$ of index 2, then

- either there exists a sequence $(\sigma_n)$ of real numbers such that a subsequence of $(\sigma_n \cdot v_n)$ converges to a solution $v$ in $\mathcal{M}_A^*(x, z)$;
- or there exists a pair of sequences $((\sigma_n^1), (\sigma_n^2))$ of real numbers and a pair of solutions $(v^1, v^2) \in \mathcal{M}_A^*(x, y) \times \mathcal{M}_A^*(y, z)$, for some intersection point $y$, such that, for every $i \in \{1; 2\}$, a subsequence of $(\sigma_n \cdot v_n)$ converges to $v^i$ (in this case one says that $(v_n)$ converges to the broken orbit $(v^1, v^2)$).

**Remark 3.18.** Proposition 3.17 will be used in Section 3.5 to prove the compactness of the space of trajectories. Note that statement (i) in Proposition 3.17 also holds in the case $N_L = 2$. We will deal with the convergence of a sequence of elements of $\mathcal{M}_A^*(x, z)$ of index 2 in the case $N_L = 2$ in the proof of Lemma 3.2.

**Proof of Proposition 3.17.**

(i) If $(v_n)$ is a sequence of elements of $\mathcal{M}_A^*(x, y)$ of index 1, then there exists a subsequence that converges to a “cusp” curve $(v, w, 0)$ such that
\[
\sum_i \int (v^i)^* \omega + \sum_j \int (w^j)^* \omega \leq A \tag{7}
\]
\[
\sum_i \mu(v^i) + \sum_j \mu(w^j) = 1. \tag{8}
\]
Since the area of a $J$-holomorphic disk $w^j$ is non-negative, the monotonicity assumption on $L$ (the monotonicity on the disks is sufficient here) gives $\mu(w^j) \geq 3$. Because of $[6]$, there is no bubbling of $J$-holomorphic disk ($w = \emptyset$). Moreover, the dimension of $\mathcal{M}^*(x,y)$ is at least 1 (because of the free action of $\mathbb{R}$), so that the Maslov class of a solution $v^i$ is at least 1. Hence, the collection $\{v\}$ can only contain one element that belongs to $v \in \mathcal{M}_L(x,y)$.

(ii) As in (i), no bubbling of $J$-holomorphic disks can occur. As a consequence, there is a subsequence converging to a broken orbit $v$ such that

$$\sum_i \mu(v^i) = 2$$

and hence $v$ admits at most two components. \hfill \Box

For the construction of the complex we need a homotopy lemma:

**Lemma 3.19.** Let $(v_n)$ be a sequence of elements of $\mathcal{M}_L(x,y)$ of index either 1 or 2 having a subsequence converging either to $v = v^1 \in \mathcal{M}_L(x,y)$ or to $v = \{v^1, v^2\}$ with $(v^1, v^2) \in \mathcal{M}_L(x,y) \times \mathcal{M}_L(y,z)$.

Let $\gamma_0 : [-\infty; +\infty] \to L_0$ be the path defined by $\gamma_0(s) = v_n(s, 0)$ (extended at $s = -\infty$ by $x$ and at $s = +\infty$ by $y$). Let $\gamma^1 : [-\infty; +\infty] \to L_0$ be the paths defined analogously for the $v^i$.

Then, for $n$ large enough, $\gamma_n$ is homotopic to either $\gamma^1$ (when $v_n = v^1$) as a path from $x$ to $y$, or to the concatenation of paths $\gamma^1 \ast \gamma^2$ (when $v_n = \{v^1, v^2\}$) as a path from $x$ to $z$.

**Proof.** The proof is similar to [5, Lemma 3.16] if we add the assumption on the index ensuring that no bubbling of $J$-holomorphic disks can occur. \hfill \Box

### 3.5 The differential of the Floer complex

Let $x$ and $y$ be two intersection points of $L_0$ and $L_1$. In this section, we define an incidence number $[x, y]$.

Let $\mathcal{L}^0(x,y)$ be the zero-dimensional component of $\mathcal{L}(x,y)$. For all $z \in L_0 \cap L_1$, fix a lift $\tilde{z} \in T^*M$. For $g \in \pi_1(M)$, denote by $\mathcal{L}^0_g(x,y) \subset \mathcal{L}^0(x,y)$ the subset of trajectories that lift to $\tilde{L}(\tilde{z}^g, \tilde{y})$ (with the same notation for the action of $\pi_1(M)$ as in Lemma 3.5).

Let us state and prove a lemma that will replace [5, Lemma 3.16] in our construction.

**Lemma 3.20.** Assume that $N_L \geq 2$. For all $x$, $y$ in $L_0 \cap L_1$ and all $g$ in $\pi_1(M)$, the set $\mathcal{L}^0_g(x,y)$ is finite.

If $n_g$ denotes the cardinal modulo $\mathbb{Z}/2$, the number $\sum n_g g$ belongs to the Novikov ring $\Lambda_{-u}$.

**Proof.** The elements of $\mathcal{L}^0_g(x,y)$ are classes of solutions $u$ which belong to the one-dimensional component of $\mathcal{M}^*(x,y)$. We prove that these solutions all have the same energy. For that purpose, we prove that two solutions from $x$ to $y$, which have the same index, and which can be both lifted to trajectories from $\tilde{x}^g$ to $\tilde{y}$, have the same energy.
We consider a solution
\[ v : [-\infty, +\infty] \times [0, 1] \rightarrow T^*M \]
in \( \mathcal{M}(x, y) \) as a path in \( \Omega(L_0, L_1) \) from \( x \) to \( y \). If \( v \) is such a path, let
\[ \overline{v} : [-\infty, +\infty] \times [0, 1] \rightarrow T^*M \]
be the “inverse” path defined by
\[ \overline{v}(s, t) = v(-s, t). \]

Let \( v_1 \) and \( v_2 \) be two elements of \( \mathcal{M}(x, y) \) satisfying \( \mu(v_1) = \mu(v_2) \). If we denote by \( \gamma = v_2 \# v_1 \) the concatenation of the paths \( v_2 \) and \( v_1 \) (in this order), then \( \gamma \) is a loop in \( \Omega(L_0, L_1) \) based in \( x \) (see Figure 3.1). Note that here, we use the notation \( \Omega(L_0, L_1) \) for the space of paths from \( L_0 \) to \( L_1 \) which are piecewise smooth instead of just smooth as in Section 3.2.

![Figure 3.1: the loop \( \gamma \)](image)

Then
\[ \int_{\gamma} \nu = -\int_{\gamma}^* \omega_M \]
\[ = -\int v_2^* \omega_M + \int v_1^* \omega_M \]
\[ = E(v_1) - E(v_2). \]

and thanks to the monotonicity on the loops, by Proposition 3.9,
\[ \int_{\gamma} \nu = k_L(\mu_{L_0}(\gamma_0) - \mu_{L_1}(\gamma_1)) - u(\gamma_0) \]
with \( \mu_{L_0}(\gamma_0) - \mu_{L_1}(\gamma_1) = \mu(v_2) - \mu(v_1) = 0 \).

Moreover, if the lifts of \( v_1 \) and \( v_2 \) are trajectories from \( \tilde{x}^g \) to \( \tilde{y}^g \), \( \gamma_0 \) can be lifted to a loop based in \( \tilde{x}^g \). Therefore, \( \gamma_0 \) is homotopic to the constant loop in \( T^*M \) and this implies that \( u(\gamma_0) = 0 \) and \( \int_{\gamma} \nu = 0 \). We have thus proved that \( v_1 \) and \( v_2 \) have the same energy.

Assume that \( N_L \geq 2 \). We can then apply Proposition 3.17 and Remark 3.18: a sequence of solutions \( (v_n) \) between \( x \) and \( y \) of Maslov index 1 has a subsequence converging to a solution of \( \mathcal{M}^*(x, y) \). Thanks to Lemma 3.19, this solution can be lifted to a trajectory from \( \tilde{x}^g \) to \( \tilde{y}^g \). This means that the space \( \mathcal{L}_g^0(x, y) \) is
a compact space of dimension zero and hence it has only a finite number of elements.

For the second part of the lemma, it is enough to show that for $C > 0$, the set
\[ \bigcup_{-u(g) \leq C} \mathcal{L}_g^0(x, y) \]
is compact (so that it is finite). A sequence $(\mathcal{L}_g^0)$ in this space can be lifted to a sequence $(v_n)$ in the one-dimensional component of $\mathcal{M}^*(x, y)$. But if $v_1$ and $v_2$ are two solutions from $x$ to $y$ with same Maslov class, we have:
\[
E(v_1) - E(v_2) = k_L(\mu(v_2) - \mu(v_1)) - u(\gamma_0) = -u(\gamma_0),
\]
where $\gamma$ denotes the concatenation $v_2 \# v_1$ as above.

If $v_1$ can be lifted to a trajectory from $\tilde{x}$ to $\tilde{y}$ and $v_2$ to a trajectory from $\tilde{x}$ to $\tilde{y}$, $\gamma$ can be lifted as a path from $\tilde{x}$ to $\tilde{y}$ so that $u(\gamma_0) = u(g_2^{-1} g_1)$ and
\[
E(v_1) - E(v_2) = u(g_2) - u(g_1).
\]
As a consequence, if we consider a sequence of solutions $(v_n)$, each $v_n$ being lifted as a trajectory from $\tilde{x}$ to $\tilde{y}$ with $-u(g_n) \leq C$, then:
\[
E(v_n) = E(v_0) - u(g_n) + u(g_0) \leq C + E(v_0) + u(g_0).
\]
The energy of the elements of this sequence is bounded and we can apply Proposition 3.17: $(v_n)$ has a converging subsequence and the limit of this subsequence can be lifted to a path from $\tilde{x}$ to $\tilde{y}$ which satisfy:
\[
-u(g_\infty) = E(\gamma_\infty) - E(v_0) + u(g_0) \leq C.
\]
This means that $(v_n)$ has a converging subsequence in $\bigcup_{-u(g) \leq C} \mathcal{L}_g^0(x, y)$ which is therefore compact.

We can now define the incidence number:
\[
[x, y] = \sum_{g \in \pi_1(M)} n_g(x, y) g,
\]
where $n_g(x, y)$ is the cardinality of $\mathcal{L}_g^0(x, y)$. We define the complex $C_*(\mathcal{L}_0, \mathcal{L}_1, J_t)$ as the $\Lambda_\ast$-vector space spanned by the intersection points of $\mathcal{L}_0$ and $\mathcal{L}_1$ endowed with the differential:
\[
\partial x = \sum_{g \in \pi_1(M), y \in \mathcal{L}_0 \cap \mathcal{L}_1} n_g(x, y) g y.
\]

**Lemma 3.21.** If $N_L \geq 2$, $\partial \circ \partial = 0$.

**Proof.** In order to prove the relation $\partial^2 = 0$, one has to prove that for all $g, g' \in \pi_1(M)$ and all $x, z \in \mathcal{L}_0 \cap \mathcal{L}_1$, we have:
\[
\sum_{g \in \mathcal{L}_0 \cap \mathcal{L}_1, g' \in \pi_1(M), g' g'' = g} n_{g'}(x, y) n_{g''}(y, z) = 0.
\]
When \( N_L \geq 3 \), this is, using Proposition 3.17 as in [5, Lemma 3.18], a consequence of the compactification of the one-dimensional component of \( L_g(x, y) \) with broken trajectories (see figure 3.2). This compactification is a compact 1-dimensional manifold whose boundary is

\[
\bigcup_{y \in L_0 \cup L_1, g', g'' \in \pi_1(M), g' g'' = g} L^0_{g'}(x, y) \times L^0_{g''}(y, z).
\]

Figure 3.2: The compactification with broken trajectories

Let us consider now the case \( N_L = 2 \). Oh noticed in [17] that his extension of the Floer complex to the monotone case is possible under this assumption. This is also possible for the Floer-Novikov complex. Indeed, in the proof that the zero-dimensional component of \( L_g(x, y) \) is compact, one only needs that \( N_L \geq 2 \) and it is then possible to define the Floer differential.

The condition \( N_L \geq 3 \) is used to avoid bubbling in the convergence of a sequence of solutions of index 2 and prove that the square of the differential is zero. Let us prove that this is also true for \( N_L = 2 \).

The only sequences for which the bubbling of a \( J \)-holomorphic disk can occur are sequences of solutions from an intersection point \( x \) to itself that have Maslov index 2. Then the “bubble” also has Maslov index 2.

In this case, it is possible to compactify the one-dimensional component of \( L_g(x, x) \) by adding to the broken trajectories the pairs formed by a constant trajectory and a \( J \)-holomorphic disk with boundary either on \( L_0 \) or \( L_1 \) (this is similar to [17]).

Note also that only a sequence of solutions that can be lifted to paths from \( \tilde{x} \) to \( \tilde{x} \) can converge to a \( J \)-holomorphic disk, so that this type of compactification is only needed for \( L_0(x, x) \), where \( e \) is the identity element of \( \pi_1(M) \). Hence [17] holds also for \( g \neq e \) with the previous type of compactification.

When \( g = e \), we have as in [17],

\[
\sum_{y \in L_0 \cup L_1, g', g'' \in \pi_1(M), g' g'' = g} n_{g'}(x, y)n_{g''}(y, z) = \Phi_{L_0}(x) + \Phi_{L_1}(x)
\]

where \( \Phi_{L_i}(x) \) is the number (modulo 2) of \( J \)-holomorphic disks with Maslov index 2 with boundary on \( L_i \) and that pass through the point \( x \). Here we
use that $\Phi_{L_*}(x)$ is preserved under symplectic isotopies (in [17], Oh uses only Hamiltonian isotopies but the proof is similar with symplectic isotopies) to see that $\Phi_{L_*}(x) + \Phi_{L_*}(x) = 0 \mod 2$. Therefore, $\partial \circ \partial = 0$ even in the case $N_L = 2$.

**Remark 3.22.** One can define the same way a complex $C_\star(\bar{L}, \varphi_t, \hat{J}_t)$ spanned by the zeros of the one-form $\hat{\nu}$ and define a differential using the spaces $\hat{M}(x,y)$. By the correspondence 3.14, the $\Lambda_u$-complexes $C_\star(\bar{L}, \varphi_t, \hat{J}_t)$ and $C_\star(\bar{L_0}, \tilde{\varphi}_1^{-1}(\bar{L_0}), J_t)$ are isomorphic.

### 3.6 Hamiltonian invariance

Denote $H_\star(\bar{L_0}, \bar{L_1}, J_t)$ the homology of the complex $C_\star(\bar{L_0}, \bar{L_1}, J_t)$ defined in Section 3.5. We have assumed that $L_1 = \varphi_1(\bar{L_0})$ where the isotopy $(\varphi_t)$ is supposed to be spanned by $\alpha + dH_t$ with $\alpha$ a closed one-form on $M$ and $H$ a Hamiltonian with compact support on $T^*M \times [0,1]$.

We now prove that this homology does not depend on the generic choice of the pair $(J_t, H_t)$. For that purpose, we will use the “alternative” setting and the complex $C_\star(\bar{L}, \varphi_t, J_t)$. We denote by $H_\star(\bar{L}, \varphi_t^{\alpha+dH_t}, J_t)$ its homology.

**Theorem 3.23.** For any two generic pairs $(H_t, J_t)$ and $(H'_t, J'_t)$, there exists an isomorphism

$$\Psi : H_\star(\bar{L}, \varphi_t^{\alpha+dH_t}, J_t) \longrightarrow H_\star(\bar{L}, \varphi_t^{\alpha+dH'_t}, J'_t).$$

**Proof.** As in the proof of 3.13, define a morphism of $\Lambda_u$-complexes

$$\Psi_* : C_\star(\bar{L}, \varphi_t^{\alpha+dH_t}, J_t) \longrightarrow C_\star(\bar{L}, \varphi_t^{\alpha+dH'_t}, J'_t)$$

associated to a family of functions $H_{s,t} : T^*M \to \mathbb{R}$ and a family of compatible almost complex structures $J_{s,t}$ continuous in $(s,t) \in \mathbb{R}^2$ and satisfying:

$$(H_{s,t}, J_{s,t}) = \begin{cases} (H_t, J_t) & \text{for } s < -R \\ (H'_t, J'_t) & \text{for } s > R. \end{cases}$$
Consider the space
\[ M_{H(x,t),J(x,t)}(L) = \left\{ v : \mathbb{R} \times [0, 1] \to T^* M \mid \frac{\partial v}{\partial s} + J_{s,t} \left( \frac{\partial v}{\partial t} - X_{s,t}^{a+dH_{s,t}} \right) \right\}. \]

An element \( v \) of this space converges to a zero \( x \) of the one-form \( \hat{\nu} \) when \( s \) goes to \( -\infty \) and to a zero \( y \) of the one-form \( \hat{\nu}' \) (which corresponds to the Hamiltonian \( H' \)) when \( s \) goes to \( +\infty \). As in Theorem 4.13, we have:
\[ M_{H(x,t),J(x,t)}(L) = \bigcup_{x,y} M_{H(x,t),J(x,t)}(x,y) \]
with
\[ M_{H(x,t),J(x,t)}(x,y) = \left\{ v : \mathbb{R} \times [0, 1] \to T^* M \mid \frac{\partial v}{\partial s} + J_{s,t} \left( \frac{\partial v}{\partial t} - X_{s,t}^{a+dH_{s,t}} \right) \right\}, \]
where \( x \) (respectively \( y \)) are the zeros of the one-form \( \hat{\nu} \) (respectively \( \hat{\nu}' \)).

We also have a transversality result for these spaces: for a generic choice of the pair \((H_{s,t},J_{s,t})\), the spaces \( M_{H(x,t),J(x,t)}(x,y) \) are manifolds of local dimension given by the Maslov index of a solution.

We also need a compactness result:

**Lemma 3.24.** For all \( A > 0 \), the zero-dimensional component of
\[ M_{H(x,t),J(x,t)}(x,y; A) = \{ v \in M_{H(x,t),J(x,t)}(x,y) \mid E(v) \leq A \} \]
is finite.

**Proof.** The proof is standard since no bubbling occurs in dimension 0 (see e.g. [Lemma 3.22]).

As before, we fix a lift \( \tilde{x} \) in \( T^* \tilde{M} \) for every zero \( x \) of the one-form \( \hat{\nu} \) and a lift \( \tilde{y} \) for every zero \( y \) of the one-form \( \hat{\nu}' \) (remember that the zeros of \( \hat{\nu} \) are flow trajectories beginning on \( L \) and ending on \( L \)). Consider for all \( g \) of \( \pi_1(M) \) and all zeros \( x \) and \( y \) of \( \hat{\nu} \) and \( \hat{\nu}' \) respectively, the space \( M_{g,s}(x,y) \subset M_{H(x,t),J(x,t)}(x,y) \) of solutions that can be lifted to \( T^* \tilde{M} \) in paths from \( \tilde{x}^g \) to \( \tilde{y} \). We show that:

**Proposition 3.25.** For any fixed index \( I \), let
\[ M_{g,s}^I(x,y) = M_{g,s}(x,y) \cap M_{H(x,t),J(x,t)}^I(x,y) \]
be the space of elements of index \( I \) in \( M_{g,s}(x,y) \). The energy of any element of \( M_{g,s}^I(x,y) \) is bounded from above by some positive constant \( A \), that is:
\[ M_{g,s}^I(x,y) \subset M_{H(x,t),J(x,t)}(x,y; A). \]
Corollary 3.26. The space $\mathcal{M}^{0}_{g,s}(x,y)$ is finite.

Proof of Proposition 3.25. Here again, we adapt the proof of [5] (see also [12]).
We do not have a primitive of $\hat{\nu}$ but it is possible to bound from above the difference of the energy of two solutions by a constant independent of the solutions.

Consider the norm defined by the compatible metric $\omega_M(\cdot, J(s,t)\cdot)$. The energy of a solution $v$ of $\mathcal{M}_{H(s,t), J(s,t)}(L)$ can be written:

$$E(v) = \int_{\mathbb{R} \times [0,1]} \left\| \frac{\partial v}{\partial s} \right\|^2 ds dt$$

$$= \int_{\mathbb{R} \times [0,1]} \omega_M \left( \frac{\partial v}{\partial s}, J_{s,t} \frac{\partial v}{\partial s} \right) ds dt$$

$$= \int_{\mathbb{R} \times [0,1]} \omega_M \left( \frac{\partial v}{\partial s}, \frac{\partial v}{\partial t} - X_{s,t}^\alpha + dH_{s,t} \right) ds dt$$

$$= \int_v \omega_M - \int_{[0,1]} (\alpha + dH_{s,t}) \left( \frac{\partial v}{\partial s} \right) ds dt.$$

Let $z_0 \in \Omega(L, L)$ and let $w$ be a fixed path in $\Omega(L, L)$ that joins $y$ to $z_0$. We consider $v : [-\infty, +\infty] \times [0,1]$ as a path in $\Omega(L, L)$ from $x$ to $y$ and we use the concatenation $v\#w$ of $v$ and $w$.

Figure 3.4: The path $v\#w$

Suppose that $w$ has been chosen in such a way that it can be lifted to a path joining $\tilde{y}$ and $\tilde{z}_0$.

We prove

$$\int_{v\#w} \tilde{\nu} - \int_w \tilde{\nu}' = -E(v) + \int_{\mathbb{R} \times [0,1]} \frac{\partial H}{\partial s}(s, t, v) dt ds + C_1$$

(10)

where

$$C_1 = \int_{[0,1]} H_t(z_0) - H'_t(z_0) dt$$

is independant of $v$. 

20
We have:
\[
\int_v \# w - \int_w \hat{v} = - \int_v \omega_M + \int_{\mathbb{R} \times [0,1]} (\alpha + dH_t) \left( \frac{\partial v}{\partial s} \right) dt ds \\
+ \int_{\mathbb{R} \times [0,1]} (\alpha + dH_t) \left( \frac{\partial w}{\partial s} \right) dt ds \\
+ \int_w \omega_M - \int_{\mathbb{R} \times [0,1]} (\alpha + dH'_t) \left( \frac{\partial w}{\partial s} \right) dt ds \\
= - \int_v \omega_M + \int_{\mathbb{R} \times [0,1]} \frac{\partial v}{\partial s} (H_t(v) + H_t(w) - H'_t(w)) dt ds \\
+ \int_{\mathbb{R} \times [0,1]} \alpha \left( \frac{\partial v}{\partial s} \right),
\]
with
\[
\int_{\mathbb{R} \times [0,1]} \frac{\partial}{\partial s} (H_t(v) + H_t(w) - H'_t(w)) dt ds = \\
= \int_{[0,1]} H'_t(y) - H_t(x) dt + \int_{[0,1]} H_t(z_0) - H'_t(z_0) dt \\
= \int_{\mathbb{R} \times [0,1]} \frac{\partial}{\partial s} H_{s,t}(v) dt ds + C_1 \\
= \int_{\mathbb{R} \times [0,1]} \frac{\partial v}{\partial s} dt ds + \int_{\mathbb{R} \times [0,1]} \frac{\partial H}{\partial s} (s, t, v) dt ds + C_1.
\]
Consequently
\[
\int_v \# w - \int_w \hat{v} = - \int_v \omega_M + \int_{\mathbb{R} \times [0,1]} (\alpha + dH_{s,t}) \left( \frac{\partial v}{\partial s} \right) dt ds \\
+ \int_{\mathbb{R} \times [0,1]} \frac{\partial H}{\partial s} (s, t, v) dt ds + C_1 \\
\int_v \# w - \int_w \hat{v} = - E(v) + \int_{\mathbb{R} \times [0,1]} \frac{\partial H}{\partial s} (s, t, v) dt ds + C_1. \tag{11}
\]
Now, let \( v_1 \) and \( v_2 \) be two elements of \( \mathcal{M}_{g,s}(x, y) \). From (11), we have:
\[
E(v_1) - E(v_2) = - \int v_1 \# w - \int v_2 \# w \\
+ \int_{\mathbb{R} \times [0,1]} \frac{\partial H}{\partial s} (s, t, v_1) dt ds - \int_{\mathbb{R} \times [0,1]} \frac{\partial H}{\partial s} (s, t, v_2) dt ds.
\]
As
\[
\frac{\partial H}{\partial s} : \mathbb{R} \times T^*M \to \mathbb{R}
\]
has compact support, there exists a constant \( C_2 \geq 0 \) that does not depend on the \( v_i \) (\( i = 1, 2 \)) such that
\[
\int_{\mathbb{R} \times [0,1]} \frac{\partial H}{\partial s} (s, t, v_1) dt ds - \int_{\mathbb{R} \times [0,1]} \frac{\partial H}{\partial s} (s, t, v_2) dt ds \leq C_2.
\]
Moreover, if $\gamma$ is a loop (based in $x$) of $\mathcal{M}(L, L)$ obtained by concatenation of the paths $\nu_2 \# w$ and $\nu_1 \# w$, then by the monotonicity condition (and Formula (6))

$$-\int_{\nu_1 \# w} \nu + \int_{\nu_2 \# w} \nu = \int \nu = k_L (\mu_L (\gamma_0) - \mu_L (\gamma_1)) + u (\gamma_0)$$

with $\mu_L (\gamma_0) - \mu_L (\gamma_1) = \mu (v_2) - \mu (v_1) = 0$.

The paths $\nu_1$ and $\nu_2$ belong to $\mathcal{M}_{g,s}(x, y)$, so that $\gamma$ can be lifted to a path from $\tilde{x}^0$ to $\tilde{x}^0$. The path $\gamma_0$ is then homotopic to the constant path and we obtain the inequality:

$$E(v_1) - E(v_2) \leq C_2.$$

This proves that if we fix an element $v_0$ in $\mathcal{M}_{g,s}(x, y)$, then for all $v$ in $\mathcal{M}_{g,s}(x, y)$, $E(v) \leq E(v_0) + K$ and consequently $\mathcal{M}_{g,s}(x, y)$ is contained in $\mathcal{M}_{H^{(s, t)}, J^{(s, t)}}(x, y; A)$ for some positive constant $A$. This proves Proposition 3.25.

\[\square\]

The space $\mathcal{M}^0_{g,s}(x, y)$ is thus finite and we can define the morphism of complexes

$$\Psi_* : C_*(\tilde{L}, \varphi^\alpha_t + dH_t', J_t) \longrightarrow C_*(\tilde{L}, \varphi^\alpha_t + dH_t', J'_t)$$

by

$$\Psi_*(x) = \sum_{g \in \pi_1(L), y} m_g(x, y)gy$$

where $m_g(x, y)$ is the cardinality of $\mathcal{M}^0_{g,s}(x, y)$ modulo 2.

In order to check that the coefficients belong to $\Lambda$, we use the computations in the proof of 3.25 but this time with $v_1$ in $\mathcal{M}_{g_1,s}(x, y)$ and $v_2$ in $\mathcal{M}_{g_2,s}(x, y)$ for two elements $g_1$ and $g_2$ of $\pi_1(L)$. The loop $\gamma$ can then be lifted to a path from $\tilde{x}^0$ to $\tilde{x}^0$ so that $u(\gamma_0) = u(g_2^{-1}g_1) = -u(g_2) + u(g_1)$ and

$$E(v_1) - E(v_2) \leq u(g_1) - u(g_2) + C_2.$$

If $v_0$ is a fixed element of $\mathcal{M}_{g_0,s}(x, y)$, we have for all $v$ of $\mathcal{M}_{g,s}(x, y)$ with $u(g) < C$,

$$E(v) \leq E(v_0) + C - u(g_0) + C_2,$$

and this implies that $\bigcup_{u(g) < C} \mathcal{M}^0_{g,s}(x, y)$ is contained in $\mathcal{M}^0_{H^{(s, t)}, J^{(s, t)}}(x, y; A)$ for some positive constant $A$, so that this union is finite.

We use the usual methods of Floer theory to finish the proof of the theorem:

- The fact that $\Psi_*$ commutes with the differentials comes from the study of the compactification with the help of broken trajectories of the 1-dimensionnal component of $\mathcal{M}_{H^{(s, t)}, J^{(s, t)}}(x, y)$.

- The map $\Psi_*$ induces an isomorphism in homology: to prove this, it is enough to consider the morphism defined analogously between

$$C_*(\tilde{L}, \varphi^\alpha_t + dH_t', J_t)$$

and $C_*(\tilde{L}, \varphi^\alpha_t + dH_t', J'_t)$.
and to show that the composition of these morphisms are homotopic to the identity.

**Notation 3.27.** By Theorem 3.23, the homology of the complex \( C_\ast(\bar{L}, \phi_t, J_t) \) only depends on the flux \( u \) of the symplectic isotopy \((\phi_t)\). Hence we will denote its homology by \( FH(\bar{L}, u) \) in the following.

### 3.7 Floer-Novikov complex over \( \Lambda_{f_\ast u} \)

Thanks to Lemmata 3.20, 3.21 and 3.19, one can apply [5, Proposition 3.25] and define a \( \Lambda_{f_\ast u} \)-complex \( C_\ast(\bar{L}, \phi_t, J_t) \) spanned by the intersection points of \( L \) and \( \phi_1(L) \) such that \( f_\ast : \pi_1(L) \to \pi_1(M) \) induces a morphism from \( C_\ast(\bar{L}, \phi_t, J_t) \) to \( C_\ast(\bar{L}, \phi_t, J_t) \) via the ring morphism \( f : \Lambda_{f_\ast u} \to \Lambda_u \).

The differential of this complex is defined for \( x \) in \( L_0 \cap L_1 \) by

\[
\partial x = \sum_{y \in L_0 \cap L_1} [x, y] \sim y,
\]

with

\[
[x, y] \sim = \sum_{h \in \pi_1(L)} \#_2 \tilde{L}_h(x, y) h,
\]

where for any \( h \in \pi_1(L) \), \( \#_2 \tilde{L}_h(x, y) \) is the set of paths in \( L \) from \( x \) to \( y \) which lift to the universal covering \( \tilde{L} \) of \( L \) to paths from \( \tilde{x} \) to \( \tilde{y} \). One can prove as in Section 3.6 that the homology of this complex does not depend on the generic choice of the pair \((J_t, H_t)\). We will denote this homology \( FH(L, u) \).

### 4 Floer homology and Novikov theory

In this section, we prove Theorem 1.4 of the introduction. We deduce this theorem from an analogous result which relates \( FH(\bar{L}, u) \) and the Novikov homology \( H(\bar{L}, f^\ast u) \) of \( L \) associated to \( f^\ast u \) and the covering \( \bar{L} \to L \) (defined in Lemma 3.7) as the pull-back of the covering \( T^\ast M \to T^\ast M \), see also Remark 2.4.

#### 4.1 Relation between \( FH(\bar{L}, u) \) and \( H(\bar{L}, f^\ast u) \)

We first prove that the Floer-Novikov homology \( FH(\bar{L}, u) \) is invariant by small rescaling of \( u \):

**Proposition 4.1.** Let \( u \) be an element of \( H^1(M) \).
Assume that the Lagrangian submanifold \( L \) is monotone on the loops with Maslov number \( N_L \geq 2 \).

Then there exists \( \varepsilon > 0 \) such that for every real number \( \sigma \) satisfying \( |\sigma| < \varepsilon \),

\[
FH(\bar{L}, (1 + \sigma)u) \simeq FH(\bar{L}, u).
\]

**Proof.** In the exact case, Damian uses the symplectic isotopy of \( T^\ast L \) spanned by a 1-form in the class of \( f^\ast u \). Thanks to the exactness of \( L \), he extends it to \( T^\ast M \), so that the zeros of the associated one-form are constant paths. This is particularly useful for the choice of a one-form representing \( u \) in the definition of \( FH(\bar{L}, (1 + \sigma)u) \).
In the monotone case, we cannot use this result on the extension of symplectic isotopies of $T^*L$ to $T^*M$. But, what we actually need for the proof (see [8] and also [12]) is a symplectic isotopy with the property that the projection of the flow trajectories on the base space $M$ (and in particular the projection of the zeros of the one-form $\hat{\nu}$ associated to this isotopy) lie in “small” balls.

More precisely, let $\alpha$ be a closed one-form in the class of $u$ and $J$ be a fixed compatible almost complex structure. Assume that this almost complex structure induces a complete metric $g_J$ on $T^*M$.

**Lemma 4.2.** There exists a constant $c_1 > 0$ such that, for every $\delta > 0$, there exists a Hamiltonian $H : [0, 1] \times T^*M \to \mathbb{R}$ with compact support and a family of almost complex structures $(J_t)$ satisfying $\|H_t\|_e < \delta$ and $\|J_t - J\| < \delta$ such that:

(i) the pair $(\alpha + dH_t, J_t)$ satisfies the transversality assumption;

(ii) the canonical projection $\pi$ of $T^*M$ maps a zero $x$ of the one-form $\hat{\nu}$ associated to the symplectic isotopy spanned by $\alpha + dH_t$ into a ball in $M$ centered in $\pi(x(0))$ with radius $c_1\delta$.

The norm $\| \cdot \|_e$ is the usual norm on the Hamiltonians used in transversality results (see [7], [12]):

$$\|h\|_e = \sum_{k=0}^{\infty} \epsilon_k \|h\|_{C^k([0,1] \times T^*M)}$$

where $\epsilon_k > 0$ is a sufficiently rapidly decreasing sequence.

**Proof.** The symplectic isotopy $\phi^0_t$ of $T^*M$ spanned by the symplectic dual $X^\alpha$ of $\alpha$ can be written:

$$\phi^0_t(p, q) = (p + t\alpha, q).$$

Note that the trajectory $\phi^0_t(p_0, q_0)$ of $X^\alpha$ in $T^*M$ with initial condition the point $(p_0, q_0)$ lies in the fiber of $q_0 \in M$.

Note also that $\phi^0_t$ does not necessarily satisfy the transversality assumption between $L$ and $\phi^0_t(L)$ so that it may not be possible to use this isotopy for the description of $HF(L, u)$.

Nevertheless, by the transversality theorem (Theorem 3.15) and Remark 3.16, for every $\delta > 0$, there exists a Hamiltonian $H : [0, 1] \times T^*M \to \mathbb{R}$ with compact support and a family of almost complex structures $(J_t)$ satisfying $\|H_t\|_e < \delta$ and $\|J_t - J\| < \delta$ and such that the pair $(\alpha + dH_t, J_t)$ satisfies the transversality assumption.

Let $\zeta(t)$ be the trajectory of $X^\alpha + dH_t$ with initial condition the point $(p_0, q_0)$ of $T^*M$. Denote by $q(t)$ its image in $M$ by the canonical projection $\pi : T^*M \to M$ of the cotangent bundle. We have:

$$\frac{dq(t)}{dt} = T_{\zeta(t)}\pi \left( \frac{d}{dt} \zeta(t) \right) = T_{\zeta(t)}\pi \left( X^\alpha(\zeta(t)) + X^{dH_t}(\zeta(t)) \right).$$

Since the isotopy $\phi^0_t$ spanned by $X^\alpha$ satisfies: $\pi(\phi^0_t)(p, q) = q$,

$$T_{\zeta(t)}\pi \left( X^\alpha(\zeta(t)) \right) = 0,$$
so that:
\[
\frac{d}{dt} q = T_{\zeta(t)} \pi \left( X^{dH_t}(\zeta(t)) \right).
\]
Moreover, for all \( z \in T^*M \), we have:
\[
\|X^{dH_t}(z)\|_2^2 = \left\| d_z H_t \right\| \left( -J(z) X^{dH_t}(z) \right) \leq \| d_z H_t \| \| J(z) X^{dH_t}(z) \| = \| d_z H_t \| \| X^{dH_t}(z) \|
\]
for the norm associated to the scalar product \( g_J \). Hence,
\[
\|X^{dH_t}(z)\| \leq \| d_z H_t \| \leq \frac{\delta}{\epsilon_1}
\]
(where \( \epsilon_1 \) is the first term of the sequence defining the norm \( \| \cdot \|_c \)).

Notice that \( \| T_{\zeta(t)} \pi \| \) is bounded on \( T^*M \): it is bounded on each trivialising open set for the cotangent bundle \( T^*M \to M \); the base space \( M \) being compact, it is bounded on the whole \( T^*M \). Thus, there exists a constant \( c_1 \) (which does not depend on \( H \)) such that,
\[
\left\| \frac{d}{dt} q_0 \right\| \leq \| T_{\zeta(t)} \pi \| \| X^{dH_t}(\zeta(t)) \| \leq c_1 \delta,
\]
and consequently, for all \( \tau \in [0, 1] \), we have:
\[
d(q(\tau), q_0) \leq \int_0^\tau \left\| \frac{d}{dt} q \right\| \leq \tau c_1 \delta.
\]
This means that, on \([0, 1]\), the trajectories of \( X^{\alpha + dH_t} \) lie in the fibers of the points of \( M \) which belong to the ball of radius \( c_1 \delta \) centered in the projection of the initial condition (see figure 4.1).

![Figure 4.1: the trajectory \( \zeta \)](image)

This is in particular true for the zeros \( x_i \) of the one-form \( \hat{\nu} \).
Let $V_i$ be a neighbourhood of each trajectory $x_i$ such that the projection of $V_i$ is contained in $B(\pi(x_i(0)), c_1 \delta)$. Denote $V$ the union of the $V_i$.

**Lemma 4.3.** There exists $c_2 > 0$ such that for all $z \in \Omega(L, L)$ whose image is not contained in $V$,

$$\|z'(t) - X^{\alpha + dH_t}(z(t))\|_{\mathcal{L}^2} \geq c_2.$$ 

**Proof.** The proof is analogous to [5, Lemma 4.4]. Assume the contrary: there exists a sequence $(z_n) \in \Omega(L, L)$ of paths whose images are not contained in $V$ such that

$$\lim_{n \to +\infty} \|z_n'(t) - X^{\alpha + dH_t}(z_n(t))\|_{\mathcal{L}^2} = 0$$

One has then to prove that this sequence admits a subsequence converging to a zero of $\hat{\nu}$. This contradicts the fact that the images of the $z_n$’s are not contained in $V$.

We can now choose $\delta > 0$ small enough so that there exists a closed one-form $\eta \in \mathcal{L}$ such that $\eta = 0$ on $\bigcup_i B(\pi(x_i(0)), c_1 \delta)$.

We also fix $\varepsilon > 0$ such that $\varepsilon \|\eta\| < c_2/3$. In particular, the one-form (still denoted $\eta$) lifted to $T^*M$ is zero on $V$, a property that we need in the computations (see Proposition 4.4, and also [1, 12]).

Choose a real number $\sigma < \varepsilon$ and consider the isotopy $\varphi_t^{\alpha + \sigma \eta + dH_t}$ spanned by $X^{\alpha + \sigma \eta + dH_t}$. The constant $\varepsilon$ is chosen small enough so that $\varphi_t^{\alpha + \sigma \eta + dH_t}(L)$ is transverse to $L$.

Applying the transversality theorem 3.15 to $\alpha + \sigma \eta + dH_t$, we deduce the existence of a compatible almost complex structure $J'_t$ such that $\|J'_t - J\| < \delta$ and such that the pair $(\alpha + \sigma \eta + dH_t, J'_t)$ satisfies the transversality assumption.

Since $\Lambda_u = \Lambda_{\tau u}$ for all $\tau > 0$, we can define the $\Lambda_u$-complexes

$$C_*(\bar{L}, \varphi_t^{\alpha + \sigma \eta + dH_t}, J_t)$$

and $C_*(\bar{L}, \varphi_t^{\alpha + \sigma \eta + dH_t}, J'_t)$. Let us prove that the homologies of these complexes are isomorphic. This will achieve the proof of Proposition 4.4.

As in Section 3.6, we define a morphism of complexes associated to a homotopy between the pairs $(\alpha + dH_t, J_t)$ and $(\alpha + dH_t + \sigma \eta, J'_t)$. Let $\chi$ be a monotone increasing function on $\mathbb{R}$ that vanishes for $s \leq -R$ and is equal to 1 for $s \geq R$. Let $J_{s,t}$ be a homotopy of compatible almost complex structures such that $J_{s,t} = J_t$ for $s \leq -R$, $J_{s,t} = J'_t$ for $s \geq R$ and $\|J_{s,t} - J\| < \delta$. The homotopy is defined as:

$$(\alpha + \chi(s) \sigma \eta + dH_t, J_{s,t}).$$

Consider the space of solutions

$$v : \mathbb{R} \times [0, 1] \to T^*M$$
of finite energy $E(v)$ (for the norm defined defined by $g_J$) of the partial differential equation:

$$
\frac{\partial v}{\partial s} + J_{s,t} \left( \frac{\partial v}{\partial t} - X_{s,t}^{\alpha + \chi} + \eta dH_{s,t}(v) \right) = 0
$$

(12)

such that $v(s,i) \in L$ for $i = 0, 1$.

These solutions converge to an orbit of $X^{\alpha + dH_t}$ (respectively of $X^{\alpha + \chi + \eta dH_t}$) when $s$ goes to $-\infty$ (respectively $+\infty$).

We define as in the previous sections the spaces $\mathcal{M}_{\chi,J,s,t}(x,y)$ of solutions between two orbits $x$ and $y$. By transversality, these spaces are manifolds the local dimension of which is given by the Maslov class.

Let $\mathcal{M}_{g,s}(x,y) \subset \mathcal{M}_{\chi,J,s,t}(x,y)$ be the space of solutions that can be lifted to $T^*\tilde{M}$ in paths from $\tilde{x}$ to $\tilde{y}$ (for fixed lifts $\tilde{x}$ and $\tilde{y}$). In the following, we prove that the zero-dimensional component of $\mathcal{M}_{g,s}(x,y)$ is compact, so that we can define a morphism

$$
\Gamma_\star : C_\star(\tilde{L},\phi^{\alpha + \chi + dH_t} + J_t) \to C_\star(\tilde{L},\phi^{\alpha + \chi + \eta dH_t} + J_t'),
$$

by

$$
\Gamma_\star(x) = \sum_{g \in \pi_1(M), y} m_g(x,y)g y
$$

where $m_g(x,y)$ is the cardinality (modulo 2) of the space $\mathcal{M}_{g,s}(x,y)$.

We prove now the compactness of $\mathcal{M}_{g,s}(x,y)$ and we check that

$$
\sum_{g \in \pi_1(M), y} m_g(x,y)g \in \Lambda_u.
$$

**Proposition 4.4.** For any fixed index $I$, the energy of any element of $\mathcal{M}_{g,s}^I(x,y)$ is bounded from above by some positive constant $A$.

**Proof.** Let $v_1$ and $v_2$ be two elements of $\mathcal{M}_{g,s}(x,y)$ with the same Maslov index $I$. If $\gamma : [0, 1] \to T^*M$ is the concatenation of $v_2$ and $\overline{v_1}$, then $\gamma$ is, after reparametrization in the $s$ variable, a loop $\Omega(L,L)$ based at $x$.

We have:

$$
\int \hat{\nu} \left( \frac{\partial \gamma}{\partial s} \right) ds = -\int_{-\infty}^{+\infty} \int_0^1 \left( \frac{\partial v_1}{\partial s} J \left( \frac{\partial v_1}{\partial t} - X^{\alpha + dH_t}(v_1) \right) \right) dt ds + \int_{-\infty}^{+\infty} \int_0^1 \left( \frac{\partial v_2}{\partial s} J \left( \frac{\partial v_2}{\partial t} - X^{\alpha + \eta dH_t}(v_2) \right) \right) dt ds.
$$

We prove that:

1) for any $s \in \mathbb{R}$,

$$
\int_0^1 \left( \frac{\partial v_1}{\partial s} J \left( \frac{\partial v_1}{\partial t} - X^{\alpha + dH_t}(v_1) \right) \right) dt \geq \frac{1}{3} \left\| \frac{\partial v_1}{\partial s} \right\|^2_{L^2};
$$

(13)

2) for any $s \in \mathbb{R}$,

$$
\int_0^1 \left( \frac{\partial v_2}{\partial s} J \left( \frac{\partial v_2}{\partial t} - X^{\alpha + \eta dH_t}(v_2) \right) \right) dt \leq \frac{5}{3} \left\| \frac{\partial v_2}{\partial s} \right\|^2_{L^2}.
$$

(14)
Using 1) and 2), we will deduce that
\[
\frac{1}{3} E(v_1) \leq u(\gamma_0) + \frac{5}{3} E(v_2)
\]  
(15)
and use this inequality to achieve the proof of Proposition 4.4.

Proof of 1): If \( v \) is an element of \( M_{g,s}(x,y) \), we have:
\[
\int_0^1 \left< \frac{\partial v}{\partial s}, J \left( \frac{\partial v}{\partial t} - X^{\alpha+dH_t}(v) \right) \right> dt = 
\]
\[
= \int_0^1 \left< \frac{\partial v}{\partial s}, J \left( J_{s,t}\frac{\partial v}{\partial s} + X^{\alpha+\chi(s)\sigma \eta+dH_t}(v) - X^{\alpha+dH_t}(v) \right) \right> dt 
\]
\[
= \int_0^1 \left< \frac{\partial v}{\partial s}, J_{s,t}\frac{\partial v}{\partial s} \right> dt + \int_0^1 \left< \frac{\partial v}{\partial s}, J\chi(s)\sigma \eta(v) \right> dt 
\]
\[
= -\int_0^1 \left< J\frac{\partial v}{\partial s}, J_{s,t}\frac{\partial v}{\partial s} \right> dt - \int_0^1 \omega_M \left( \frac{\partial v}{\partial s}, X\chi(s)\sigma \eta(v) \right) dt 
\]
\[
= -\int_0^1 \left< J\frac{\partial v}{\partial s}, J_{s,t}\frac{\partial v}{\partial s} \right> dt + \int_0^1 \left< J\frac{\partial v}{\partial s}, (J_{s,t} - J)\frac{\partial v}{\partial s} \right> dt 
\]
\[
- \int_0^1 \chi(s)\sigma \eta \left( \frac{\partial v}{\partial s} \right) dt. 
\]  
(16)

• Assume firstly that \( v(s,\cdot) \) takes values in \( V \). Since \( \eta \) vanishes on this neighbourhood of the zeros, we have:
\[
\int_0^1 \left< \frac{\partial v}{\partial s}, J \left( \frac{\partial v}{\partial t} - X^{\alpha+dH_t}(v) \right) \right> dt = 
\]
\[
= -\int_0^1 \left< \frac{\partial v}{\partial s}, \frac{\partial v}{\partial t} \right> dt + \int_0^1 \left< J\frac{\partial v}{\partial s}, (J_{s,t} - J)\frac{\partial v}{\partial s} \right> dt 
\]
\[
\leq -\int_0^1 \left< \frac{\partial v}{\partial s}, \frac{\partial v}{\partial s} \right> dt + \delta \int_0^1 \left< \frac{\partial v}{\partial s}, \frac{\partial v}{\partial s} \right> dt 
\]
\[
\leq -(1 - \delta) \int_0^1 \left< \frac{\partial v}{\partial s}, \frac{\partial v}{\partial s} \right> dt. 
\]  
We can assume that \( \delta < 2/3 \), so that:
\[
\int_0^1 \left< \frac{\partial v}{\partial s}, J \left( \frac{\partial v}{\partial t} - X^{\alpha+dH_t}(v) \right) \right> dt \leq -\frac{1}{3} \int_0^1 \left< \frac{\partial v}{\partial s}, \frac{\partial v}{\partial s} \right> dt. 
\]  

• If \( v(s,\cdot) \) does not take its values in \( V \), by the same argument as in 1) and using Lemma 4.3, we also have in this case that:
\[
\int_0^1 \left< \frac{\partial v}{\partial s}, J \left( \frac{\partial v}{\partial t} - X^{\alpha+dH_t}(v) \right) \right> dt \leq -\frac{1}{3} \left< \frac{\partial v}{\partial s}, \frac{\partial v}{\partial s} \right>_{L^2}, 
\]  
if we choose \( \delta \) small enough.
Applying this to \( v_1 \) we get 13 and integrating in the \( s \) variable:

\[
\frac{1}{3} E(v_1) \leq - \int_{-\infty}^{+\infty} \int_0^1 \left\langle \frac{\partial v_1}{\partial s}, J \left( \frac{\partial v_1}{\partial t} - X^{\alpha + dH_t}(v_1) \right) \right\rangle \, dt \, ds.
\]

Proof of 2): We use the relation (16):

\[
- \int_0^1 \left\langle \frac{\partial v_2}{\partial s}, J \left( \frac{\partial v_2}{\partial t} - X^{\alpha + dH_t}(v_2) \right) \right\rangle \, dt = \int_0^1 \left\| \frac{\partial v_2}{\partial s} \right\|^2 \, dt + \int_0^1 \left\langle J \frac{\partial v_2}{\partial s}, (J - J_{s,t}) \frac{\partial v_2}{\partial s} \right\rangle \, dt
\]

\[
+ \int_0^1 \chi(s)\sigma(-\eta) \left( \frac{\partial v_2}{\partial s} \right) \, dt.
\]

We distinguish again the two cases:

- either \( v_2(s, \cdot) \) takes its values in \( V \), so that we have:

\[
- \int_0^1 \left\langle \frac{\partial v_2}{\partial s}, J \left( \frac{\partial v_2}{\partial t} - X^{\alpha + dH_t}(v_2) \right) \right\rangle \, dt \leq (1 + \delta) \left\| \frac{\partial v_2}{\partial s} \right\|^2_{L^2},
\]

- or \( v_2(s, \cdot) \) does not take all its values in \( V \) and we use Lemma 4.3. Firstly, we have:

\[
- \int_0^1 \left\langle \frac{\partial v_2}{\partial s}, J \left( \frac{\partial v_2}{\partial t} - X^{\alpha + dH_t}(v_2) \right) \right\rangle \, dt \leq (1 + \delta) \left\| \frac{\partial v_2}{\partial s} \right\|^2_{L^2} + \frac{c_2}{3} \left\| \frac{\partial v_2}{\partial s} \right\|_{L^2}.
\]

By a consequence of Lemma 4.3 (see [3]):

\[
\frac{c_3}{3} \left\| \frac{\partial v_2}{\partial s} \right\|_{L^2} \leq \left( \frac{2}{3} - \delta \right) \left\| \frac{\partial v_2}{\partial s} \right\|^2_{L^2}.
\]

In both cases, we have (14) and by integration:

\[
- \int_{-\infty}^{+\infty} \int_0^1 \left\langle \frac{\partial v_2}{\partial s}, J \left( \frac{\partial v_2}{\partial t} - X^{\alpha + dH_t}(v_2) \right) \right\rangle \, dt \, ds \leq \frac{5}{3} E(v_2).
\]

To prove (15), we use that

\[
\int_{-\infty}^{+\infty} \tilde{v} \left( \frac{\partial}{\partial \sigma} \right)
\]

is the value of the one-form \( \tilde{v} \) on the loop \( \gamma \) based in \( x \). Thanks to (6), this term is equal to \( u(\gamma_0) \) if the two solutions have the same Maslov class.

By assumption, \( v_1 \) and \( v_2 \) can be lifted to paths between \( \tilde{x}^y \) and \( \tilde{y} \), the loop \( \gamma_0 \) is homotopic to the constant loop based in \( x \).

We thus have, fixing an element \( v_0 \) in \( \mathcal{M}^I_{g,s}(x, y) \), for all \( v \) of \( \mathcal{M}^I_{g,s}(x, y) \),

\[
E(v) \leq 5 E(v_0).
\]

To end the proof of Proposition 4.4, we choose \( A = 5 E(v_0) \).
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Looking at the proof of Proposition 4.4, we see that the sum

\[ \sum_{g \in \pi_1(M)} m_g(x, y)g \in \Lambda_u. \]

Indeed, if \( v_1 \) can be now lifted as a path from \( \tilde{x} \) to \( \tilde{y} \) and \( v_2 \) as a path from \( \tilde{x} \) to \( \tilde{y} \), we have \( u(\gamma_0) = u(g_1) - u(g_2) \), so that (13) becomes:

\[ \frac{1}{3} E(v_1) \leq u(g_1) - u(g_2) + \frac{5}{3} E(v_2). \]

This implies that if \( v_0 \) is a fixed element of \( M_{g_0,s}(x, y) \), we have then for all \( v \) of \( M_{g,s}(x, y) \) with \( u(g) < C \),

\[ E(v) \leq 3(C - u(g_0)) + 5E(v_0) \]

and this prove that

\[ \bigcup_{u(g) < C} M^0_{g,s}(x, y) \subset M_{g,s}(x, y; A) \]

for the positive constant \( A = 3(C - u(g_0)) + 5E(v_0) \).

The map \( \Gamma_* \) is a morphism of complexes. This is a consequence of the compactification of the one-dimensional component of \( M_{g,s}(x, y) \) by broken trajectories \((v^1, v^2)\), where

- one of the \( v^i \)'s satisfies (12);
- the other is solution of the Floer equation corresponding to \((\alpha + dH, J_t)\) or \((\alpha + dH + \sigma \eta, J'_t)\).

As in Theorem 3.23, we use the usual methods of Floer theory to prove that the morphism of complexes \( \Gamma_* \) that induces an isomorphism in homology.

Now, we prove that, with an additional assumption on the Maslov number of \( L \), for \( \sigma \) small enough, \( FH(\tilde{L}, \sigma u) \) is the Novikov homology of \( L \) associated to \( f^*u \) and the covering \( \tilde{L} \to L \).

**Proposition 4.5.** Let \( u \) be an element of \( H^1(M) \). Assume that the Lagrangian submanifold \( L \) is monotone on the loops and that its Maslov number \( N_L \) satisfies

\[ N_L \geq \dim(M) + 2. \]

Then there exists \( \varepsilon > 0 \) (depending on \( u \)) such that for all real number \( \sigma \) satisfying \( |\sigma| < \varepsilon \),

\[ FH(\tilde{L}, \sigma u) \simeq H(\tilde{L}, f^*u). \]

**Proof.** We begin (as in [3]) by substituting in the proof of Proposition 4.4 the one-form \( \alpha \in u \) by an exact one-form \( dg \) where \( g : M \to \mathbb{R} \). For \( \sigma \) small enough, we obtain a morphism of \( \Lambda_u \)-complexes:

\[ \Gamma^0_* : C_*(\tilde{L}, \varphi_t^{dg + dH_t}, J_t) \longrightarrow C_*(\tilde{L}, \varphi_t^{dg + \sigma \eta + dH_t}, J'_t) \]
which induces an isomorphism in homology. The first complex is a \( \Lambda \)-complex whose coefficients have been extended to \( \Lambda_u \). There is a natural isomorphism

\[
C_*((\bar{L}, \varphi_1^{dg + dH_1}, J_t)) \simeq \Lambda_u \otimes \Lambda C_*((\bar{L}, \varphi_1^{dg + dH_1}, J_t)).
\]

By Hamiltonian invariance, we know that the homotopy type of the complex 
\( C_*((\bar{L}, \varphi_1^{dg + dH_1}, J_t)) \) does not depend on a regular choice of the pair \( (H_0^t, J_0^t) \).

In order to define an isomorphism between \( FH(\bar{L}, \sigma u) \) and \( H_*(\bar{L}, u) \), we use an other choice of Hamiltonian. For that purpose, in the monotone case, we need to adapt a construction of Oh \([18]\). We consider a local Floer homology, namely the Floer homology in a Darboux neighbourhood \( \mathcal{U} \) of \( L \) in \( T^*M \). Considering \( \mathcal{U} \) as the neighbourhood of the zero section in \( T^*L \), we can define the Hamiltonian \( H = h \circ \pi_L \) on \( \mathcal{U} \), where \( h \) is a Morse function on \( L \) and \( \pi_L : T^*L \to L \) is the canonical projection of the cotangent.

If \( h \) is small enough (in the \( C^2 \)-topology) and if its gradient for a metric on \( L \) is Morse-Smale, the local Floer complex is spanned by the intersection points of \( L \) and its displacement \( L + dh \) and we have a bijection between the \( J \)-holomorphic strips of the Floer homology and the trajectories of the gradient of \( h \) which define the Morse differential.

To go back to \( T^*M \), it is then enough to extend the Hamiltonian \( H \) to \( T^*M \) (setting \( H = 0 \) outside a neighbourhood containing \( \mathcal{U} \)). Oh has proved that under the assumption that \( L \) is monotone (on the disks) in \( T^*M \) and \( N_L \geq \dim(M) + 2 \), a Floer trajectory in \( T^*M \) stays in the Darboux neighbourhood and hence the trajectories that define the “global” Floer differential are those that were already counted in the local differential.

The end of the proof is similar to \([5]\). The Novikov ring which defines the Novikov homology associated to \( f^*u \) and the covering \( \bar{L} \to L \) is \( \Lambda_u \), so that the Morse complex above is exactly \( C_*(\bar{L} \to L, h, \xi) \). The \( \Lambda_u \)-complexes

\[
\Lambda_u \otimes \Lambda C_*((L, \varphi_1^{dg + dH_1}, J_t)) \text{ and } \Lambda_u \otimes \Lambda C_*((\bar{L} \to L, h, \xi))
\]

are homotopy equivalent, so that the homologies

\[
FH(\bar{L}, \sigma u) \simeq H_*(\bar{L}, u)
\]

are isomorphic.

Propositions \([4.4] \) and \([4.5] \) imply that the set

\[
\{ \sigma \in [0; +\infty[ \mid FH(\bar{L}, u) \simeq H_*(\bar{L}, f^*u) \}
\]

is nonempty, open and closed, hence equal to \( [0; +\infty[ \) so that we have proved the following theorem:

**Theorem 4.6.** Let \( u \) be an element of \( H^1(M) \).

Assume that the Lagrangian submanifold \( L \) is monotone on the loops and its Maslov number \( N_L \) satisfies

\[
N_L \geq \dim(M) + 2.
\]

Then the Floer homology \( FH(\bar{L}, u) \) is isomorphic to the Novikov homology \( H(\bar{L}, f^*u) \).
If we only assume that \( N_L \geq 2 \), we do not necessarily have an isomorphism between the Floer homology and the Novikov homology of \( L \). This is also the case in usual Floer theory, but we have the spectral sequence described by Biran in [3] to relate it to the singular homology of the Lagrangian submanifold. We can also define in the monotone case a spectral sequence whose first page is the Novikov homology of \( L \) and that converges to the Floer-Novikov homology. The following theorem gives a precise description of this spectral sequence.

Let \( A \) be the \( \Lambda_u \)-module \( A = \Lambda_u \langle T, T^{-1} \rangle \) of Laurent polynomials with coefficients in \( \Lambda_u \). Let \( \tau : A \to A \) be the multiplication by \( T \). We define the degree of \( T \) to be \( N_L \). Then

\[
\bar{A} = \bigoplus_{i \in \mathbb{Z}} \bar{A}^i,
\]

where \( \bar{A}^i = \Lambda_u T^{i/N_L} \) if \( i \equiv 0 \mod N_L \) and \( \bar{A}^i = \{0\} \) otherwise.

\[\textbf{Theorem 4.7.} \text{ There exists a spectral sequence } \{E^{p,q}_{\ell}, d_{\ell}\} \text{ satisfying the following properties:}\]

1. \( E^{p,q}_{0} = C_{p+q-N_L}(\bar{L}, f^*u) \otimes \bar{A}^{pN_L} \) and \( d_0 = \partial_0 \otimes 1 \);
2. \( E^{p,q}_{1} = H_{p+q-N_L}(\bar{L}, f^*u) \otimes A^{pN_L} \) and \( d_1 = [\partial_1] \otimes \tau \) where

\[ [\partial_1] : H_{p+q-N_L}(\bar{L}, f^*u) \longrightarrow H_{p+1+q-(p+1)N_L}(\bar{L}, f^*u) \]

is induced by \( \partial_1 \);
3. For all \( r \geq 1 \), \( E^{p,q}_{r} \) can be written \( E^{p,q}_{r} = V^p_q = V^p_q \otimes A^{pN_L} \) with \( d_r = \delta_r \otimes \tau_r \), \( V^p_q \) are modules on \( \Lambda_u \), \( \delta_r : V^p_q \rightarrow V^{p+r,q-r+1} \) are morphisms and satisfy \( \delta_r \circ \delta_r = 0 \). Moreover,

\[
V^p_{r+1} = \frac{\ker(\delta_r : V^p_q \rightarrow V^{p+r,q-r+1}_r)}{\mathrm{Im}(\delta_r : V^{p-r,q+r-1}_r \rightarrow V^p_q)}.
\]

4. \( \{E^{p,q}_{\ell}, d_{\ell}\} \) collapses at page \( \kappa + 1 \), where \( \kappa = \frac{\dim(L) + 1}{N_L} \) and the spectral sequence converges to \( FH(\bar{L}, u) \), i.e.

\[
\bigoplus_{p+q=\ell} E^{p,q}_{\infty} \cong FH^{\ell(\mod N_L)}(\bar{L}, u).
\]

5. For all \( p \in \mathbb{Z} \), \( \bigoplus_{q \in \mathbb{Z}} E^{p,q}_{\infty} \cong FH(\bar{L}, u) \).

\[\textbf{Proof.} \text{ In order to describe the spectral sequence, we look at the proof of Proposition 3 and the Hamiltonian } \mathcal{H} \text{ defined with the } C^2\text{-small function } h. \text{ We suppose, as in 3, that } h \text{ has exactly one relative minimum } x_0 \text{ and we use } x_0 \text{ as base point for the Floer complex so that we can fix the grading by } \mathbb{Z}/N_L. \text{ As we have the decomposition (see 3):}\]

\[
C_{i(\mod N_L)}(\bar{L}, \varphi_{i}^{H^{0}_{\ell}}, j^{0}_{i}) = \bigoplus_{j \equiv i(\mod N_L)} C_{j}(\bar{L}, f^*u).
\]

we can decompose the differential

\[
\partial : C_{* \mod N_L}(\bar{L}, \varphi_{i}^{H^{0}_{\ell}}, j^{0}_{i}) \longrightarrow C_{*+1 \mod N_L}(\bar{L}, \varphi_{i}^{H^{0}_{\ell}}, j^{0}_{i})
\]
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\[ \partial_j : C_\ast(L, f^\ast u) \to C_{\ast+1-jN_L}(\tilde{L}, f^\ast u). \]

Moreover, by the index computations of [18],
\[ \partial_j = 0 \text{ if } j < 0 \text{ or } j > \kappa = \left\lceil \frac{\dim L + 1}{N_L} \right\rceil, \]
so that
\[ \partial = \partial_0 + \cdots + \partial_\kappa. \]

The differential \( \partial_0 \) counts the trajectories that stay in the neighbourhood \( U \), it corresponds to the differential of the local Floer homology and as before, the homology of the complex \((C_\ast(L, f^\ast u), \partial_0)\) can be identified to the Novikov homology \( H(L, f^\ast u) \). The other operators \( \partial_1, \ldots, \partial_\kappa \) count the trajectories that leave the neighbourhood \( U \).

In order to define and prove the properties of the spectral sequence, it suffices to substitute the coefficients in \( \mathbb{Z}/2 \) in the proof of [3, Theorem 5.2] by coefficients in \( \Lambda_u \).

**Remark 4.8.** Note that if \( N_L \geq \dim(M) + 2 \), the spectral sequence collapses at page \( \kappa + 1 = 1 \) and we recover Theorem 4.6.

4.2 Proof of Theorems 1.4 and 1.5

**Proof of Theorem 1.4.** As in [5, Section 4.1], it is a consequence of the proofs of Propositions 4.1, 4.5 and Theorem 4.7. Thanks to Proposition 4.4, we can define for \( \sigma \) small enough a lift of the morphism of \( \Lambda_{f^\ast u} \)-complex \( \Gamma^\ast \) between \( C_\ast(L, \varphi_t^{\alpha+\sigma\eta+dH_t}, J_t) \) and \( C_\ast(L, \varphi_t^{\alpha+\sigma\eta+dH_t}, J'_t) \) which induces an isomorphism in homology:
\[ FH(L, u) \simeq FH(L, (1 + \sigma)u). \]

In order to relate \( FH(L, \sigma u) \) and \( H_\ast(L, f^\ast u) \), we use a lift of the morphism \( \Gamma^0 \) defined in the proof of Proposition 4.1 and a spectral sequence analogous to the one in Theorem 4.7 with the first page expressed in terms of \( H_\ast(L, f^\ast u) \) and the \( \Lambda_{f^\ast u} \)-module \( A = A_{f^\ast u}[T, T^{-1}] \).

When \( M \) is the total space of a fibration on the circle, Theorem 4.4 enables us to prove Theorem 1.3 in the case where \( f^* : \pi_1(L) \to \pi_1(M) \) is surjective. Thanks to Remark 3.6, this will be enough to prove the theorem under the hypothesis \( N_L \geq \dim(M) + 1 \) or \( (N_L = \dim(M) \text{ and } [\pi_1(M) : \pi_1(L)] \text{ is finite}).

**Proof of Theorem 1.5 in the case \( N_L \geq \dim(M) + 1 \).** Since the manifold \( M \) is the total space of a fibration on the circle, there exists a closed one-form \( \alpha \) that does not vanish on \( M \). Consider the symplectic isotopy \( \varphi_t \) of \( T^*M \) spanned by \( X_\alpha \):
\[ \varphi_t(p, q) = (p + t\alpha, q). \]

For \( T \) large enough, \( \varphi_T(L) \cap L = \emptyset \) and without restricting generality we can assume that \( T = 1 \). Then the Floer complex defined in Section 3 is empty and the Floer homology \( FH(L, u) \) is trivial.
But, as \( u \neq 0 \) and as \( f_* : \pi_1(L) \to \pi_1(M) \) is surjective, \( f^*u \neq 0 \) and by Proposition 2.3, if the presentation of the fundamental group of \( L \) satisfies \( p - q \geq 2 \) or if the fundamental group is a free product of two non trivial groups, then \( H_1(L, f^*u) \neq 0 \).

If \( N_L \geq \dim(M) + 2 \), then by Theorem 1.4, the Floer homology of \( L \) is isomorphic to the Novikov homology \( H_*(L, f^*u) \) and this contradicts \( H_1(L, f^*u) \neq 0 \).

If \( N_L = \dim(M) + 1 \geq 2 \), then the spectral sequence defined in Theorem 4.7 collapses at page \( \kappa + 1 = 2 \) and converges to the Floer homology of \( L \). But for \( p = 0 \) and \( q = 1 \),

\[
[\partial_1] : H_1(L, f^*u) \longrightarrow H_{2-N_L}(L, f^*u) = \{0\}
\]

and

\[
[\partial_1] : H_{N_L}(L, f^*u) = \{0\} \longrightarrow H_1(L, f^*u),
\]

hence \( E^2_{0,1} = H_1(L, f^*u) \). We get also a contradiction in this case. \(\square\)

**Proof of Theorem 1.5 in the case \( N_L \geq \dim(M) \).** We can even extend the result to the case \( N_L = \dim(M) \) thanks to a property of the Novikov homology \( H_*(L, f^*u) \) (see Latour [1] or Levitt [3]): since \( f^*u \neq 0 \), there exists in the class of \( f^*u \) a one-form \( \alpha \) which has no critical point of index 0 or \( \dim(M) \). In particular, the groups \( H_0(L, f^*u) \) and \( H_{\dim(M)}(L, f^*u) \) are trivial.

By Theorem 14, there exists a spectral sequence converging to the Floer homology of \( L \) and whose first page can be described with the Novikov homology of \( L \). In the case \( N_L = \dim(M) \geq 2 \), the spectral sequence collapses at the second page,

\[
[\partial_1] : H_1(L, f^*u) \longrightarrow H_{2-N_L}(L, f^*u) = \{0\}
\]

and

\[
[\partial_1] : H_{N_L}(L, f^*u) = \{0\} \longrightarrow H_1(L, f^*u),
\]

so that \( E^2_{0,1} = H_1(L, f^*u) \). As before, this leads to a contradiction. \(\square\)

**Appendix: Proof of Lemma 3.7**

(i) Assume first that \( \bar{L} \) is path-connected. Choose a base point \( \ell \) in \( L \) and let \( m = \iota(\ell) \) be its image in \( T^*M \). Choose also a lift \( \bar{\ell} \) of \( \ell \) in \( \bar{L} \). Let \( g \) be an element of \( \pi_1(M) \). As \( \bar{L} \) is path-connected, there exists a path \( \gamma \) from \( \bar{\ell} \) to \( \bar{\ell}^g \) in \( \bar{L} \). The image \( (\pi \circ \bar{p} \circ \bar{\iota})(\gamma) \) of that path in \( M \) is a loop representing \( g \) and its image in \( L \) is thus a loop \( \gamma \) such that \( f_*(\gamma) = g \).

Conversely, assume that the map \( \pi_1(L) \to \pi_1(M) \) is surjective. As \( L \) is supposed to be path-connected, to prove that \( \bar{L} \) is path-connected, it is enough to prove that two points in the same fiber can be joined by a path in \( L \). Let \( \bar{\ell}_1 \) and \( \bar{\ell}_2 \) two elements of \( \bar{L} \) in the fiber of the point \( \ell \) of \( L \). The two points \( \bar{\iota}(\bar{\ell}_1) \) and \( \bar{\iota}(\bar{\ell}_2) \) of \( T^*M \) can be joined in \( T^*M \) by a path which projection on \( T^*L \) is a loop \( c \) such that \( \bar{\iota}(\bar{\ell}_2) = \left( \bar{\iota}(\bar{\ell}_1) \right)^{[c]} \). But by assumption, the element \( [c] \) of the group \( \pi_1(M) \) has an antecedent in \( \pi_1(L) \). Let \( \gamma \) be a loop in \( L \) based in \( \ell \) representing this antecedent. If
\( \tilde{\gamma} \) is the lift with starting point \( \tilde{\ell}_1 \) of \( \gamma \) in \( \tilde{L} \), its endpoint \( \tilde{\ell}_1^{[\gamma]} \) must have \( \left( \tilde{\eta}(\tilde{\ell}_1) \right)^{[c]} \) as image by \( \tilde{\gamma} \), and this proves that \( \tilde{\gamma} \) is a path from \( \tilde{\ell}_1 \) to \( \tilde{\ell}_2 \).

(ii) By definition, \( \tilde{L} \) fits into the following commutative diagram:

\[
\begin{array}{ccc}
L & \overset{i}{\rightarrow} & T^*\tilde{M} \\
\downarrow & & \downarrow \gamma \\
L & \overset{i}{\rightarrow} & T^*M
\end{array}
\]

As \( T^*\tilde{M} \) is simply connected, the diagram induced on the fundamental groups gives that \( \text{Im}(\pi_1(L) \rightarrow \pi_1(\tilde{L})) \) is included in \( K \). Conversely, any loop of \( L \) whose image in \( M \) is homotopic to the constant path can be lifted to \( T^*\tilde{M} \) in a loop of \( \tilde{L} \).

(iii) The embedding is monotone because the symplectic structure (and the Liouville form) on \( T^*\tilde{M} \) are obtained by taking the pull-back of those of \( T^*M \).

References


Institut de recherche mathematique avance, Universit Louis Pasteur 7, rue Ren Descartes, 67 084 Strasbourg, France. e-mail address: gadbled@math.u-strasbg.fr