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Résumé

Cet article présente une formulation spatiale du probleme de per-
ception de la profondeur par I’analyse du flou optique. Nous
présentons de facon générale les relations permettant de lier
la profondeur a la défocalisation. Puis, nous décrivons la
méthode spatiale utilisée pour évaluer le parametre de flou car-
actéristique de la profondeur des objets de la sceéne. Ensuite,
nous précisons les relations et conséquences induites dans la
méthode par le choix d’une part, de I’opérateur de détection de
contours et d’autre part, par le choix du modele de I’optique. Ces
conséquences sont formulées en contraintes que nous explicitons.
Enfin, nous évaluons, par expérimentation, le comportement de
cette méthode spatiale en fonction de I’ opérateur de détection de
contours choisi et du traitement de la contrainte.

Mots Clés

Primitives 3D, défocalisation, profondeur.

Abstract

This article deals with a spatial formulation of the depth percep-
tion problem by an analysis of the defocusing effect. First of all
relationships linking the depth to the optical blur is presented.
The spatial method used to estimate the blur parameter that is
characteristic of the depth of objects in a scene, is explained.
Therefore, the influence of the edge detector and optical model
are pointed out and lead to the definition of constraints. Finally,
some experiments are carried out to highlight importance of the
operator chosen and the constraint handling.

Keywords
3D Primitives, Depth From Defocus.

1 Introduction

Les techniques de perception de la profondeur reposent
sur une exploitation des variations des conditions de prise
de vue des images. Ainsi, les parametres du systeme
d’acquisition ou de I’environnement lumineux, contrdlés
ou non, sont les informations essentielles a 1’établissement
d’une relation entre I’image et la scéne réelle. La méthode
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présentée s’inscrit dans 1’ensemble des techniques monoc-
ulaires passives utilisant le flou optique comme source de
I’information de profondeur a partir d’un seul point de
vue. Ces techniques, appelées Depth From Defocus ou
DFD ([5], [14], [6], [16], [18], [4]), exploitent le flou op-
tique perceptible sur les zones non homogenes de 1’image
correspondant a des contours ou a des textures. La tech-
nique décrite dans cet article utilise uniquement deux im-
ages d’une méme sceéne, acquises pour I’une avec un iris
tres fermé, donnant une profondeur de champ trés grande
et donc des images nettes d’objets situés a des profondeurs
différentes. L’autre image, acquise avec un iris plus ou-
vert, donne une profondeur de champ tres réduite et une
quantité de flou dépendant de la profondeur des objets de
la scene. Le flou optique est évalué sur les discontinuités
de luminance correspondant le plus souvent a des contours
d’objets.

En premiere partie de cet article, nous présentons les rela-
tions permettant de lier la profondeur a la défocalisation.
Nous y décrivons la méthode spatiale utilisée pour évaluer
le parametre de flou caractéristique de la profondeur des
objets de la scéne. Dans une seconde partie, nous précisons
les relations et conséquences induites dans la méthode par
le choix d’une part, de I’opérateur de détection de contours
et d’autre part, par le choix du modele de 1’optique. Ces
conséquences sont formulées en contrainte que nous ex-
plicitons ensuite. Enfin, nous montrons quelques résultats
soulignant le comportement de cette méthode spatiale en
fonction de I’opérateur de détection de contours choisi et
du traitement de la contrainte.

2 Formalisation de la méthode de
perception de la profondeur
2.1 Relation profondeur - Degré de flou

Les techniques de perception de la profondeur par vision
monoculaire passive permettent la détermination de la pro-
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fondeur d’un objet en utilisant des images acquises avec
un seul systeéme optique dans des conditions de réglage
différentes. Si I’'image d’une scene est acquise par une
lentille réelle, les points de la surface des objets de la
sceéne situés a une distance particuliere de la lentille seront
focalisés, ils apparaitront nets sur ’image. Les points a
d’autres distances seront défocalisés, flous au sens optique.
Leur degré de flou dépend de la distance les séparant de
la caméra. En modifiant les parameétres optiques lors de
I’acquisition d’images d’une méme scéne, 1’effet physique
produit peut étre exploité comme une information sur la
profondeur. Une relation entre cet effet caractérisé par un
flou optique dépendant de la profondeur des objets dans
la scene et les parametres d’acquisition peut alors étre
établie. Pour des raisons de simplification, nous assimilons
I’objectif de la caméra a une lentille convergente mince et
de longueur focale équivalente et nous nous plagons dans
les conditions de Gauss (OA << s,). Ainsi, pour une
caméra avec une lentille de longueur focale f, la relation
entre la position d’un point dans la scéne et la position de
son image focalisée (ou nette) est donnée par la loi de con-
jugaison :

1 1 1

So

— &)

Si

ou s, est la distance entre le plan principal (plan lentille)
et I’objet et s; est la distance entre le plan principal et le
plan focal.

La figure 1 illustre ce processus géométrique de formation
des images. Tous les rayons lumineux émis par un objet
O placé a la distance s, et interceptés par la lentille sont
réfractés pour converger en un point O’ sur le plan image
conjugué.

Flan Objet Plan capteur

Lentille

Plan focal ou
plan image conjugé

Figure 1: Mode d’obtention de I’image nette en tout point

Si le plan capteur ne coincide pas avec le plan focal avec
une variation d’une distance § (figure 2), I’image formée
sera une tache appelée cercle de confusion. Ce cercle de
confusion est un disque de rayon 7y si le diaphragme de
I’objectif photographique est circulaire. Par la méthode des
triangles semblables, on établit la relation :
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Lentille

Plan Objet U Plan capteur
@I Lo
a ol -

Flan focal ou  *
plan image conjugé

Figure 2: Mode d’obtention de I’image floue

2

Pour § > 0 (cas de la figure 2), le plan capteur de la caméra
est derriere le plan focal et pour § < 0, il est devant. La
figure 3 montre 1’évolution du diameétre du cercle de con-
fusion en fonction de la distance du plan objet s, pour les
réglages de parametres suivants s = 70 mm, f = 52 mm
et pour différentes ouvertures du diaphragme L.

G

g <0

2ry, (mm)

L

Figure 3: Variation du diametre du cercle de confusion en
fonction de s, pour différentes valeurs de L.

La variation de signe de ¢ peut conduire a une estima-
tion non unique du degré de flou optique donc de la pro-
fondeur puisque a une valeur de 7, peut correspondre deux
valeurs de s,, . Pour lever cette ambiguité, il suffit de placer
le plan focal soit en avant plan soit en arriere plan de la
sceéne. Ce choix sera guidé par un compromis a faire en-
tre I’étendue de profondeur (s,,, .. — So,,;,) que I’on veut
pouvoir mesurer et la sensibilité du capteur tridimension-
nel [12] aux variations du mesurande s, (2;3) que I'on
souhaite. La figure 4 montre la courbe de sensibilité en
fonction des parametres optiques choisis précédemment.

Ce compromis est également a faire en tenant compte de

L=75mm

L=3mm

L=1mm
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Figure 4: Sensibilité en fonction de s,, pour différentes
valeurs de L.

I’application. En effet, lorsque 1’on place le plan net en
arriére plan de la scéne (§ > 0), la sensibilité est plus
forte, ce qui intéressera les applications ol une plus grande
précision sera demandée (ex: métrologie). La mise en
avant plan de la scene du plan focal sera plus pertinente
pour des applications de contrdle ou la précision n’est pas
le critere le plus significatif (ex : contréle non destructif,
robotique mobile).

A partir des relations 1 et 2, on détermine la distance plan
objet ou profondeur par la relation :

_ fs
R pourd < 0
So = s our § > 0 )
° Si*er?Tb% P -

Le degré de flou introduit par la défocalisation, évalué
par I’estimation de r, permet d’obtenir la profondeur de
I’objet s, par la relation suivante :

1 2rp c
—=2 = )
So m m

avec les constantes m = Ls et ¢ = 2 f_s). Les objec-

tifs photographiques ne permettent pas de connaitre avec
précision les valeurs de L, f et s. Aussi, on préfére évaluer
c et m par calibrage.

En pratique, on ne mesure pas directement la taille de la
tache car celle-ci n’est pas un disque parfait. La distri-
bution de son intensité lumineuse est intimement liée a
la réponse du systeme optique face a la nature ondula-
toire de la lumiére. Le modele utilisé pour représenter
cette tache sera caractéristique de la fonction de transfert
du systeme optique (FTO) qui permet d’établir un lien en-
tre R et I’étalement de la tache image [17]. La FTO, car-
actéristique d’une profondeur, permet d’exprimer la rela-
tion entre un plan focalisé et non focalisé par I (u,v) =
In (u,v) * FTO (u,v) ob I (u,v) est la transformée de
Fourier de I’image floue, Iy (u,v) celle de I'image fo-
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calisée et u, v les fréquences spatiales. L’ image défocalisée
ou floue peut étre modélisée dans le domaine spatial par :

ol ® est I'opérateur de convolution bidimensionnel et
2D

h(i,j) la réponse impulsionnelle du systtme optique
obtenue par la transformée de Fourier inverse de la FTO
et 4, j les coordonnées spatiales. La connaissance de
la réponse impulsionnelle du systeme optique appelée
PSF (Point Spread Function ou fonction d’étalement du
point) permet d’obtenir le parametre d’étalement Peg,
pour différentes profondeurs s,. Ainsi, on peut écrire une
forme plus générale de la relation 4, tenant compte de
Pes, :

1 Peg, c

S0
2.2 Méthode d’estimation de Pe,,

L’estimation du parametre d’étalement doit se faire a par-
tir des modifications introduites par I’optique sur 1’image
acquise. Les discontinuités d’intensité lumineuse dans
I’image sont les zones caractéristiques ou I’effet optique
est le plus facilement quantifiable. Il est donc nécessaire
d’identifier ces discontinuités spatiales d’intensité (con-
tours) et de les positionner dans 1’espace image. Pour
pouvoir localiser et identifier la forme de la discontinuité
mais également évaluer la quantité de flou introduite par
la défocalisation, nous faisons 1’acquisition d’une image
nette en tout point en augmentant la profondeur de champ
a l’infini (figure 1) grice a un iris fermé. L’image floue est
obtenue en ouvrant I’iris (figure 2).

La défocalisation ayant I’effet d’un filtre passe bas, toute
discontinuité sera lissée. Aussi, la différence de pentes
des discontinuités nette et floue prises aux points de con-
tour sera caractéristique du parametre d’étalement de la
PSF. Le gradient aux points de contours nous permet alors
d’évaluer cette pente. En outre, le rapport des modules
des gradients de luminance permet de nous affranchir du
niveau de luminance et d’estimer le parameétre d’étalement
de la PSF. Ce rapport s’écrit :

— (6)

m m

(Vi )] _

\Vin (i, 5)]
v (in i) g 1.3 )|
0

R(i,j)

Ou V représente I’opérateur gradient.

Si le parametre d’étalement est estimé en chaque point des
contours dans 1I’image, nous pouvons établir une carte des
profondeurs grace a la relation 6. Le schéma de principe
de la méthode est donné par la figure 5.

2.3 Approche monodimensionnelle

Pour simplifier I’analyse du probléeme de DFD, nous cher-
chons a exploiter la forme monodimensionnelle du contour
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Estimation des
parametres du
profil de contour
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Détection et
localisation de
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paramétres
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[7ixt. 1)

Elaboration de la prafondeur
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Estimation du paramétre de flou

|
|

Figure 5: Schéma de principe de la méthode

localisé dans I’image. Pour cela, nous considérons que le
contour ne présente de variations que dans une seule di-
rection et il nous faut prouver la correspondance entre la
forme 2D et 1D. Si la preuve est apportée que la corre-
spondance est effective dans I’image, on peut appliquer la
méthode d’estimation du parametre d’étalement selon une
approche monodimensionnelle [9]. Cette correspondance
va dépendre du type d’opérateurs de détection de contour
utilisé.

3 Opérateurs de détection de con-
tours

En traitement numérique des images, il existe de nom-
breuses approximations de 1’opérateur gradient. On peut
diviser ces opérateurs en deux grandes familles (RII, RIF)
selon le support de leur réponse impulsionnelle. Les
opérateurs comme ceux de Shen-Castan ou de Canny-
Deriche présentent 1’avantage d’étre isotrope mais sont a
réponse impulsionnelle infinie. Si on souhaite un temps
de traitement peu cotliteux dans une application temps réel
par exemple, on préférera des opérateurs moins perfor-
mants comme ceux de Roberts, Prewitt et Sobel qui sont
a réponse impulsionnelle finie. En outre, ces opérateurs
ont I’avantage de simplifier le calcul de la relation 7
comme nous allons le montrer dans les paragraphes suiv-
ants. L’opérateur de Roberts ne sera pas développé car il
présente I’'inconvénient majeur de laisser passer les hautes
fréquences et en conséquence, les images des gradients
des images nette et floue sont fortement bruitées. Les
opérateurs de Prewitt et de Sobel semblent alors étre un
bon compromis entre le coiit de traitement et la sensibilité
au bruit. Cependant, leur anisotropie nous conduira a une
expression particuliere de la relation 7 valable pour cer-
taines orientations.

3.1 Cas de ’opérateur de Prewitt

Lopérateur de Prewitt est une approximation simple
de I'opérateur gradient. Il est généralement choisi pour
sa rapidité d’exécution appropriée a une application en
contexte temps réel. Son comportement face au bruit
est cependant limité méme s’il intégre un filtrage par
moyennage [1].

Considérons un contour dans une orientation 6.
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e8Sif = 5 £ nm, n € N alors dans I’'image nette :
iN (7’ - 17j) =N (’Laj) =iN (Z + Lj)'

Le module du gradient de Prewitt de I’image nette peut
s’écrire selon la relation 8 ou V,, représente I’opérateur
gradient de Prewitt :

-1 01
[Vpin(i, j)| = | 10 @in(ig) | +
10 1|2
-1 -1 -1 ’
S| 0 0 0 | ®in(iy)
. 1 1 2D
Vpin @)l =|[ -1 0 1]®iy(ij)|  Vi®

A partir des relations 5 et 8 et des égalités ip (i — 1, ) =
ir (i,7) =ip (i +1,7), le module du gradient de I’image
floue s’écrit :

-1 0 1
-1 0 1 |?P
1 -1 -1 2
10 0 0 ® ip(i,7)
11 1 2D
|Vpir (i, )| ={[ =1 0 1]%11F(i,j) Vi (9)

e Sif = 0% nm on aura iy (7,5 — 1)
in (4,7 +1).

Un raisonnement similaire aboutit a I’expression du mod-
ule du gradient de I’image nette et a celle du module du
gradient de I’image floue pour tout j.

|vp1:N(7:,j)|:‘[—1 0 1]T%m(i,j>‘ Vj
|Vpip(i,j)—'[—1 0 1]T1®5ip(i,j)‘ vj (10)

Pour les deux orientations analysées, nous avons une cor-
respondance 2D/1D qui nous permet d’obtenir une forme
analytique simple de la relation 7 directement en monodi-
mensionnel en utilisant des profils de contours nets et flous
selon I'orientation § = +n7 sachant que dans les direc-
tions perpendiculaires a 6 I’image ne présente pas de vari-

ations.
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3.2 Cas de ’opérateur de Sobel

L’opérateur de Sobel opere un filtrage passe bas plus sig-
nificatif que 1’opérateur de Prewitt, ce qui le rend plus
intéressant en contexte bruité ou en présence de certaines
textures [3].

Nous considérons comme précédemment un contour dans
une orientation 6.

e Sif =0=+nm.

Le module du gradient de Sobel de 1’image nette peut s’
écrire selon la relation qui suit ot V4 est I’opérateur gradi-
ent de Sobel :

-1 0 1
|VSZN(ZaJ)| = - -2 0 2 ®ZN(Za]) +
-1 0 1|?P
-1 -2 2
1 0 0 0 ® in(i,7)
1 2 1 b
IVsin (i, )| =|[ =1 0 1]%iw(i,j) Vi
11

On retrouve ici la relation 8, ce qui nous permet de préciser
que la relation 9 sera valable pour le module du gradient de
I’image floue.

e Si Iorientation de la discontinuité est § = § & nm.

Un raisonnement similaire aboutit a I’expression du mod-
ule du gradient de I’image nette et a celle du module du
gradient de I’image floue pour tout j. Nous pouvons donc
conclure que I’expression des modules des gradients des
images nette et floue sont valables si le contour est dans
Iorientation §# = £%F, quelque soit 1’opérateur choisi.
La suite du développement est ainsi commune aux deux
opérateurs.

3.3 Expression analytique du rapport des
modules des gradients
Le profil des contours de I’image nette est modélisé par une

rampe de longueur ¢ , d’amplitude (b — a) démarrant en z,,
exprimé par :

a six < xg
en () = n,—}—(b_T“)(mfmo) sizg <z <ux9+e
b six >xg+¢

Les parametres a, b, € et x,, sont estimés a partir des profils
de contours observés dans I’image nette.
Le module de gradient de I’image nette est :

|VcN(x)\:cN(x)l®D[—l 0 1]

12)

De plus, si la PSF h(i, j) est de symétrie circulaire, elle
est alors séparable et on peut écrire 1’expression de la
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LSF (Line Spread Function) h(z) = >, h(z,y)Ay
>, "@)h(y)Ay , on peut écrire sous forme monodimen-
sionelle le module du gradient de I’'image floue :

[Ver (2)] = (13)

en () 1(% h(x)

Que I’on choisisse I’opérateur gradient de Prewitt ou celui
de Sobel, I’expression des modules des gradients des im-
ages nette et floue est de méme forme. Le rapport des mod-
ules des gradients aux points de contours s’écrit :

Vex @) __[Ven (@)
|Ver (z)] |Vew (z) ® h(2)]

L’expression monodimensionnelle du rapport des modules
des gradients devient :

R(x)

(14)

1
h(z—w0)+h(z—(z0+£))+2 Y. | h(z—(zo+u))
pourx =zgetxr =xg9 +¢
2

h(w—z0)+h(z—(zo+e))+2 Y - h(z—(zo+u))
pour & € |zo; o + €]

as)
Avec cette expression du rapport des modules des gradi-
ents, nous sommes capables d’estimer ¢ + 1 valeurs du
paramétre d’étalement pour tout z € [zg,2g +¢]. On
obtient une valeur finale de I’estimation de la profondeur
de T’objet a son point de contour zy en calculant une
caractéristique de position des valeurs estimées comme
la moyenne ou la médiane qui potentiellement nous af-
franchira d’une valeur aberrante dans les estimations. La
méthode s’en trouve un peu alourdie en temps de cal-
cul mais I’estimation est globalement meilleure ([9], [11],
[10]). De plus, nous pouvons calculer I’estimation de o,
en chaque point x € [z, Zo + €] & partir de chaque autre

point du contour, en tenant compte du décalage x — z.

4 Modele de PSF et parametres de
flou

L’expression du rapport des modules des gradients fait in-
tervenir la fonction d’étalement du point (PSF). Cette PSF
dépend autant des propriétés des matériaux de 1’optique
(indice de réfraction), que de la forme géométrique de la
lentille (longueur focale) et des parametres de prise de vue
(distance de I’objet, diaphragme, éclairage). Un modele
réel prenant en compte a la fois tous les aspects de 1’optique
géométrique, les effets de la diffraction et les défauts de
lentilles n’existe pas. Les trois principaux modeles de
réponse impulsionnelle de I’ optique sans aberration utilisés
sont le modele géométrique, le modele de Hopkins [2], et
le modele Gaussien.

4.1 Le modéele géométrique

Le modele géométrique encore appelé modele Pillbox
est un modele simple puisque ’on exprime 1’optique
géométrique sans tenir compte des effets de diffraction ou
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encore d’aberrations optiques [7]. La PSF est une con-
stante répartie sur une surface circulaire, son expression
est:

PE—
n = wE SVEREEn

0 sinon

Ce modele simple est parfois utilisé dans les travaux
d’optique, notamment lorsque la quantité de flou est
grande. Dans ce cas, I’effet de la diffraction peut paraitre
négligeable devant I’effet de la défocalisation. La figure 6
montre la réponse impulsionnelle de ce modele de PSF. Sa
transformée de Fourier est représentée sur la figure 7.

La forme monodimensionnelle du modele géométrique,
c’est-a-dire la LSF, est :

siz <71y

0 sinon

Le parametre d’étalement correspondant a cette PSF est
on = 5 ([15].

4.2 Le modéele de Hopkins

Ce modele prend bien en compte les phénomenes de
diffraction et de défocalisation [2]. Il est défini par la rela-
tion :

h(i,j,A)z(%) [UF (a,b) + U3 (a,b)] I~ (16)

avec les fonctions de Lommel :

Untad) =3 0 (5 g

k=0

2
2
et Iy = {% (%) } I. Dintensité au point origine

z

avec I, l'intensité émise, a et b sont donnés par a =

2 (Z—Lf>2 (s—s;)eth=2F (%1/1;2 +j2). Jm (b) est
une fonction de Bessel de premiére espece d’ordre m et A
est une longueur d’onde.

On peut remarquer que ce modele dépend de la longueur
d’onde A. Or le spectre des longueurs d’ondes d’une
scene peut étre vaste et le capteur CCD va d’une part,
le modifier et d’autre part, intégrer 1’intensité lumineuse
sur I’ensemble des longueurs d’ondes. En affectant une
valeur moyenne a A, prise sur le spectre de réponse du cap-
teur CCD, nous aurons une perte d’informations sur 1’effet
global du flou. De plus, la complexité de cette forme ana-
Iytique en fait un modele peu utilisé.

Stokseth [13] a proposé une approximation du modele de
Hopkins dans le domaine fréquentiel exprimée par :

J1(a—0,5as
2p (s) BeGRRe) |5 < 2|

h(i,j) = TF!
(i) |s > 2
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avec

p(s) =1-0,69s + 0.076s% + 0.043s>

s =vVu2+ 2

— 4wrs
by

ou A représente la longueur d’onde.

L’étude de sa réponse impulsionnelle et de sa transformée
de Fourier (figures 6 et 7 respectivement) montre que
ce modele est pertinent pour caractériser les phénomenes
de diffraction, de défocalisation et d’échantillonnage.
L’inconvénient majeur est I’obtention d’une équation spa-
tiale simple et encore une fois le choix de la longueur
d’onde dans le spectre lumineux.

4.3 Le modele Gaussien

Ce modele est le plus usité actuellement car il prend as-
sez bien en compte les phénomenes de défocalisation et
de diffraction [8]. De plus, il ne tient pas compte de la
longueur d’onde. Le degré de flou optique est contenu dans
I’écart-type de la Gaussienne o correspondant a une pro-
fondeur s,. L’expression de 1la PSF Gaussienne est donnée
par I’équation :

1 _i2+"2
hii.j) = 5——e 5 (17)

C’est une bonne approximation des modeles de Hopkins
ou de Stokseth dans leur forme spatiale (Figure 6) mais est
significativement différente au dela du premier lobe dans le
domaine fréquentiel (Figure 7). La forme analytique sim-
ple du modele gaussien en fait le modele le plus utilisé. En
outre, elle présente des propriétés intéressantes telle que sa
symétrie circulaire.

0.035
—— Pillbox

- Gaussien
0.03 P + Stokseth
§%
+ +
S

+ +
+ T+
+ +
+ +
+ *
0.02 + *
+ +
+ *
- |
e B
3 %

U
o
et

|
%,
p
%

Figure 6: Réponse impulsionnelle des trois modeles de
PSF

Parmi les différents modeles de PSF utilisables, le modele
Gaussien est le modele apportant le meilleur compromis
entre complexité et représentation de la réalité. De plus,
ses propriétés de symétrie circulaire sont intéressantes
pour une approche monodimensionnelle de 1’analyse du
parametre d’étalement. C’est pourquoi nous préférons
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Figure 7: Transformée de Fourier des trois modeles de PSF

utiliser ce modele. La forme monodimensionnelle de la
PSF Gaussienne est :

h(x) (18)

Dans ce cas, le rapport des modules des gradients 15 de-
vient :

pourx =zxgetxr =x9 t+¢€

V2ras,
_(@2? (2 (zg+e)? _ (z—(wg+u))?
2 2 — 2
e 2050 te 2050 +2 227116 2050

pour z € | mg;xo + €|
19)

A partir des observations des gradients des images nette
et floue aux points des profils des contours, on résout
numériquement la relation 19 pour déterminer le parametre
d’étalement o, et obtenir la profondeur s, par la relation
6.

5 La contrainte d’orientation

La correspondance 2D/1D que nous avons démontrée dans
les paragraphes précédents est une condition essentielle a
I’utilisation de la relation 15. Aussi, nous définissons des
contraintes sur les contours a localiser dans I’image afin
que cette relation puisse étre appliquée pour donner une
validité et une précision significative.

Une premiere contrainte est de considérer le contour
constant selon sa tangente, au point de calcul. Une scéne
réelle ne peut satisfaire aisément a cette contrainte. En
pratique, elle est naturellement assouplie car la constance
du contour sera limitée au noyau des PSF autour des points
de contour, c’est-a-dire pour des valeurs significatives de
la PSE Rappelons que dans le cas d’une PSF gaussienne
d’intégrale unité, ses valeurs deviennent négligeables
au-dela de 6o.
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ne seconde contrainte est liée a 1’orientation. En ef-
U d traint t 1 r tat En ef
, us avi goriqu uvé qu &
fet, nous avons théoriquement prouvé que la méthode
d’estimation de la profondeur s’applique sous une forme
monodimensionnelle si les contours ont des orientations
= LUy ette contrainte est particulierement forte
6 = +£2F. Cett trainte est particul t fort
pour une image réelle et notamment en présence de bruit.
i upuleu: s u i
Si on la respecte scrupuleusement, nous n’obtiendrons
qu’un nombre trés limité de points pour I’estimation de la
profondeur.

Cette contrainte d’orientation peut étre traitée de deux
manieres différentes. Une premiere approche est de
considérer que la relation 19 s’applique pour des contours
d’orientation § € [+4F —af; 4T +aflavec a € [0, 1].
Un coefficient &« = 0 permet 1’application stricte de la
contrainte tandis qu’avec &« = 1, on pourra prendre en
compte tous les contours de I’image [9]. En présence de
bruit, cette modulation de la contrainte permet d’obtenir
de nombreux points de calcul pour I’estimation de la
profondeur.

La deuxiéme approche est de considérer que tout contour
d’orientation § € [£5F — aZ; +14F + o a en réalité une
orientation § = +%F. On considere dans ce cas que la vari-
ation de I’orientation du contour est due au bruit présent
dans I’image. Cette approche consiste en 1’approximation
des orientations.

Dans ces deux approches, la détermination d’une valeur
adéquate de « est délicate. Il faut pouvoir disposer de suff-
isamment de points de calcul tout en rejetant les points de
contours dont I’orientation est trés différente de § = 77
sachant que le bruit a perturbé I’ orientation réelle des con-
tours de I’image.

Nous proposons la voie expérimentale pour guider notre
choix de l’approche de traitement de la contrainte
d’orientation, par modulation ou approximation et définir
a.

6 Reésultats et discussion

Nous proposons dans cette section deux expériences
destinées a montrer I’influence du choix de 1’opérateur de
gradient et de la technique de traitement de la contrainte
d’orientation sur la précision des estimations du parametre
d’étalement. A [D’issue des expériences menées, nous
essaierons d’une part d’évaluer si les propriétés de filtrage
de l’opérateur de Sobel amene un gain de précision
significatif par rapport a I’opérateur de Prewitt en tenant
compte des cofits calculatoires respectifs. D’autre part,
nous dégagerons une des deux approches de traitement de
la contrainte d’orientation.

La premiere expérience consiste en la synthése d’une im-
age 300 x 100 représentant une bande de 100 pixels
de largeur, pour différentes valeurs de ¢ et rendue floue
avec une PSF gaussienne pour différentes valeurs de son
paramétre d’étalement o5, pris pour une seule profondeur
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s, dans I’image. Les images nette et floue sont ensuite
bruitées avec un rapport signal sur bruit (SNR) dont on im-
pose la valeur, le bruit étant blanc gaussien (figure 8).

a) Image nette bruitée b) Image floue bruitée

SNR = 50dB e=1 SNR =50dB e=1,06=5

100

50 100 150 200 250 300 50 100 150 200 250 300

c) Image nette bruitée
SNR = 20dB £=2

d) Image floue bruitée
SNR =20dB £€=2,0=3

50 100 150 200 250 300 50

100 150 200 250 300

Figure 8: Exemples des images bruitées utilisées

Pour juger de l’influence du choix de 1’opérateur de
détection de contours utilisé et notamment en con-
texte bruité, nous comparons les erreurs d’estimation
du parametre d’étalement o, avec 1’opérateur de Pre-
witt (Table 1) et celui de Sobel (Table 2) en faisant
varier . La moyenne des erreurs RMS est calculée sur
I’ensemble des points de contours détectés vérifiant la con-
trainte d’orientation imposée et ce pour dix expériences
consécutives. Les cellules non renseignées signifient
qu’aucune estimation n’a été obtenue.

A Tissue de ces expériences, nous constatons que dans
le contexte bruité, la contrainte d’orientation stricte § =
0 £ &F n’est que trés rarement respectée dans I’image. En
appliquant I’opérateur de Prewitt, pour un SN R = 20dB
et a = 0, Ve et Yo, en moyenne 3 points présentent
une orientation § = +4F alors que ce type d’image sans
bruit présente environ 200 points de contours. Pour un
SNR = 50dB, a = 0, Ve et Vo, en moyenne 72 points
servent a I’estimation. En appliquant 1’opérateur de So-
bel, pour un SNR = 20dB et a = 0, Ve et VYo, en
moyenne 1 point présente une orientation § = £%%. Pour
un SNR = 50dB, a = 0, Ve et Vo, en moyenne 57
points servent a I’estimation, ce qui explique que 1’erreur
RMS est globalement plus importante. En ce qui concerne
I’orientation, a partir de o = 0, 05, tous les points de con-
tours sont pris en compte pour 1’estimation du parametre
d’étalement quelque soit I’opérateur gradient utilisé pour
un SNR > 50dB.

La seconde expérience permet également de comparer
I’influence du choix de I’opérateur de contour mais cette
fois en utilisant une approximation des orientations. Tout
angle sera arrondi  la valeur la plus proche de 6 = +%F.
Les expérimentations sont menées dans les mémes condi-
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Table 1: Moyenne des erreurs d’estimation (RMS) avec

Prewitt et modulation de la contrainte

SNR

el o | a% 20 30 50
1] 0 [62110°2]3,4210°%2] 2,6010°
1 | 1,16107% | 3,751072 | 2,97 1073
5 | 1,0510°1 | 3,181072 | 297103
31 0 1,60 10~ | 1,01 102
1 475107 | 1,0610~! | 1,09 102
5 | 4911071 | 1,041071 | 1,09 102
51 0 [55310°1[44110° T ] 347102
1 1,03 3,211071 | 3,56 1072
5 1,06 3,401071 | 3,5610°2
2] 1] 0 [82710°2]49410°21 585103
1 | 1361071 | 7,1010°2 | 6,79 103
5 | 387107 | 7,6810~2 | 6,751073
30 0 [227107Y]7,751072 ] 1,01 1072
1 3271071 19,281072 | 1,27 1072
5 1350107t | 1,03107 | 1,27 1072
5] 0 [825107 1| 121107 1] 2,38102
1 1,25 1,961071 | 244 102
5 1,12 2551071 | 2,44 102
511 0 1411071 [ 1,42 1071
1 2,54107" | 1,36 10!
5 3291071 | 1,36 101
31 0 267101 | 2,16 1072
1 2281071 | 1,951072
5 2,7010~1 | 1,90 10~2
510 1,710 1 | 1,96 102
1 1,8410~1 | 2,00 102
5 1,901071 | 1,99 102

tions et leurs résultats sont regroupés dans les tables 3 et

4.

En appliquant ’opérateur de Prewitt, pour un SNR =
20dB, o = 0, Ve et Vo, en moyenne 2 points présentent
une orientation ¢ = +7%F. Pour SNR = 50dB, a = 0,
Ve et VYo, en moyenne 68 points servent a 1’estimation. En
appliquant I’opérateur de Sobel, pour un SNR = 20dB,
a = 0, Ve et Vo , en moyenne 3 points présentent une ori-
entation 0 = i%. Pour SNR = 50dB, o« = 0, Ve et Vo,
en moyenne 57 points servent a I’estimation. En utilisant
I’approche par approximation de 1’orientation, I’erreur
d’estimation RMS est du méme ordre de grandeur voire
1égerement plus faible pour un SNR petit avec I’opérateur
de Sobel.

De maniere générale, nous pouvons constater que
I’opérateur de gradient n’a que peu d’influence sur les
performances d’estimation. Lorsque I’on est tres tolérant
sur la contrainte aucun opérateur ne se dégage réellement.
L’opérateur de Sobel semble amener un tres léger gain
lorsque la contrainte reste faible.

Les résultats relatifs au traitement de la contrainte par
modulation ou approximation montrent des performances
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Table 2: Moyenne des erreurs d’estimation (RMS) avec

Sobel et modulation de la contrainte
|| SNR (dB) | | |
elol a% 20 30 50
1/1] 0o [1,3910°1]369102]3,05103
1 | 1,14107! | 3,751072 | 3251073
5 11,021071 | 329102 | 3,2510°3
310 1,30 1,3310°1 | 1,08 1072
1 | 7,1410°1 | 1,2310~" | 1,30 102
5 15761071 | 1,2310°! | 1,30 10 2
51 0 19381077 [3,2610~T | 3,86 10~2
1 |88210" | 3,6810°" | 3,7710~2
5 1,15 3,611071 | 3,771072
2]1] 0 [1,4110°1]391102]6,2410°3
1 | 1,8410°1 | 7231072 | 726103
5 | 5041071 | 8521072 | 7,22103
310 7,741072 | 1,26 102
1 |354107']8921072 | 1,33 102
5 1387107 | 1,21107t | 1,33 1072
510 1,25 2561071 | 2,56 102
1 1,11 2,711071 | 2,60 102
5 19871071 | 266107t | 2,59 10 2
5111 0 294101 [ 1,5210°1
1 |34710°' | 32610 | 1,4510°!
5 | 347107 | 428107 | 1,4210°!
310 2,821071 [ 2,58 1072
1 3,05107" | 2201072
5 3,80107! | 2,07 1072
510 2890101 [ 212102
1 2451071 | 2,1010°2
5 2,1710°1 | 2,1110°2

similaires. La conséquence intéressante est que 1’une ou
I’autre de ces deux approches peut étre utilisée quelque soit
I’opérateur de détection de contours. En outre, la tolérance
sur la contrainte représentée par « est liée au SNR. Une
valeur de 0, 05 suffit 2 obtenir un nombre conséquent de
points de calcul avec une bonne précision sur les résultats
pour un SNR > 30dB. En deca, « doit étre augmenté
afin d’avoir plus de points de calcul et une représentativité
de I’erreur RMS.

7 Conclusion

Nous avons proposé dans cet article une formulation
générale du probleme spatial de la perception de la pro-
fondeur par I’analyse du flou optique sur les contours.
Nous avons établi les relations générales nous permettant
d’utiliser deux opérateurs gradient qui sont les opérateurs
de Prewitt et de Sobel. Nous avons présenté trois modeles
de réponse impulsionnelle du systtme optique et justi-
fier le choix du modele gaussien. Nous avons défini
la relation permettant d’estimer le paramétre de flou en
précisant 1'importance de 1’orientation des contours pour
I’application de la méthode. Enfin, nous avons discuté de

ORASIS 2003

287

Table 3: Moyenne des erreurs d’estimation avec Prewitt et

approximation des orientations

SNR

e o] a% 20 30 50
1] 0o [88010 21,7210 2| 3,0310°3
1 |1,0810°1|27810°2 | 3,1610°3
5 | 1,010°1 | 298102 3,1610°3
3] 0 [52610 11,4910 1] 1,3010 2
1 |521107' 11,3810 | 1,31 1072
5 | 476107t | 12710~ | 1,31 1072
510 2311071 | 2,78 1072
1 1,44 3,01 1071 | 3,131072
5 1,30 3,5610°1 | 3,1310°2
2]1] 0 |13310°1]710102]5,5810°3
1 | 1,62107! | 6,101072 | 5931073
5 1920101 5861021592103
31 0 [1,05107']6,181072]9,631073
1 | 2241071 | 1,0910~" | 9,67 103
5 13581071 9611021967103
5] 0 1,24 29310~ | 2,251072
1 977107 | 2,571071 | 2,26 102
5 1,27 2,181071 | 2,301072
51711 0 1,58 1,6910 1
1 898101 | 1,5710°1
5 1956107 | 6,6210~1 | 1,56 10!
310 4691071 | 2,06 1072
1 3,521071 | 2,02 1072
5 297107 | 2,00 1072
510 2231071 | 2,36 1072
1 2371071 | 2271072
5 1,9710°1 | 2,2810°2

I’influence du choix de I’opérateur gradient & partir des per-
formances d’estimation dans lesquelles 1’orientation des
contours a été traitée selon deux approches différentes.
Les expérimentations menées ont permis de conclure que
la méthode était applicable pour des orientations des con-
tours proches des valeurs théoriques et ce quelque soit
I’opérateur gradient permettant d’obtenir des performances
correctes en contexte bruité. Des travaux en cours pour
le traitement des orientations de contours 6 = +-F
viendront enrichir la méthode et permettront d’obtenir de
meilleures performances car tous les points de 1’image
serviront a I’estimation du parametre de flou indispensable
a ’obtention de la profondeur recherchée. En parallele, la
mise en ceuvre d’un détecteur directionnel de contours est
envisagée.
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Table 4: Moyenne des erreurs d’estimation avec Sobel et

approximation des orientations

SNR

el o | a% 20 30 50
1{1] 0o [945102]9,3810 3 |3,2810°3
1 |1,0710°! | 3261072 | 331103
5 | 1,05107t | 3,181072 | 3,31 1073
31 0 [1,811071 | 1,40107 1 | 1,381072
1 |38 107! |1,43107 | 1,3910°2
5 |48 107! | 137107 | 1,39 1072
51 0 [7721071 | 3,6110°" | 297102
1 1,63 3,5110°1 | 329102
5 1,48 3,8310°1 | 329102
2]1] 0 [1,05107]6,0010°2 | 646103
1 | 1,00107t | 6,701072 | 6,28 1073
5 |11,33107t ] 6,111072 | 6,28 1073
3] 0 [4601071 996102 | 1,04 102
1 299107t | 1,00107 | 1,051072
5 1397107 | 1,04107 | 1,04 1072
51 0 [53310°1]252107" | 2,3610°2
1 |19,80107t 2321071 | 2,36 1072
5 1,25 2351071 | 2,38 1072
51711 0 550101 | 1,6310°¢
1 3,7910~' | 2,12 107t
5 3,541071 | 1,99 107!
310 3,48107 1 | 2,26 1072
1 29710~ | 2,24 1072
5 3,131071 | 2,131072
510 1,671071 | 2,54 1072
1 2341071 | 2,391072
5 2251071 | 2,3810°2
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