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Abstract. The Meso-NH Atmospheric Simulation Sys-
tem is a joint e�ort of the Centre National de Recher-
ches MeÂ teÂ orologiques and Laboratoire d'AeÂ rologie. It
comprises several elements; a numerical model able to
simulate the atmospheric motions, ranging from the
large meso-alpha scale down to the micro-scale, with a
comprehensive physical package, a ¯exible ®le manager,
an ensemble of facilities to prepare initial states, either
idealized or interpolated from meteorological analyses
or forecasts, a ¯exible post-processing and graphical
facility to visualize the results, and an ensemble of
interactive procedures to control these functions. Some
of the distinctive features of this ensemble are the
following: the model is currently based on the Lipps and
Hemler form of the anelastic system, but may evolve
towards a more accurate form of the equations system.
In the future, it will allow for simultaneous simulation of
several scales of motion, by the so-called ``interactive
grid-nesting technique''. It allows for the in-line com-
putation and accumulation of various terms of the
budget of several quantities. It allows for the transport
and di�usion of passive scalars, to be coupled with a
chemical module. It uses the relatively new Fortran 90
compiler. It is tailored to be easily implemented on any
UNIX machine. Meso-NH is designed as a research tool
for small and meso-scale atmospheric processes. It is
freely accessible to the research community, and we have
tried to make it as ``user-friendly'' as possible, and as
general as possible, although these two goals sometimes
appear contradictory. The present paper presents a
general description of the adiabatic formulation and
some of the basic validation simulations. A list of the
currently available physical parametrizations and ini-
tialization methods is also given. A more precise
description of these aspects will be provided in a further
paper.

1 Introduction

Numerical models for research on atmospheric process-
es are becoming increasingly complex tools as the
considered physical processes grow in number and
complexity and as the range of scales of interest
expands. Some years ago, individual scientists could
develop their own model and obtain original results in
any speci®c domain at an interesting quality-price ratio.
This is no longer true. To cite only one example, cloud
resolving models have achieved in recent years a high
degree sophistication and realism, and may now chal-
lenge climate models in complexity. On the other hand,
the operational forecasting models of the National
Weather Services often lack the ¯exibility required for
research tools. There is therefore a de®nite need for
community research models.

In France, three models have been developed and used
independently for the last 15 years. The research version
of the PERIDOT limited-area model of the CNRM
(Bougeault et al., 1991) is a hydrostatic, primitive
equation model in sigma vertical coordinate, with a
complete but simple physical package. The SALSA
model (Nickerson et al., 1986) developed at the LA,
sharesmany characteristics with the previous one, but has
di�erent physics. Finally CNRM has developed a cloud-
resolving model, also allowing for large eddy simulations
(Redelsperger and Lafore, 1988). This model does not
account for orography or surface processes. A consensus
was reached in the French community of meso- and
micro-scale modellers that rather than continuing to
develop three di�erent tools, it would be more e�cient to
start a new project, and develop a single, all-purpose
model. This model should have the capacity to represent
all dynamical and physical processes of interest to our
community, at a reasonable quality-cost ratio. It should
be user-friendly, in order to allow rapid acquaintance for
new users and students. It should be easily adaptable to a
large number of sites. We conducted a detailed review of
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the needs of the community and of the available facilities.
As a direct outcome, the Meso-NHmodel was developed
by a dedicated team of scientists during the period 1994±
1997. We present here the main original aspects of the
model formulation, and some of the control simulations,
which are currently used to access its quality. It is by no
means possible to present an exhaustive account of the
model in such a paper, and the reader is referred to the
Model documentation for more details (Bougeault et al.,
1996).

The Meso-NH model is comparable to some extent
to several contemporary and widely used models, and
we have tried to build on these experiences and develop
a ®ne working tool. They are mainly (1) the anelastic
model of Clark (1977), with its interactive grid-nesting
capability; (2) the MM5 model (Dudhia, 1993); (3) the
ARPS model (Xue et al., 1995); and (4) the Canadian
MC2 model (Benoit et al., 1997). Most of these models
have in common with Meso-NH some objectives of
¯exibility, portability and maintainability.

Among the main di�erences between similar mod-
els, the choice of the equation system and the time-
discretization technique is generally considered an
important topic. In the frame of the Meso-NH project,
we conducted a number of preliminary studies to
evaluate the various existing solutions, ranging from
the time-splitting or semi-implicit methods in the case
of the full compressible system, to the several forms of
the anelastic approximation. We concluded in favour
of the anelastic approach, at least for the ®rst part of
the project. A bene®cial e�ect of the anelastic approx-
imation is that the system has no acoustic modes, and
the time discretization maybe entirely explicit without
introducing an overly restrictive constraint on the
time-step. Other advantages are the very simple
formulation of the interaction between the dynamics
and the physics, especially for the condensation of
water, and the possibility to carry a Boussinesq form
of the equations. We also thought that the develop-
ment of the grid-nesting technique would be facilitated
by the anelastic approximation. Finally, our good
experience with the anelastic system was considered an
asset.

This choice led us to several original developments: an
additional equations has been introduced to allow for the
absolute pressure computation, which up to now has not
been possible for anelastic systems. An e�cient method
was developed to solve the elliptic pressure problem.

In the future, we will consider the development of a
semi-implicit, compressible version of the model, which
presents a similar pressure problem to ®lter out acoustic
waves. A semi-implicit algorithm for internal gravity
waves is also under development.

2 Basic equations in Cartesian frame

2.1 Prognostic variables and large-scale values

Left us ®rst de®ne a few notations. The basic atmo-
spheric variables used are the temperature T , the

pressure P , the total density of the moist air q and the
density of the dry fraction of the air qd . ~U is the air
velocity. A more complete list of symbols may be found
in the Appendix. Various substances are measured by
their mixing ratio r�, which is the mass of the substance
within a given volume, divided by the mass of dry air
within the same volume. In the current formulation
however, we assimilate the dry-air mass and the
reference state dry-air mass (see below), thus the
volumic mass of any substance may be recovered as
qd ref r�.

The treatment of the di�erent phases of water is
¯exible. Up to six forms of water may be considered if
the user wished to do so, the mixing ratios being rv for
vapour, rc for the cloud liquid water, rr for liquid rain, ri
for cloud ice, rs for snow and rg for graupels. If one user
is not interested in such computations, he may decide to
use only a subset of these variables. The computations
concerning the remaining water variables will not be
performed and the computer memory will not be
allocated, resulting in lower cost. The resulting equa-
tions may be obtained by setting the corresponding
variables to zero in the following of this chapter.
Whenever necessary, we use the mixing ratio of total
water substance rw � rv � rc � rr � ri � rs � rg.

An important quantity is the Exner function

P � �P=P00�Rd=Cpd ; �1�
from which the ``dry'' potential temperature

h � T
P

�2�
is obtained. The virtual temperature is de®ned as

Tv � T � �1� rvRv=Rd�=�1� rw�; �3�
and the virtual potential temperature as

hv � Tv

P
� h � �1� rvRv=Rd�=�1� rw�: �4�

The prognostic variables of the model are the three
Cartesian components of the velocity u, v, w, the dry
potential temperature h, the various water mixing ratios
r�, and, if so speci®ed, an arbitrary number of scalars s�,
available for chemistry computations or other speci®c
applications.

One original aspect of the model formulation is to
allow a continuous interaction with ``large-scale'' deter-
minations of these quantities. These ``large-scale ®elds''
are useful to initialize the model prognostic variables, to
supply a realistic time-evolving boundary forcing, or to
de®ne the background di�usion operator, as well as the
lateral and vertical relaxation terms. To achieve this, we
carry in the model three-dimensional arrays called,
respectively, uLS , vLS , wLS , hLS and r� LS . They are
provided by analysis or forecast from larger-scale
simulation systems (e.g. the operational products of
MeÂ teÂ o-France or the ECMWF), and may evolve in time
if so chosen by the user, For more idealized studies,
these ®elds may be speci®ed from analytical expressions,
or even set to zero.
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2.2 Reference state

The present formulation of the model is based on the
Lipps and Hemler (1982) form of the anelastic approx-
imation. This relies on the assumption that the atmo-
sphere will not depart very much from a ``reference
state'' having a potential temperature varying slowly in
the vertical. Under this same constraint, we de®ne the
Meso-NH reference state as an atmosphere at rest, in
hydrostatic equilibrium, with horizontally uniform pro-
®les of temperature Tref �z� and water vapour rv ref �z�.
No condensed water is considered in the reference state.
For our application, the reference pro®les are often
chosen as the initial horizontal averages of the ``large-
scale'' ®elds over the expected domain of simulation.
Any pro®le, however may be used, but the inaccuracy of
the computation increases if the reference state is far
from the actual mean state. In the following, the
dependence on z only will be assumed for all quantities
subscripted with � �ref .

At the beginning of each experiment, the properties
of the reference state are computed in the following way:
the hydrostatic relation and the equation of state are
used to derive the pro®les of the virtual temperature
Tvref and the Exner function Pref of the reference state,
as

Tv ref � Tref �1� rv ref Rv=Rd�=�1� rv ref �; �5�
d�logPref �

dz
� ÿ g

CpdTv ref
; �6�

with the upper boundary condition Pref � Ptop
ref at the

model top z � H . The virtual potential temperature hv ref
is then deduced from Pref and Tv ref as

hv ref � Tv ref

Pref
: �7�

Finally, qref is deduced from the equation of state

qref �
PCpd=Rd

ref P00
RdTv ref

; �8�

and the density of the dry air fraction qd ref is retrieved
as

qd ref �
qref

�1� rv ref � : �9�

Note that both the dry air and the water vapour must be
considered to build the pro®le of the Exner function of
the reference state, since each gas is subject to the partial
pressure of the other.

A Boussinesq version of the model is obtained in a
very simple way, thanks to the use of the reference state.
This is achieved by enforcing uniform values of qd ref ,
hv ref and Pref in the vertical instead of using the
preceding equations. This provides exactly the same
equations for the Boussinesq approximation as those
derived by Sinocca and Shepperd (1992).

2.3 Linearized equation of state

The equation of state p � qRdTv is used under its
linearized form

q0 � qref
Cvd

Rd

P0

Pref
ÿ h0v

hv ref

� �
; �10�

where q0 � qÿ qref , P0 � PÿPref and h0v � hv ÿ hv ref .
For convenience, the model uses hv rather than h0v
(therefore, in the following equations, we will use
hv ÿ hv ref to denote the resolved ¯uctuation of potential
temperature).

2.4 Anelastic constraint

The continuity equation is used under the approximate
form

~r � �qd ref
~U� � 0: �11�

It represents a strong kinematic constraint on the wind
®eld, hereafter called the anelastic constraint. This
constraint is enforced by solving the elliptic equation
for the pressure function U, that results from the
combination of Eq. (11) with the momentum conserva-
tion equation (see section 2.6).

2.5 Conservation of momentum

The equation is written in a framework linked to the
earth with rotation velocity ~X. In Meso-NH, the total
density of the air may vary as a result of changes in the
water content. Therefore, a consistent ¯ux form of the
equations can only be obtained by combining the
advective forms and the equation of continuity for dry
air. Furthermore, we want to allow for an easy
transition to the compressible system, should it be
adopted in the future; we therefore multiply the
momentum equation by qd ref , leading to

@

@t
�qd ref

~U� � ~r � �qd ref
~U 
 ~U� � qd ref

~rU

� qd ref~g
hv ÿ hv ref

hv ref
� 2qd ref

~X ^ ~U � qd ref
~F:

�12�

This may be interpreted as the conservation of the dry-
air fraction, although it is strictly equivalent to the usual
momentum equation. The di�erent terms represent,
respectively, the time evolution, the advection, the
pressure gradient, the buoyancy force, the Coriolis force
and the turbulence e�ects. Note that the ¯ux form of the
equation, which is kept consistently throughout the
model, ensures an integral conservation of momentum
by the advection term to a very good accuracy.

The pressure function is de®ned as

U � Cpdhv ref P0; �13�
and has the same physical dimension as a geopotential.
As a distinctive characteristic of the Lipps and Hemler
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formulation, it includes the reference virtual potential
temperature. This allows for a better conservation of
mechanical energy in the high atmosphere (see e.g.
Scinocca and Shepherd, 1992; Nance and Durran,
1994).

2.6 The pressure problem

The determination of U is often called the pressure
problem. In order to shorten the expression of this
problem, we introduce the dynamical sources of mo-
mentum

~S � ÿ ~r � �qd ref
~U 
 ~U� ÿ qd ref~g

hv ÿ hv ref

hv ref

ÿ 2qd ref
~X ^ ~U � qd ref

~F; �14�

whereby the momentum conservation equation may be
rewritten

@

@t
�qd ref

~U� �~S ÿ qd ref
~rU: �15�

By applying the anelastic constraint Eq. (11) to this
equation, it becomes readily

~r � �qd ref
~rU� � ~r �~S �16�

Thus, the pressure function U is the solution of an
elliptic problem. The algorithm to solve for U is an
important component of many non-hydrostatic models
and will be discussed later.

2.7 Thermodynamic equation

For the time being, the prognostic energy variable is the
dry potential temperature h. In order to account for the
e�ects of moisture, its equation takes the following
approximate form

@

@t
�qd ref h� � ~r � �qd ref h~U� �

ÿ gqd ref w
h

CpdTv ref

Rd � rvRv

Rd

Cpd

Cph
ÿ 1

� �
� qd ref

Pref Cph
Lm

D�ri � rs � rg�
Dt

ÿ Lv
Drv

Dt
�H

� �
: �17�

The terms on the right-hand side represent, respectively,
the moist correction in absence of any phase change, the
e�ects of phase changes and the other diabatic e�ects
(radiation and di�usion). This equation derives from the
conservation of entropy. The only approximation made
is to replace the Exner function P by the references state
Exner function Pref on the right-hand side, and to
substitute Pref using the hydrostatic equation. This
allows for an e�ective decoupling of the pressure
problem from the thermodynamic equation leading to
a great simpli®cation of the model while retaining an
excellent accuracy.

2.8 Conservation of moisture and passive scalars

For any of the water substances r�, the conservation
equation is written

@

@t
�qd ref r�� � ~r � �qd ref r�~U� � qd refQ�; �18�

where Q� stands for the e�ects of phase changes,
sedimentation and di�usion. Note that the ¯ux form,
and the use of qd ref (not qref ), ensure the existence of
integral conservation properties.

Similarly, the model can carry an arbitrary number of
passive scalars, following the equation:

@

@t
�qd ref s�� � ~r � �pd ref s�~U� � qd refS�; �19�

where S� stands for the e�ects of di�usion and possible
chemical processes.

2.9 Boundary conditions

2.9.1 Top boundary. The model is assumed to be limited
by a rigid horizontal lid, exerting a free slip condition on
the atmosphere. The height H of this lid may be chosen
by the user. In order to obtain realistic results, it is
recommended that H is placed somewhere in the
stratosphere. At z � H , the conditions imposed on the
model are:

~U �~n � 0; �20�

qd ref
@U
@n
�~S:~n; �21�

where ~n is a vertical unit vector.
In order to prevent the re¯exion of gravity waves on

this lid, an absorbing layer may be activated, where the
model prognostic variables are relaxed towards the
large-scale (LS) values.

2.9.2 Bottom boundary. In the adiabatic formulation of
the model, the lower boundary is de®ned as an insulated
rigid lid allowing for free slip tangential velocity. This is
formulated in the same way as Eqs. (20)±(21), but ~n, a
unit vector normal to the earth's surface, may not be
locally vertical. In the physical package of the model, the
turbulent ¯uxes of heat, moisture and momentum
normal to the surface are computed through bulk drag
coe�cients depending on wind and stability. This results
in the near-surface velocity getting close to zero, as
expected whenever the user wants to simulate realistic
surface friction.

2.9.3 Lateral boundaries Several formulations for lateral
boundary condition (l.b.c. hereafter) are available. First
we consider the cyclic boundary condition; this widely
used boundary condition is most simple to prescribe.
For instance, giving the periodicity length Lx (corre-
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sponding to the model domain width) for the x-
direction, the condition imposed on all model variables
a are

a�x; y; z� � a�x� Lx; y; z�: �22�
It should be noted that this option implies some speci®c
treatment in several parts of the model. First, the
computation of the advection terms on the boundary is
modi®ed. Second, the pressure solver uses complex
Fourier transforms, whereas for other types of l.b.c. the
solver uses cosine Fourier transforms.

Next the rigid-wall boundary condition; for a free-slip
rigid wall, a mirror-type boundary condition is assumed.
This reads

~U �~n � 0; �23�
where~n is a horizontal unit vector normal to the lateral
boundary. It follows that the normal velocity compo-
nents are zero at the lateral boundaries, whereas all
other variables are symmetric relative to the boundary,

@a
@n
� 0: �24�
Finally the open and externally forced boundary

conditions; many usual applications of the model require
simultaneously to let the short-scale waves out of the
domain with minimal re¯exion at the boundaries, and
the large-scale evolution of the variables get into the
model by boundary forcing. This is achieved through
the use of a mixed radiation-relaxation method which
will be now described. This requires knowledge of the
large-scale values of all variables (LS, see above). Note
that in many cases, these LS ®elds are simply identical to
the initial values.

There exist several variants of radiative, or open
boundary conditions in the literature. For instance, some
authors apply the wave-radiation boundary condition to
all prognostic variables, whereas others apply it only to
the normal velocity component. We found that the
second approach works better for complex cases with
ambient wind shear or with intense convection. For the
present version for Meso-NH, we have adopted the
simplest formulation giving satisfactory results from our
experience. The prognostic variables are separated in two
groups: on the one hand, the scalars and the tangential
velocity components; on the other, the normal wind.

For the scalars and the tangential components of
velocity, the formulation depends on the sign of the
normal velocity: for out¯ow boundaries, the derivatives
normal to the boundary are extrapolated from the
interior. For in¯ow boundaries, they are linearly inter-
polated between the interior and the LS values.

On the other hand, the normal velocity component un
is computed by a mix of the Davies (1976) and
Carpenter (1982) methods, already used by Redelsperger
and Lafore (1988):

@un

@t
� @un

@t

� �
LS
ÿC�

@un

@x
ÿ @un

@x

� �
LS

� �
ÿ K�un ÿ unLS�;

�25�

where the subscript LS stands for large-scale value of the
®eld and C� denotes the phase speed of the perturbation
®eld un ÿ �un�LS . This formulation is used for both
in¯ow or out¯ow conditions. It allows waves coming
from the interior of the model domain to pass out freely
through the boundary with minimal re¯ection. It also
allows the large-scale ¯ow to force the evolution of the
inner domain at large time-scales. The last term
corresponds to a slow relaxation towards the large-scale
value, avoiding a temporal drift of the normal velocity.

Sophisticated methods may be used to evaluated the
phase speed C�, such as proposed by Orlanski (1976). As
a ®rst step however, we use the simple method proposed
by Klemp and Wilhelmson (1978), reading

C� � un � C; �26�
where C is a constant phase speed chosen by the user (in
the range of 20 to 50 m sÿ1).

The three types of l.b.c. described can be speci®ed
independently for each lateral boundary, with a single
limitation: if the cyclic boundary condition is chosen for
one lateral boundary, the opposing-side b.c. must also
be cyclic. Note in particular that it is possible to mix a
wall condition on one side and an open condition of the
other side in the same direction. The combination of
di�erent types of l.b.c. o�ers a wide range of geometrical
con®gurations, such as a close tank or a channel.

2.10 Conservation of total mass and retrieval
of the absolute pressure

While developing the model, we realized that most
existing anelastic models su�er from the inability to
determine precisely the absolute value of the pressure.
This is usually considered a minor problem, since only
the pressure gradient is used in the momentum equation.
However, it may be useful to retrieve the best possible
estimate of the absolute pressure for thermodynamic
computations, or for the sake of comparison with
observations of this quantity.

The problem is linked to the fact that the continuity
equation (11) is an approximate form, which no longer
represents a mass budget. We therefore developed an
original technique to control the mass budget of the
model. The total mass inside the model domain is the
sum of the mass of dry air and the total mass of water in
all forms

M �Md �Mw: �27�
The anelastic constraint given by Eq. (11) does not
supply the variation of the total mass of dry air Md�t�
inside the model domain, since it uses the reference
density pro®le instead of the actual density. It is
therefore necessary, to use an additional equation; this
depends on the general conditions of the experiment. If
periodic or wall boundary conditions are assumed, the
total mass of dry air may not vary during a simulation.
It is therefore speci®ed once and for all at the beginning
�Md�t� �Md�t0��. If the model is driven by larger-scale
meteorological information (forecasts or analyses), the
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time variation of the total mass of dry air is assumed to
be entirely governed by the larger-scale ®elds. This is
consistent with procedures currently used in other
limited area models. In that case, the value Md�t� of
the total mass of dry air within the simulation volume is
regularly updated by linear interpolation in time be-
tween the values deduced from the larger-scale ®elds.

On the other hand, the total mass of water (in all
forms) Mw�t� can be computed at each time during the
simulation, by a simple volume integration

Mw�t� �
Z
V

qd ref rwdV ; �28�

where V is the total volume of the model domain. Note
that this results in the total mass varying with precip-
itation and ground evaporation of water, as it should,
behaviour that was generally ignored in most models in
the past. Also, when the model is forced by larger-scale
®eld, the evolution of the total mass of water in the
model may be di�erent from that in the forcing ®elds,
since the representation of physical processes is di�er-
ent.

The retrieval of the absolute pressure proceeds as
follows. Let us assume that Ufg (®rst-guess) is a
particular solution of the preceding elliptic problem.
We want to determine the additional constant U0 that
will ensure the correct absolute value of the pressure.
This is achieved by using the total mass as just de®ned,
which may be developed following

M�t� �
Z
V

q dV �
Z
V

qref dV �
Z
V

q0 dV

�Mref �
Z
V

q0 dV
�29�

whereMref is the mass of the references state (including
both dry air and water), computed once and for all at
the beginning of each experiment.

Using the linearized equation of state [Eq. (10)] and
the de®nition of U [Eq. (13)], we then have

M�t� �Mref

�
Z
V

qref
Cvd

Rd

1

Cpdhv ref

Ufg � U0

Pref
ÿ hv ÿ hv ref

hv ref

� �
dV ;

�30�
which is solved as

U0 �
M�t� ÿ 2�Mref �

R
V

qref

hv ref
hv ÿ Cvd

Rd

Ufg

CpdPref

� �
dVR

V

qref

hv ref

Cvd
Rd

1
CpdPref

dV
:

�31�
The resulting ®eld of Ufg � U0 is used to retrieve the
absolute pressure

P � P00 Pref � Ufg � U0

Cpdhv ref

� �Cpd=Rd

: �32�

2.11 Some additional features

The model may be used in two-dimensional (2D) or even
one-dimensional (1D) form. These simpli®ed formula-
tions are obtained by omitting part of the preceding
equations (e.g. the advection terms or the pressure
gradient). They share with the standard 3D formulation
nearly all routines and lines of code. Thus, we avoid
redundancy in the code, we simplify the maintenance
and we allow for maximum testing of the 3D code
through the 2D and 1D options.

The model also includes several numerical di�usion
and relaxation operators. The background di�usion
operator is a fourth-order di�usion acting along the
coordinate lines of the model. This operator applies to
the ®elds of ¯uctuations, i.e. the departures from the
large-scale values �/ÿ /LS , where / is any of the
prognostic variables). The characteristic time-scale for
damping of the 2Dx waves may be chosen by the user. A
lateral sponge zone and a top absorbing layer are also
de®ned in terms of ¯uctuations from the LS ®elds.

3 Coordinate systems and grid stretching

In general, it is not possible to use the equations of the
previous section in a simple Cartesian coordinate
system, because of earth's sphericity and the underlying
topography. Furthermore, it is often desirable to
introduce some stretching of the coordinates to gain
e�ciency in representing certain atmospheric features.
We will therefore use a coordinate transformation as
described in this section.

3.1 Coordinate transformation

In meteorology, a natural coordinate system is de®ned
by the longitude k, the latitude u and the distance from
the earth's centre r (or the altitude above sea surface
z � r ÿ a, where a is the earth's radius). The vector basis
associated with this natural system will be called
�~i0;~j0;~k�; ~i0 points towards the east, ~j0 towards the
north and~k is vertical. In Meso-NH, we prefer to work
with a conformal projection allowing for rotation with
respect to this natural basis. This allows more ¯exibility
in the direction of the coordinate lines when studying
particular processes. Three types of conformal projec-
tions are supported in Meso-NH: Lambert, Polar
Stereographic and Mercator. They di�er mainly in their
conicity parameter K, which varies from 0 for Mercator
projection, to 1 for sterographic projections, with all
values between 0 and 1 de®ning the family of Lambert
projections.

J. P. Lafore et al.: The Meso-NH Atmospheric Simulation System 95



We use a system of curvilinear coordinates x̂, ŷ, ẑ,
de®ned in the following manner. On the horizontal, x̂
and ŷ are the distances counted from an arbitrary origin
�k0;/0� in two arbitrary orthogonal directions on a
conformal surface of projection. The traces on the
sphere of these coordinate lines de®ne two orthogonal
directions in each point. We will call hereafter~i and~j the
horizontal unit length vectors parallel to those direc-
tions. We note c the angle from~i to~i0 (see Fig. 1). At
point �k0;/0�, c � ÿb, the parameter b being chosen by
the user. At other points, the angle c will in general vary
with x̂ and ŷ (because of the earth's sphericity) according
to c � K�kÿ k0� ÿ b. Clearly, ~i, ~j and ~k form a local,
Cartesian basis allowing us to represent the wind
velocity vector. In the following, we will call u, v, w
the components of ~U on this basis:

~U � u~i� v~j� w~k: �33�
It is the most natural decomposition of the wind in a
local basis. The map scale factor is de®ned as the ratio of
distances on the projection surface to distances on the
sphere and will be called m.

On the vertical, we use the Gal-Chen and Sommerv-
ille (1975) coordinate

Ẑ � H
zÿ zs

H ÿ zs
; �34�

where H is the height of the model top and zs the height
of the local topography. Since the transformation is
purely vertical, ~k is also parallel to the ~z0 lines in the
physical space (see Fig. 2).

Coordinate stretching is achieved by introducing a
new system denoted �x; y; z�, and related to x̂, ŷ, ẑ by

dx � dx̂
Dx�x� ; �35�

dy � dŷ
Dy�y� ; �36�

dz � dẑ
Dz�z� : �37�

The stretching functions Dx�x�, Dy�y�, Dz�z� are de®ned
independently in the three directions.

In the physical space, the x, y and z coordinate lines
are not orthogonal, because of the underlying topogra-
phy zs. Therefore, the coordinate system is not orthog-
onal and it is necessary to introduce, besides the
Cartesian basis, the covariant and contravariant bases
to develop the operators of the previous section (see Fig.
2). Following Viviand (1974), we use both of these bases
and achieve a simple formulation by retaining the
Cartesian components of the velocity u, v, w as
prognostic variables. In order to save space, we will
only give here the results of these computations.

Let us call x, y, z the local distances on the sphere in
the directions~i,~j,~k. We use the classical notation d�� for
the metric coe�cients. Their values are given by

dxx � @x
@x
� r

am
Dx�x�; �38�

dyy � @y
@y
� r

am
Dy�y�; �39�

dzz � @z
@z
� 1ÿ zs

H

� �
Dz�z�; �40�

dzx � @z
@x
� @zs

@x
1ÿ ẑ

H

� �
Dx�x�; �41�

dzy � @z
dy
� @zs

@y
1ÿ ẑ

H

� �
Dy�y�; �42�

while the other d�� are zero.
The Jacobian of the transformation from x, y, z to x,

y, z is given by

J � dxxdyydzz � r
am

� �2
1ÿ zs

H

� �
Dx�x�Dy�y�Dz�z�: �43�

Fig. 1. Principles of projection and notation on the sphere

Fig. 2. The Gal-Chen and Sommerville vertical coordinate system and
the Cartesian �~i;~k�, covariant �~ei� and contravariant �~ei� bases
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This is the ratio of the volumes in the physical and
transformed spaces.

The expression of the divergence operator in the
stretched coordinate system dictates the choice for the
model prognostic variables as the product of the wind
Cartesian components, potential temperature and mix-
ing ratios of all scalars by the dry density of the
references state, and by the Jacobian J. To simplify the
notation, we put ~q � qd ref J . The prognostic variables of
the model are therefore ~qu, ~qv, ~qw, ~qh, ~qr� and ~qs�. In
practice, the values of x, y, z are 1 on the ®rst grid point,
2 on the second etc., and Dx �x�, Dy �y�, Dz �z� are equal
to the local values of the grid size on the plane of
projection. Therefore, dxx, dyy and dzz are exactly the
horizontal and vertical grid sizes in the physical space J
is the volume of the grid cell, and ~q is the mass of dry air
of the reference state within each grid cell. For the water
and passive scalars, the prognostic variable represents
therefore (to the extent that qd ref is a good approxima-
tion of qd) the mass of substances within the grid cell,
which is very convenient to guarantee the conservation
of mass.

Finally, the model equations use extensively the
contravariant components of the velocity vector. These
are computed at the beginning of each time-step as

Uc � u
dxx

; �44�

V c � v
dyy

; �45�

W c � w
dzz
ÿ udzx

dxxdzz
ÿ vdzy

dyydzz
: �46�

3.2 Approximations

Before giving the ®nal form of the equations, it is useful
to introduce two possible approximations, controlled by
¯ags in the Meso-NH code. The depth of the atmo-
sphere �' 30 km) is much smaller than the earth's radius
�a ' 6000 km). It is therefore customary in meteorology
to assume that the atmosphere is a thin shell �z� a and
r ' a�. However, if this assumption is retained without
care, the principle of conservation of angular momen-
tum may be violated (Phillips, 1966). It is necessary to
make the additional hypothesis that the horizontal
component of the earth's rotation is negligible. In the
Meso-NH model, we decided not to retain the thin-shell
approximation. However, for the purpose of compari-
son with models making this approximation, we intro-
duce a ¯ag d1, taking the value 1 in the general case and
0 in the case of the thin-shell approximation.

For many purposes, one may want to work in the
much simpler Cartesian frame on a plane tangent to the
sphere, and neglect the curvature terms (e.g. study of
very small scale processes, or idealized studies of meso-
scale processes). This may be obtained easily by setting

f � 2X sinu0, f � � 2X cosu0, K � 0, m � 1, r � a � 1.
Note that contrary to the previous case, we may here
retain f � 6� 0 without violating the conservation of
angular momentum. In order to obtain this very simple
form, we introduce another ¯ag d2 in the general system,
taking the value 1 for the general case, and 0 for the
Cartesian case.

The combination of the thin-shell approximation and
the Cartesian framework results in the traditional f -
plane approximation (no horizontal component of the
earth's rotation).

3.3 Final form of equations before discretization

The ®nal set of equations in the stretched, terrain-
following coordinate system, using the d1 and d2 ¯ags, is
now given. For clarity, let us recall that / is the current
latitude, K is the conicity parameter of the projection
and c is the current value of the angle between the x
coordinate line and the east direction. The distance from
the earth's centre is r � a� d1d2z.

The anelastic constraint reads

@

@x
�~qUc� � @

@y
�~qV c� � @

@z
�~qW c� � 0: �47�

The conservation of momentum reads

@

@t
�~qu� � ÿ @

@x
�~qUcu� ÿ @

@y
�~qV cu� ÿ @

@z
�~qW cu�

� d2~quv
cos c

r cosu
�sinuÿ K�

� d2~qv2
sin c

r cosu
�sinuÿ K�

ÿ d2d1~q
uw
r
ÿ ~q

1

dxx

@U
@x
� ~q

dxx

dxxdzz

@U
@z

ÿ d1~qf � cos cw� ~qfv� ~q~Fv �~i : �48�
@

@t
�~qv� � @

@x
�~qUcv� ÿ @

@y
�~qV cv� ÿ @

@z
�~qW cv�

ÿ d2~qu2
cos c

r cosu
�sinuÿ K�

ÿ d2~quv
sin c

r cosu
�sinuÿ K�

ÿ d2d1~q
vw
r
ÿ ~q

1

dyy

@U
@y
� ~q

dzy

dyydzz

@U
@z

ÿ d1~qf � sin cwÿ ~qfu� ~q~Fv �~j : �49�
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@

@t
�~qw� � ÿ @

@x
�~qUcw� ÿ @

@y
�~qV cw� ÿ @

@z
�~qW cw�

� d2d1~q
u2 � v2

r
ÿ ~q

1

dzz

@U
@z
� ~qg

h0v
�hv

� d1~qf ��sin cv� cos cu� � ~q~Fv �~k : �50�
The thermodynamic equation reads

@

@t
�~qh� � ÿ @

@x
�~qUch� ÿ @

@y
�~qV ch� ÿ @

@z
�~qW ch�

ÿ ~qgw
h

Pref hv ref Cpd

Rd � rvRv

Rd

Cpd

Cph
ÿ 1

� �

� ~q
Pref Cph

Lm
D�ri � rs � rg�

Dt
ÿ Lv

Drv

Dt
�H

� �
:

�51�
The equations for moisture and additional scalars take
similar forms.

3.4 Discretization

We use a C-grid in the Arakawa and Mesinger (1976)
terminology both in the horizontal and in the vertical
(Fig. 3); x̂, ŷ, ẑ and the metric coe�cients dxx, dyy and dzz
are located, respectively, at the u; v and w points. The

Jacobian J is located on the mass points. The orography
zs�i; j� is de®ned at the lowest w point.

The discretization is based on second-order ®nite
di�erences and two-point averages. We adopt the
traditional notations of Schuman: dxa, dya and dza
for ®nite di�erences in the directions x, y and z; ax, ay

and az for averaging in the same directions. For in-
stance, dxa�i; j; k���a�i� 1; j; k� ÿ a�i; j; k�� or �a�i; j; k�
ÿa�iÿ 1; j; k��, depending of the location of the variable
a; ax�i; j; k� � �a�i� 1; j; k� � a�i; j; k��=2 or �a�i; j; k�
�a�iÿ 1; j; k��=2, and similarly for the other operators.
We found the results quite sensitive to the discretization
and location of the metric coe�cients and of the
Jacobian. The following formulations are currently used

z � zs � ẑ 1ÿ zs

H

� �
; �52�

dxx � �a� d1d2z�z
a

1

m
dxx̂

" #x

; �53�

dyy � �a� d1dzz�z
a

1

m
dy ŷ

" #y

; �54�

dzx � dxz; �55�

dzy � dyz; �56�

dzz � dzz
z
; �57�

J � �a� d1d2z�z
a

 !z
1

m

� �2

dxx̂ dy ŷ dzz: �58�

The continuity equations keeps the very simple form

dx�~qx
Uc� � dy �~qy

V c� � dz�~qz
W c� � 0: �59�

The contravariant velocity components read

~q
x
Uc � ~q

x u
dxx

; �60�

~q
y
V c � ~q

y v
dyy

; �61�

~q
z
W c � 1

dzz
~q

z
wÿ ~q

x
u

dxx

� �z

dzx

 !x

ÿ ~q
y
v

dyy

� �z

dzy

 !y24 35 :�62�

The discretization of the advection and Coriolis terms
follows Clark (1977); we do not recall these equations
here. The discretization in time is purely explicit, and
based on the leapfrog scheme. An Asselin time-®lter is
also used.

Fig. 3. The discretization on the horizontal (top) and the vertical
(bottom). The four points at the corners of each shaded square will
share the same values of the indices i, j or k
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3.5 Positive de®nite advection scheme

The model o�ers a variety of advection schemes, from
the most simple second-order, centred scheme to the
sophisticated MPDATA scheme of Smolarkiewicz and
Grabowski (1990). We will hereafter describe a simple
Multidimensional Positive De®nite Centred Di�erence
Scheme (MPDCD) recently developed, that appears to
provide a particularly interesting quality-cost ratio. This
applies to the scalar quantities located at the mass
points. The generic form of the discretized equation for
the scalar quantities is written

@

@t
~qw � ÿ

X3
I�1

@xI�~qUc
I w�: �63�

We de®ne the advective ¯ux of w as FI � ~qUc
I w. The

solution of Eq. (63) using three time-levels (leapfrog
scheme) becomes

~qwt�Dt

2Dt
� ~qwtÿDt

2Dt
ÿ
X3
I�1

@xI F t
I ; �64�

where 2Dt is the leapfrog time-step. The spatial discret-
ization of the advective part may produce negative
values if the sum of the ¯uxes at the cell faces of a given
elementary grid box removes more mass than the mass
contained in the grid box. In order to obtain a positive
de®nite advection scheme, an upper limit for the
advective ¯ux is applied, following the ¯ux-corrected
transport theory of Zalesak (1979). The development of
the expression of the limiter factor closely follows the
approach of Smolarkiewicz (1989). Assuming that the
Courant number is smaller than 1, the scalar variable
computed at t � Dt must satisfy the condition

wt�Dt � 2Dt
~q
�F IN ÿ F OUT � � wtÿDt > 0; �65�

where F OUT and F IN are, respectively, the total outgoing
and incoming ¯ux summed on all faces of each elemen-
tary grid cell (remember that in our coordinate system,
the volume of any grid cell is unity in the transformed
space). In Eq. (65), the di�erence F IN ÿ F OUT is equiv-
alent to the total ¯ux in all the directions of the grid cell.
A su�cient condition for Eq. (65) is

wtÿDt � 2Dt
~q

F OUT : �66�

The physical explanation of Eq. (66) is that the outgoing
¯ux F OUT cannot remove more mass in one time-step
�2Dt� than that contained in the elementary box at the
previous time-step �wtÿDt�. Equation (66) can be rewrit-
ten in the form of a ¯ux limiter ratio �bOUT �

bOUT � wtÿDt

2Dt
~q F OUT

: �67�

If bOUT � 1, the ¯ux does not need to be modi®ed; if
bOUT < 1, the outgoing ¯ux is overestimated and there-
fore the ¯ux limiter ratio must be applied. The appli-
cation of the ¯ux limiter to the ¯ux can be written in a
compact manner

FI � min�1; bOUT
iÿ1 �FI �� �min�1; bOUT

i ��FI �ÿ; �68�
with � � �� � max�0; :� and � � �ÿ � min�0; :�. FI is the ¯ux
in the face separating the grid cell iÿ 1 and i in the I
direction. If the ¯ux is positive, it will be corrected by
the limiter bOUT

iÿ1 (of the cell iÿ 1). If the ¯ux is negative,
it will be corrected by the limiter bOUT

i .
In order to demonstrate the e�ciency of this simple

scheme, we present a comparison of results obtained
with a MPDATA scheme. This test considers the
transport of pu� of scalar in a ¯ow ®eld over a sharp
hill. The ¯ow is characterized by a Froude number
de®ned as U=NL (where U is the mean velocity of the
¯ow, N is the Brunt-vaÈ isaÈ laÈ frequency and L is the length
of the hill). In our test the Froude number is 10, and the
¯ow is therefore nearly potential. This test is carried out
to validate the vertical grid transformation over the
mountain and is run in 2D for the sake of simplicity. The
stationary ¯ow is obtained by integration of the Meso-
NH model. Figure 4 shows the vertical velocity and the
potential temperature. The initial maximum concentra-
tion of the pu� is 10, located at the altitude of the hill top
(200 m). The initial pu� diameter is 400 m both in
horizontal and vertical directions. An isotropic grid of 50
m is used and the Courant number is 0.2. Figure 5 shows
the initial distribution of the pu�, and the results
corresponding to two pu� positions, just above the hill
and after the hill passage when the pu� should have
recovered its initial shape. The results are given for the
scheme presented [MPDCD (second-order), for a fourth-
order version of the same scheme, and for two versions
for the MPDATA scheme (2 and 3 iterations)]. The cost
of MPDCD at second order is about 3.4 times more
expensive than the non-corrected second-order scheme,
but two and three times less expensive than the two
versions of MPDATA, respectively.

Other tests have been performed, in particular using
the deformational ¯ow ®eld of Smolarkiewicz (1982), for
which the analytical solution is supplied by Staniforth et
al. (1987). Again, MPDCD performed nearly as well as
MPDATA, at a lower cost.

4 The pressure solver

A distinctive feature of the anelastic system of equations
is the requirement of solving an elliptic pressure
equation with high accuracy. This is a di�cult point
for many other non-hydrostatic models, and so we shall
discuss it in some detail.

4.1 Formulation of the elliptic problem

We seek the discretized form of Eq.(16). We shall denote
by GDIV the discretized divergence operator. Further-
more, in order to avoid the error growth on the wind
divergence, we adopt the widely used method of
replacing ~S by ~B �~S ÿ ~q~U�t ÿ Dt�=2Dt (Williams,
1969). As already explained, the divergence operator
can be expressed in terms of the contravariant compo-
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nents of a vector. The discrete form of the contravariant
components of ~B is

Bc1 � B1

dxx
; �69�

Bc2 � B2

dyy
; �70�

Bc3 � 1

dzz
B3 � B1

dxx

� �z

dzx

 !x

ÿ B2

dyy

� �z

dzy

 !y24 35; �71�
where �B1;B2;B3� are the Cartesian components of ~B.
We then have

GDIV �~B� � dxBc1 � dyBc2 � dzBc3 �72�
The left-hand side of Eq. (16) is discretized in a similar
way, resulting in

Q�U� � GDIV �~q ~rU� � dx ~q
x dxU

d2xx

" #
� dy ~q

y dyU

d2yy

" #

� dz ~q
z dzU

d2zz

" #
ÿ dx ~q

x 1

d2xx

dzx
dzU
dzz

� �x !z24 35
ÿ dy ~q

y 1

d2yy

dzy
dzU
dzz

� �y !z24 35

ÿ dz
1

dzz
dzx ~q

x dxU

d2xx

ÿ ~q
x 1

dxx
dzx

dzU
dzz

� �x !z8<:
9=;

z8><>:
9>=>;

x264
375

ÿ dz
1

dzz
dzy ~q

y dyU

d2yy

ÿ ~q
y 1

dyy
dzy

dzU
dzz

� �y !z8<:
9=;

z8><>:
9>=>;

y264
375 :�73�

The elliptic equation is completed by boundary condi-
tions. As explained, there are many di�erent formula-
tions for the boundary conditions. However, all of them
may be expressed as a time tendency for the normal
component of the wind at the boundary (except in the
special case of cyclic boundary conditions). From Eq.
(15), we can then infer the normal component of the
pressure gradient when the source components ~S �~n are
known. The result is a non-homogeneous Neumann
condition for the full elliptic problem

@/
@n
�~S �~nÿ @

@t
�qd ref

~U �~n�: �74�
We render this condition homogeneous by following the
procedure of Williams (1969), also used recently by Xue
and Thorpe (1991). The pressure function is replaced by
/0 � /ÿ /0, where /0 is zero inside the computational
domain and non-zero at the outer points, so that the
l.b.c. of Eq. (74) is satis®ed. Now /0 satis®es the elliptic
problem:

@/0

@n
� 0 at the boundary;

Q�/0� � GDIV �~S0� at points just inside the boundary;

Q�/0� � GDIV �~S� at the other points;

�75�
where S0 is obtained by replacing components Sx and Sy
by

@�qd ref u�
@t and

@�qd ref v�
@t , respectively. This method is not

used when the cyclic boundary conditions are selected.

4.2 Preconditioning technique

In order to solve e�ciently the preceding problem, we
use the preconditioning technique developed by Ber-

Fig. 4a,b. Solution obtained by the model for the nearly potential ¯ow ®eld used in the test of the advection scheme.a Vertical velocity, contour
interval 0:5m sÿ1; b potential temperature, contour interval 0:05K. The coordinate lines are labelled in km
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nardet (1995) which makes use of the solution of the
``¯at'' problem. `` Flat'' means that the topography and
the earth's curvature are neglected. It follows that dzx
and dzy vanish, and only the ®rst three terms of Eq. (73)
remain. Since ~q only depends on z, the ¯at operator F
can be rewritten as

F U � h~qix;y
1

hd2xxixy

dx2U�
1

hd2yyixy

dy2U

" #

� dh~qix;y
z 1

hd2zzixy

dzU:

�76�

The method then consists in treating the horizontal part
of F in the Fourier space. First, we compute the FFT of
the right-hand side of the equation. Then we introduce

the horizontal Fourier decomposition of F completed by
its classical vertical part. This results in imax�imax
tridiagonal matrices where every matrix corresponds to
a di�erent horizontal mode. A classical tridiagonal
matrix inversion is performed for each horizontal mode,
which allows us to compute the solution in the Fourier
space. Finally, we apply an inverse FFT to obtain U in
the physical space.

4.3 Richardson's method

Then, we developed two di�erent iterative methods [the
conjugate gradient method after Kapitza and Eppel
(1992) and the Richardson method, after Golub and
Meurant (1983)]. For both methods, the ®rst guess is

Fig. 5a±d. Distribution of the scalar pu� at t � 0, t � 150 � and t � 300 using several positive de®nite advection schemes: aMPDCD (second-
order); bMPDCD (fourth-order); cMPDATA (2 iter.); dMPDATA (3 iter.). The initial scalar pu�maximum is 10, and the contour interval is 0.5
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also set equal to the solution of the ¯at problem. The
conjugate gradient method will not be discussed here as
it has been found to be less e�cient. We write the
problem as

F ÿ1Q x � F ÿ1y; �77�
where x is the unknown, y is the right-hand side, Q is the
complete operator de®ned in Eq. (73) and F is the ¯at
operator, used as a preconditioning matrix.

The classical Richardson iterative method reads

x�n�1� � x�n� � a�F ÿ1y ÿ F ÿ1Q x�n��;
where x�n� is the n-th iteration of x. This method includes
a relaxation factor a, allowing for an under-relaxation
which is useful to improve the solver convergence in the
presence of large slopes.

The e�ciency of the pressure solver is checked by
evaluating the order of magnitude of the residual
velocity divergence, after a given number of iterations.
An example is shown on Fig. 6. In the usual practice,
four iterations are considered to be su�cient. This
number may need to be increased when very large slopes
are present in the domain. The cost of the solver is
currently 1:6 10ÿ4s Cpu per grid point and per iteration
on a single processor of a Cray C90 machine. The
conjugate gradient method, also available, has a wider
range of applications, but at approximately double the
cost.

5 Examples of idealized validation simulations

We provide here several basic examples which are used
for the purpose of validation of the adiabatic part of the
model. These simulations are performed after any major
change in the model code, or after the model installation
on a new site, in order to check the good functioning of
the code. This is introduced by a short discussion on
time-step selection.

5.1 Stability requirements

A stability analysis is based on the two-dimensional
Boussineq equations linearized around a hydrostatic
basic state. Fourier decompositions are then used to
account for the e�ect of the discretizations (explicit in
time) in the previous equations. As this system of
discrete equations admits solutions only when its
determinant vanishes, this condition results in a discrete
dispersion relationship for internal waves. Solving this
relation leads to a criterion on the limit of time-step, and
the most restrictive form can be expressed as

Dtlim � U
Dx
� N j cos�pDz=2H�j

1� Dx
Dz sin�pDz=2H�ÿ �2h i1=2

0B@
1CA
ÿ1

; �78�

where Dtlim is the limit of the time-step for stable
integration, H is the height of the model top, Dx and Dz
are, respectively, the horizontal and vertical grid inter-
vals, U is the mean ¯ow speed and N is the Brunt-VaõÈ saÈ laÈ
frequency. The dependence of log�Dtlim�, with respect to
Dx and H is shown in Fig. 7. We may note the following
points: due to the anelastic hypothesis and to the rigid lid
at the top of the model, fast-travelling waves such as
external gravity waves or acoustic waves are ®ltered out
and do not appear in the expression of the time-step
limitation, which allows rather large time-steps, even
with our time-explicit scheme. At small grid aspect ratio
Dx=Dz, Dtlim is quasi-independent of the domain height
H . This will be the case in general for meso-gamma
scales. For larger grid aspect ratio Dx=Dz, Dtlim depends
on H (meso-a and-b scales). At these scales, it is
bene®cial to reduce H in order to increase the time-step,
inasmuch as the physical problem of interest allows it.

This method of determining the limit of time-step
must be used with care, because the basic equations are

Fig. 6. A measure of the solver performance. The case-study is a
simulation of 2D mountain waves. The number of solver iterations
needed to achieve a divergence of 10ÿ10 sÿ1 is shown as function of
the mountain aspect ratio

Fig. 7. Values of log�Dtlim�, where Dtlim is in seconds, for
U � 10m sÿ1, N � 0:01 sÿ1, and Dz � 250m
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largely simpli®ed in comparison with the Meso-NH
equations. In practice, it has been veri®ed on several
examples that an e�ective method to determine the time-
step limit is to apply a security coe�cient of 0.8 to Eq.
(78). Note, however, that although the stability analysis
carried out in two dimensions only, the result seems to
apply to 3D cases as well (with a correction factor of

���
2
p

when Dx � Dy, or with the most restrictive condition
between x and y if the grid is very anisotropic). In the
normal use of the model including the physical package,
other constraints may of course limits the time-step.
Also, the vertical velocity may become large if the model
resolves strong convective drafts, and this will place an
additional restriction involving the vertical grid size.

5.2 Idealized vortices from aircraft wake

We start with an example of very small scale ¯ow, which
is currently the object of intensive research: the system
of two vortices left behind by an aircraft at take-o� or
landing. It is well known that each vortex induces a
negative vertical velocity on the other. As the pair
approaches the ground, the distance between the two
vortices increases, as a result of the boundary condition.
Recent research has shown that a secondary vortex is
generated close to the ground, inducing a rebound. This
is due to the no-slip condition in real, viscous ¯ow, and
has also been simulated by our model. However, we will
only present here the inviscid case, where the ¯ow is
potential, and the trajectory is given by the most simple
equation (see e.g. Sa�man, 1979)

1

x2
� 1

z2
� C ste: �79�

The case has been simulated with the model with the
conditions given in Table 1. The computed trajectory for
the right-hand vortex is shown in Fig. 8, together with
the analytic solution. In this case, the vortices had a
maximum tangential velocity of about 10m sÿ1 and an
extension of few metres. They were released at 65m
above the ground, and ®nished their trajectory by
leaving the computation domain (via the open boundary
conditions) at a height of 14m above the ground. This
took about 1 min.

5.3 Idealized mountain waves

We will next present several cases of mountain waves at
the meso-beta and gamma scales. First, three cases of
2D mountain-waves are discussed. The mountain of
half-width a is given by

h�x� � hmax=�1� �x=a�2�:
The upstream ¯ow is vertically homogeneous, with a
static stability of N � 0:01 sÿ1 and wind speed
U � 10msÿ1. For these simulations, cyclic lateral boun-
dary conditions are assumed but a narrow sponge zone
is de®ned near the lateral boundary to damp outwards-
radiating waves. The perturbation is fully resolved on
the lowest 25 model levels only, as the upper layers are
devoted to a sine-square shaped absorbing layer with a
maximal damping rate of 5U=a � 0:005 sÿ1.

For the ®rst case, the ¯ow is linear with hmax � 10m,
and hydrostatic with a � 5Dx � 10 km. The model is
integrated up to the non-dimensional time
t� � Ut=a � 60. The model is run without explicit
numerical di�usion. The results are shown in Fig. 9.

Table 1. Some characteristics of the control simulations. The CPU time is measured on a single Cray C90 processor

case con®guration Dx;Dz Dt dimensions duration memory CPU

aircraft vortices open LBC 1 m, 1 m 0.06 s 200, 100 60 s 7 Mw 600 s
mountain waves cyclic LBC 2 km, 250 m 20 s 90, 63 60000 s 2.4 Mw 167 s
(hydrostatic) +sponge
mountain waves idem 133 m, 250 m 2 s 180, 63 4000 s 3.3 Mw 200 s
(non-hydrostatic)
mountain waves cyclic LBC 2 km, 100 m 45 s 128, 96, 180 40000 s 110 Mw 7400 s
(3D) +sponge
baroclinic waves cyclic LBC 85 km, 500 m 200 s 96, 48, 33 10 days 8.5 Mw 1886 s

+wall

Fig. 8. Result of the control simulation for aircraft wake vortices.
Comparison of the right-hand vortex trajectory simulated by the
model (stars) with the analytical solution [continuous line from
Eq.(78)]. The coordinate lines are labelled in m, and the pair or
vortices is initially released at the height of 65m
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They closely resemble the analytical solution. Further-
more, the associated momentum ¯ux attains 95% of the
theoretical linear solution, and the computed pressure
drag attains 96.5% of the theoretical value.

In the next case, a non-linear ¯ow has been simulated
with a mountain height of hmax � 500m. The horizontal
fourth-order numerical di�usion is applied with a
damping time-scale of 75 s for the 2Dx waves. The
model results at t� � 40 are shown in Fig. 10. The wave
¯ux estimates indicate that there is a signi®cant non-
linear ampli®cation, as expected from the theory.

The following simulation illustrates a linear, non-
hydrostatic case. The model solution in Fig. 11 shows
the slant-wise propagation of the non-hydrostatic wave
until it reaches the domain boundary at t� � 30 . The
computed pressure drag takes a value of 28% of the
linear hydrostatic result, which is in excellent agreement
with the theoretical solution. The wave momentum ¯ux
also has a correct value.

As a ®nal test on mountain waves, we consider the
less classical problem of the 3D ¯ow around a bell-
shaped mountain de®ned by

hs�x; y� � h

1� x2
L2x

� �
� y2

L2y

� �h i3
2

:

The mountain characteristics are de®ned as h � 50m,
Lx � Ly � 10 km. The upstream values of wind and
temperature are 10m sÿ1 and 285K. Thus, the ¯ow is
quasi-hydrostatic and quasi-linear, and may be com-
pared to existing analytical solutions (e.g. Smith, 1980).
The cyclic lateral boundary conditions are used, and
near the lateral boundaries, relaxation towards the
initial state is applied on 16 points along x and on three
points along y, with a damping rate of 0:0016 sÿ1. A
sponge zone extending from 12570m to the top of the

model is used to prevent re¯exion of gravity waves. The
integration is carried out until a non-dimensional time
t� � tU=Lx � 40 is reached. This is considered a good
approximation of steady state. The u and v components
in a horizontal cross-section at z � 250m are shown in
Fig. 12. A comparison with the analytic solution shows
a very good correspondence. The vertical ¯ux of
horizontal momentum is vertical, and balances exactly
the surface pressure drag. The agreement with the
analytical value is better than 90%. More complete
results on this case are presented by HeÂ reil (1996).

Fig. 9. Field of vertical velocity in the control simulation, for 2D
linear, hydrostatic mountains waves; contour interval is 0:001m sÿ1

Fig. 10. Field of vertical velocity in the control simulation, for 2D
non-linear, hydrostatic mountain waves; contour interval is 0:05m sÿ1

Fig. 11. Field of vertical velocity in the control simulation for 2D
linear, non-hydrostatic mountain waves; contour interval is 0:01m sÿ1
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5.4 Idealized 3D baroclinic waves

As a third validation case for the model dynamics, we
will adress the meso-alpha scale, with a 3D non-linear
simulation of a baroclinic-wave life cycle. The 3D non-
linear development of normal-mode type perturbations
superimposed on simple zonal jets with meridional and
vertical variations has received a great deal of attention
in the past. It has been treated with a wide range of
model types, and thereby o�ers a good test-bench for
validation studies. For instance, the base state de®ned
by Hoskins and West (1979) with a semi-geostrophic
approach, also considered recently by Polavarapu and
Peltier (1990) with a non-hydrostatic, anelastic model,

by Snyder et al. (1991) with a non-hydrostatic, com-
pressible model and Lalaurette et al. (1994) with a
hydrostatic, primitive equation model. Here we use the
Meso-NH model to reproduce the Lalaurette et al.
(1994) case-study, which was initially performed with
the PERIDOT hydrostatic model formerly used at
MeÂ teÂ o-France. This case features a strong zonal jet
within the troposhere and the stratosphere, with a
realistic tropopause in between. Both upper-tropospher-
ic and surface frontogenetic processes are present.

The Meso-NH con®guration for these tests is dry and
nearly adiabatic. No surface friction or Ekman layer is
present. The only diabatic term used is a small
horizontal di�usion operator in the non-linear simula-

Fig. 12a±d.Results of the control simulation for 3D linear, hydrostatic mountain waves. The cross shows the position of the mountain. The ®elds
shown are the u component of velocity at a 250m and c 3000m altitude, and the v component of velocity at b 250m and d 3000m. Contour
intervals are 0:025m sÿ1 for u and 0:0125m sÿ1 for v
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tions. No explicit horizontal di�usion is used in the
quasi-linear runs. In order to allow for exact comparison
with the study by Lalaurette, the Meso-NH fourth-order
horizontal di�usion scheme is replaced by a more
standard second-order scheme. An important point is
that this second-order scheme directly operates on the
whole model ®elds (not on the deviations from the LS
®elds, as the standard scheme described earlier). The e-
damping time used in 7000 s for the 2Dx wave. We
believe the di�usion scheme used for particular study is
much more di�usive than the standard Meso-NH
scheme. No spherical e�ect is included, the Cartesian
and thin-shell approximations are made. The model
domain is periodic in the zonal (west-east) direction, and
rigid-wall conditions are set at the northern and
southern model boundaries.

Life-cycle simulations of baroclinic waves are classi-
cally performed in three stages: ®rst, a base state is
de®ned, next a quasi-linear simulation is carried out to
obtain a small-amplitude normal-mode solution, ®nally
a non-linear ®nite amplitude simulation is carried out
using the normal-mode solution as an initial condition.

The zonally uniform base state for the simulations is
shown in Fig. 13; the zonal wind ®eld (upper panel) is
directly taken from Lalaurette et al. (1994) data, it
displays a jet with smooth horizontal and vertical shears
in both the troposphere and stratosphere. The maximum
jet intensity is 28m sÿ1 at about 10 km and the surface
wind is zero. The thermal structure (lower panel) is
computed to be in thermal wind balance with the jet
pro®le, using the Meso-NH equations. This ®eld is
visually identical to the thermal structure provided by
the reference paper.

The selection of the most unstable 4000-km wave-
length quasi-normal mode is made iteratively, as a
suggested by Lalaurette et al. (1994). The model
without horizontal di�usion is initialized with the
base-state zonal jet modi®ed by a small arbitrary
monochromatic zonal perturbation (meridional wind
amplitude 1:7m sÿ1), and integrated for 15 days. Every
24 h, the growth of the perturbation is monitored, and
its amplitude is rescaled to restore the initial meri-
dional wind amplitude �1:7m sÿ1�. During this iterative
loop, the daily growth progressively becomes station-
ary, and the growth rate reaches a value close to
4:68 10ÿ6 sÿ1 at day 15. The perturbation phase veloc-
ity at the same time is about 7:9m sÿ1. Similar growth
rate and phase velocity were found by Lalaurette et al.
(1994); 4:4 10ÿ6 � 0:3 10ÿ6 sÿ1 and 8:3� 0:3m sÿ1 res-
pectively.

The non-linear integration is then run for 10 days.
As the wave develops, a warm front appears on the
north-eastern side of the cyclone and forms the most
active part of the wave during the early stages. Later, a
cold front forms to the south-east of the cyclone and
bends around the anticyclone. This tendency for warm
frontogenesis to occur before cold frontogenesis is a
classical character of primitive equation simulations of
baroclinic waves in meridionally limited channels. As
can be seen in Fig. 14, our results are in fair agreement
with Lalaurette et al. (1994). At the surface level (upper

panels), both models predict the spiralling of the warm
sector towards the cyclone centre, the wave intensity is
roughly the same with a deepening of about 35 hPa by
day 8 in both cases. The conclusion of this test is that
the current formulation of Meso-NH reproduces the
results previously found by other models within
acceptable limits of errors. The origin of the remaining
discrepancy has not been clearly elucidated at the
present time and requires further work. It could be
related to the approximation involved in the Lipps and
Hemler formulation of the basic equations, or to small
di�erences in the di�usive terms. The on-going work
on some more exact formulations may solve this
question.

Fig. 13a,b. Basic state used for the baroclinic wave control simulation.
aMeridional cross-section of the zonal wind, contour interval 1msÿ1;
b potential temperature, contour interval 5K
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6 Other aspects, recent evolution and conclusion

It is not possible to describe all the available function-
alities of the model in a single paper. We will summarize
here the important points that had to be left out.

The model has now a fairly complete physical
package. The turbulence parametrization is a one-and-
a-half-order closure scheme, involving a prognostic
equation for turbulence kinetic energy, computation of
mixing lengths, and a Richardson-number-dependent

formulation for the Prandtl numbers (Cuxart et al.
1995). The parametrization of surface processes is the
well-known ISBA scheme (Noilhan and Planton, 1989),
allowing for a detailed representation of the e�ects of
various vegetation and soil properties. A warm micro-
physics parametrization following Kessler (1969) has
been introduced. A parametrization of the ice phase has
also been developed for three categories of ice crystals,
and the code is now under quantitative testing. A deep
convection parametrization has been introduced follow-
ing Kain and Fritsch (1993). Finally, the ECMWF

Fig. 14a±d. Results from the baroclinic wave control simulation,
compared with those of Lalaurette et al. (1994), using a primitive
equation, hydrostatic model, a Surface-level potential temperature
�solidlines; 4K� and pseudo-geopotential perturbation U
�dashed; 6 hPa� computed by Meso-NH at day 8; b surface-level
potential temperature �solidlines; 4K� and pressure �dashed 6 hPa�

computed with the reference model at day 8. c potential temperature at
7000 m (solid lines 4K) and wind speed at 9000m �dashed; 5m sÿ1�
computed by Meso-NH at day 10; d potential temperature at 7000m
�solidlines; 4K� and wind speed at 9000m �dashed; 5m sÿ1� com-
puted by the reference model at day 10
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radiation code (Morcrette, 1989) has been interfaced
with the model.

A chain of programs to initialize MesoNH from
actual meteorological analyses has also been developed.
Currently, it is possible to initialize simulations with the
operational products or the special reanalysis projects
from either Meteo-France or the ECMWF. The model
should soon include the very important capability of
interactive grid-nesting. This will allow us to realize
simulataneous simulations of large domains with low
resolution, and smaller domains with higher resolution,
with two-way interactions between the two domains. Up
to eight simultaneous computation domains are being
considered in this development. The model also includes
a chemical module, allowing for an arbitrary number of
reactions with kinetic constants to specify. Recent tests
have shown the capability of the model to treat correctly
systems of reasonable size. The model allows for
detailed budget computation and accumulation of terms
during segments of a simulation for any quantity of
interest (Hereil, 1996). This tool is believed to o�er an
interesting potential for future process studies. Quick
access to the results is provided by an extensive post-
processing software. This part of the system is rapidly
growing and will o�er soon an interactive capability.
From the practical point of view, the code is written in
Fortran90, and the source libraries are managed under
the SCCS system, which is available of any UNIX
system. All model functions are controlled by name lists,
avoiding the need of frequent compilations.

The relevancy of the Lipps and Hemler formulation
at very large scale has been addressed in some recent
work of the group. As already noted, the de®nition of
the pressure function Eq. (13) includes a signi®cant
approximation. It has a bene®cial e�ect for the treat-
ment of stratospheric gravity waves but may be ques-
tioned when large simulation domains are used, because
the potential temperature may then depart very strongly
from the reference state. We have implemented alterna-
tive solutions based on the ``pseudo-anelastic system'' of
Durran (1989) and the well-known ``modi®ed anelastic
system'' of Wilhelmson and Ogura (1972). With these
formulations, we were indeed able to note an improve-
ment in the absolute value of the pressure diagnosed
from the eliptic equation when large domains are used.
However, the characteristic growth of error with time
seems to be fairly comparable with all three systems, and
no conclusion has yet been reached regarding which of
the systems is preferable. The implementation of the full
compressible system is also considered for the future.

In conclusion, we would like to stress that the current
state of the Meso-NH code has nearly reached the initial
objective of the project, i.e. to develop a single tool
allowing for research in a wide range of topics and
atmospheric scales. The validation cases discussed dem-
onstrate that a single code is able to produce state-of-the-
art results for a range of grid size from 1m to 100 km. The
veri®cation of the ability of our anelastic system to
represent baroclinic waves seems particularly important
in this respect. Other tests have demonstrated that correct
behaviour of the model over small-scale obstacles, with

slopes reaching 70% . Moreover, several original devel-
opments were achieved during this work. The control of
the absolute pressure by the boundary conditions, pre-
sented in Sect. 2.10, appears to have been achieved for the
®rst time in an anelasticmodel. The pressure solver, based
on a combination of preconditioning by the solution of
the ¯at problem and the traditional Richardson tech-
nique, appears to be e�cient and accurate. The ¯ux-
corrected advection scheme also has an interesting
quality-cost ratio. The combination of various levels of
approximation, geometries, advection schemes, initial
and boundary conditions o�ered by Meso-NH also
appears rather original. Future developments will further
increase the range of possible applications of this unique
tool.
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Appendix: Mathematical symbols

~X rotation velocity of the earth
T temperature
P absolute pressure
P00 reference value of the absolute pressure (100000

Pa)
q total density of the moist air
qd density of the dry fraction of the air
qd ref density of the dry fraction of the air in the

reference state
Cpd speci®c heat at constant pressure of dry air
Cpv speci®c heat at constant pressure of water vapour
Cl speci®c heat of liquid water
Ci speci®c heat of ice water
Rd gas constant for dry air
Rv gas constant for water vapour
Lv latent heat of vapourization
Li latent heat of sublimation
Lm latent heat of melting
U pressure function
r� mixing ratio of water substance
s� mixing ratio of other scalar
u; v;w Cartesian components of wind
P Exner function
Pref Exner function of the reference state
��ref index signalling the reference state
��LS index signalling the large-scale state
h potential temperature
hv ref potential temperature of the reference state
a earth's radius
r distance from the earth's centre
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k longitude
/ latitude
c angle between current x coordinate and east
ÿb value of c at reference latitude and longitude
m map scale factor
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