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Abstract. The MIPAS (Michelson Interferometer for Pas- A statistical analysis on thg? values obtained in one year
sive Atmospheric Sounding) instrument has been operatingf measurements shows good agreement with the a priori es-
on-board the ENVISAT satellite since March 2002. In the timate of the forward model errors. On the basis of the first
first two years, it acquired in a nearly continuous mannertwo years of MIPAS measurements the estimates of the for-
high resolution (0.025 cm" unapodized) emission spectra of ward model and instrument errors are in general found to
the Earth’s atmosphere at limb in the middle infrared region.be conservative with excellent performance demonstrated for
This paper describes the level 2 near real-time (NRT) and offfrequency calibration. It is noted that the total retrieval er-
line (OL) ESA processors that have been used to derive levelor is limited by forward model errors which make effectless
2 geophysical products from the calibrated and geolocated further reduction of random errors. However, such a re-
level 1b spectra. The design of the code and the analysigluction is within the capabilities of MIPAS measurements,
methodology have been driven by the requirements for NRTwhich contain many more spectral signatures of the target
processing. This paper reviews the performance of the optispecies than what has currently been used. Further work is
mized retrieval strategy that has been implemented to achieveeeded to reduce the amplitude of the forward model errors,
these requirements and provides estimated error budgets fao that the random error and the total error budget can be
the target products: pressure, temperaturg, RO, CH;, reduced accordingly.
HNOs, N2O and NQ, in the altitude measurement range  The importance of the Averaging kernels for a full charac-
from 6 to 68 km. terization of the target products is underlined and the equa-
From application to real MIPAS data, it was found that no tions are provided for their practical applications.
change was needed in the developed code although an ex-
ternal algorithm was introduced to identify clouds with high
opacity and to exclude affected spectra from the analysis. Ir}L
addition, a number of updates were made to the set-up pa-
rameters and to auxiliary data. In particular, a new version ofT
the MIPAS dedicated spectroscopic database was used ang
in the OL analysis, the retrieval range was extended to reduc
errors due to uncertainties in extrapolation of the profile out-
side the retrieval range and more stringent convergence cri
teria were implemented.

Introduction

he MIPAS (Michelson Interferometer for Passive Atmo-
pheric Sounding) instrument (Fischer et al., 2000, 2p06
fs a Fourier transform infra-red spectrometer operating on
board the environmental satellite ENVISAT launched by
ESA on 1 March 2002. The first interferogram was measured

o 1Fischer, H., Birk, M., Blom, C., et al.: MIPAS: an instrument
Correspondence to: P. Raspollini for atmospheric and climate research, Atmos. Chem. Phys. Dis-
(p.raspollini@ifac.cnr.it) cuss., in preparation, 2006.

Published by Copernicus GmbH on behalf of the European Geosciences Union.



5606 P. Raspollini et al.: MIPAS level 2 operational analysis

on 24 March 2002 and from July 2002 nearly continuoustra, the geophysical parameters of interest. These include the
measurements were obtained for the first two years of satelpressure and temperature at tangent altitudes and the verti-
lite operation. Due to problems with the mirror drive of the cal profiles of six species selected to have highest priority,
interferometer, MIPAS ceased measurements at the end ofamely: Q, H,O, CHs, HNOs, N2O and NQ, in the alti-
March 2004. Operations with reduced maximum path differ-tude measurement range from 6 to 68 km. These species are
ence, corresponding to both a lower spectral resolution andeferred to as the target species.

a shorter measurement time, were resumed in January 2005. The ESA operational level 2 code is based on a scientific
This paper deals with the high spectral resolution measureprototype, named Optimized Retrieval Model (ORM) (Ri-
ments performed in the first two years of MIPAS operations,dolfi et al., 2000), that was developed by an international
while the choices associated with the new measurement sceonsortium in the frame of an ESA Study. The mathemat-
nario with reduced spectral resolution implemented after Janical complexity of the inversion problem, combined with the
uary 2005 will not be discussed. large amount of data to be processed for each limb sequence

The instrument is designed to perform measurements durin NRT, determines the challenging and conflicting require-
ing both day and night for the determination, on a global ments of an accurate and time efficient retrieval. An op-
scale, of the vertical profile of the Volume Mixing Ratio timized retrieval strategy and a series of mathematical and
(VMR) of several atmospheric species relevant for the charphysical optimizations were implemented in the ORM code.
acterization of the chemistry and climatology of the Earth’s The ORM code is also the prototype of the Off-Line
atmosphere. For this purpose, the spontaneous thermal emigoL) level 2 processor that is used for the re-analysis of the
sion of the atmosphere is observed in the middle infraredmeasurements with improved geolocation and set up of the
(from 685 cnt® to 2410 cnt?), a region containing a large level 1 and level 2 chain. In the OL analysis the computing
fraction of the black body emission of the atmosphere as weltime constraint is relaxed by a factor of 2 in CPU processing
as features due to the vibrational spectra of most atmospherigrms allowing more iterations per retrieval and an extended
constituents. In the first two years of operation the spectraheight range to be employed.
resolution of MIPAS was 0.025cnt (defined as the spac-  Given the novelty of the technical solutions implemented
ing between independent spectral elements of the unapodizeifl the ORM, the assumptions and approximations adopted in
spectrum). This spectral resolution is sufficient to distinguishthis algorithm are critically discussed here in the light of MI-
the majority of individual atmospheric spectral lines at high PAS performance during the first two years of measurements
altitudes, although not high enough to resolve their shape. and a review of the total error budget is provided.

In order to obtain the vertical distribution of minor at-  The results of inter-comparison of MIPAS operational data
mospheric constituents with good vertical resolution, limb with correlative measurements will not be reported in this
viewing observations of the Earth’s atmosphere were madgyaper, but in dedicated papers in the same Special Issue.
with an elevation pointing that can be varied in tangent al- This paper is also intended to provide a summary of the
titude from 5 to 210 km and with an Instantaneous Field OmeSt important information that is necessary to the poten_
View (IFOV) of 3x30 kn¥ (vertical height times across-track tja| users of NRT and OL level 2 MIPAS operational prod-
width, at 10 km tangent altitude). ucts provided by ESA and refers, in particular, to V4.61 and

A spectrum at the maximum spectral resolution is obtainedy4.62 of MIPAS OL products. In Sect. 2 the main features of
in 4.5s. A limb sequence (or elevation scan) in the nom-the ORM are summarized, while the latest upgrades in both
inal observation mode is composed of 17 spectra that obteye| 2 code and auxiliary data are described in Sect. 3. The
serve different tangent altitudes from 6 to 68km and is ac-gitferent error sources in the forward model that affect ac-
quired in 76.5s. During each orbit, MIPAS performs 75 cyracy of retrieved profiles are critically reviewed in Sect. 4
limb sequences plus measurements for instrument calibrayith the objective of assessing the correctness of the current
tion ("space” view and internal black-bodies for offset and estimation of the individual components. Section 5 provides
gain determination). the recipe for the computation of the total error budget in-

The operational analysis, performed by ESA, requires agjicating also where quantitative information of the different
robust code with no choice delegated to the operator and witfgomponents can be found. Averaging Kernels of the retrieved
the capability of Near Real Time (NRT) operation, that is profiles are shown in Sect. 6. An assessment of the ORM per-
with a distribution of the prOdUCtS within three hours from formanceS, based on a statistical ana|ysis of one year of mea-

the measurement time. These requirements drive the analysigrements, is made in Sect. 7, and finally, in Sect. 8, some
methodology and therefore the results reported here reflecixamples of ORM products are shown.

the analysis and quality of operational data rather than the
ultimate limit of MIPAS capabilities.
While the level 1 analysis (Nett and Perron, 2002a; Nett2 Summary of ORM features
et al., 2002b; Kleinert et al., 2006) determines, from the raw
instrument data, the geolocated and calibrated spectra, th& detailed description of the ORM code is provided in
level 2 analysis determines, from level 1b calibrated specRidolfi et al. (2000), where the pre-flight performances

Atmos. Chem. Phys., 6, 5605-5630, 2006 www.atmos-chem-phys.net/6/5605/2006/
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obtained with simulation tests are also provided. For the
benefit of the reader the main features of the ORM code are
herewith briefly recalled.

The retrieval algorithm is based on the non-linear least-
square fit (Menke, 1984; Sivia, 1998; Kalman, 1976;
Rodgers, 2000) and consists of the global fit of a theoreti-
cal forward model calculatio (p, x) to the observations
y. F(p,x) simulates the observations starting from the
quantitiesx to be retrieved and from a set of instrumen-
tal and geophysical parametegsthat are considered to be
known. The solution is found with an iterative procedure that
uses the Gauss-Newton method, modified according to the
Levenberg-Marquardt (Levenberg, 1944; Marquardt, 1963)
criterion, for the minimization of the 2 function. They?
function is equal to:

2 T -1 .
X° = Rje, vV, Riter ,

1)

wherenjie;=y—F (p, xiter) is the vector of the residuals at it-
eration “iter”, with xjier equal to either the initial guess or the
result of the current iteration, and, is the VCM (Variance-
Covariance Matrix) of the observations.

At each iterationxjier is given by:

N T 1. -1
Xiter = Xiter—1 + | Kiter_1V,,  Kiter—1 + Al

Kifer_1Vy Mhiter—1 2
whereKiter,F% is the Jacobian of the simulated 3.

radiance relative to the profilejer—1 andl is the identity
matrix. The Marquardt factdr, that at each iteration is either
increased or decreased depending on whetherdtienction
increases or decreases, reduces the amplitude of the iteration
steps and ensures that convergence is reached.

At the last iteration, the final value of lambda is expected
to be small, so that its effect on the retrieval error can be
neglected. In this case, we can define the solution matrix of

2.

5607

as the “p, T retrieval”), then VMR profiles of the target
species are individually retrieved following the order of
their reciprocal spectral interference, i.e ®ffirst, fol-
lowed by G, HNOs, CHy, N2O and NQ. The simulta-
neous p, T retrieval (see e.g. Carlotti and Ridolfi, 1999)
uses CQ spectral features and exploits the hydrostatic
equilibrium assumption that provides a relationship be-
tween temperature, pressure and geometrical altitude,
the latter being determined by the engineering measure-
ment of the pointing direction. Besides the target pa-
rameters, each retrieval also determines a frequency and
altitude independent instrument zero-level offset and a
frequency independent, altitude dependent absorption
cross-section that models the atmospheric continuum
and accounts for all the continuum-like emission effects
that are not included in the line-by-line calculations.

Use of “microwindows”

The retrieval is performed using a set of narrow (less
than 3 cnm! width) spectral intervals, called “microwin-
dows” (Dudhia et al., 2002a), that are selected as those
intervals that contain the best information on the target
parameters and are less affected by forward model er-
rors, such as for instance uncertain spectroscopic data,
interference of non-target species, Non-Local Thermal
Equilibrium (NLTE) and line mixing effects.

Global fit analysis of the limb sequence

The global fit approach (Carlotti, 1988) is adopted for
the retrieval of each vertical profile. This means that all
the spectral data of a complete limb sequence are fitted
simultaneously. The global fit provides a full exploita-
tion of the measurements and a rigorous determination
of the correlation between atmospheric parameters at
the different altitudes.

the inverse problem or gain matrix as: The core and the most time consuming part of the retrieval
code is the forward model. A self-standing subroutine of the
code, called OFM (Optimized Forward Model) performs this
calculation. OFM computes the atmospheric radiance mea-
and the errors associated with the solution of the inversiorsured by the spectrometer as the result of the radiative trans-
procedure can be characterized by the VCM afiven by: fer in a non-uniform medium as well as of the instrument
effects. The OFM also computes the Jacobians with respect
to the retrieved quantities.
Features that are taken into account in the OFM are:

G= (KTV;lK)_l KTV 3)

(4)

The MIPAS inversion process resulted to be sufficiently well-
conditioned and regularization and a priori information are 1. the effect of refractive index in the ray tracing of the
not necessary for a stable retrieval. optical path

The retrieval strategy adopted to handle the multiplicity of
unknowns and the redundancy of the data is based upon the2. Voigt profile for line shape modelling
following three corner stones:

V. = GV,GT = (KTV,;lK)_l.

3. use of afine grid (810~* cm™1) in the spectral domain
1. Sequential retrieval of the species for a monochromatic modelling of radiative transfer
The different unknowns are retrieved following a hier-

archy of operations: first temperature and tangent pres- 4. convolution of the atmospheric spectrum with the In-

sures are retrieved simultaneously (henceforth denoted  strument Line Shape (ILS) and IFOV of the instrument.

www.atmos-chem-phys.net/6/5605/2006/ Atmos. Chem. Phys., 6, 5605-5630, 2006
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On the other hand, NLTE effects, line mixing and pressurethe used set of microwindows and the influence of non-target
shifts have not been considered in the forward model, butspecies on the retrieval.
are accounted for in the microwindow selection and in the Concerning the comparison with ATMOS measurements
error budget. The atmosphere is assumed to be horizontallfPiccolo et al., 2004), an agreement within the total error
homogeneous and in hydrostatic equilibrium. was obtained between MIPAS Level 2 NRT algorithm and
Several mathematical and physical optimizations wereJet Propulsion Laboratory (JPL) profiles (Irion et al., 2002).
studied to optimize the trade-off between accuracy and comFurthermore, the level 2 analysis was used as a diagnostic
puting time. The main optimizations implemented in the tool to infer some instrumental effects and to identify the
OFM are: most important sources of systematic errors. The main ef-
o . ) fects on the retrieval were attributed to spectroscopic errors
1. definition of a sequence of operations that avoids theang non-optimal selection of the spectral microwindows.
repetition of the same calculations and minimizes the  gq, the forward and the retrieval model have participated
number of memorized quantities; in the inter-comparison study with other retrieval codes in

2. use of cross-section look-up tables for each speciesthe frame of the AMIL2DA project (von Clarmann et al,

) : .. ~2003c, a). The conclusions of this study were that the re-
compressed with the Singular Value Decomposition sults of OFM and ORM agree within the predicted error mar-
method (Dudhia et al., 2002b); g P

gins with those provided by the other processors considered
3. use of a pre-defined subset of the fine grid points of thdh the AMIL2DA project. Moreover, the blind test retrieval

spectral domain (irregular grid) for the computation of €xperiment highlighted that the retrieval code is capable of
the fine grid spectra; producing reliable results, in the sense that the discrepancies

between retrieved and true (assumed) profiles are statistically
4. Curtis-Godson approximation (Houghton, 1986) for consistent with the profile error bars determined on the basis
cross section calculation in order to reduce the verticalof analytical error propagation.
segmentation of the atmosphere; The performance of the MIPAS level 2 processor strongly
depends on the used auxiliary data. For this reason in the fol-
5. analytical IFOV convolution performed using a polyno- Jowing sub-sections the databases of the auxiliary data used

mial approximation of the tangent altitude dependencepy MIPAS level 2 processor are described.
of the spectrum (polynomials from the 2nd to the 4th or-

der are used going from high altitudes to low altitudes); 2.1  Spectroscopic database

6. analytical computation of derivatives; A dedicated spectroscopic database is used for the anal-
ysis of MIPAS measurements. It was based on the HI-
TRAN96 database (Rothman et al., 1998, and http://www.
hitran.com) with improvements obtained through new labo-
ratory studies and new calculations. A first version of the
MIPAS database, named “mipa$2.0”, included updates
for the HOCI, HNQ, Oz, NOy, CHs and O molecules
that were validated performing comparisons between atmo-
spheric simulated spectra and atmospheric spectra measured
Before ENVISAT was launched, the optimized forward by the ATMOS experiment that flew on the Shuttle (Piccolo
model was validated against a Reference Forward Model de€t @l-» 2004). A new version of the spectroscopic database,
veloped at Oxford (Edwards, 1997). The retrieval code washamed mipapf3.1 (Flaud et al., 2003a) was released af-
tested both with self-consistency tests and against real medér the launch and it was used for both the NRT and OL
surements supplied by the MIPAS instrument on board of af€-Processing (starting with V4.59 of the ESA Instrument
stratospheric balloon (FriedI-Vallon et al., 2004), and by AT- Processing Facility). Details of this version are provided in
MOS (Abrams et al., 1996). Sect. 3.2.

The exercise with data acquired by the balloon instrument,
that required the adaptation of the code to a different observa-2 Reference atmosphere database
tion geometry, was meant to identify the critical parts of the . . . )
MIPAS NRT processor, in particular it highlighted the im- The MIPAS processing requires a climatology of profiles that

portance of the accuracy in ILS definition, the importance of &€ Used both to define the VMR of those species that in-
terfere with the analysed spectrum, but are not currently re-

2Ceccherini, S., Belotti, C., Carli, B., and Raspollini, P.: The use trieved (interfering species), and for the determination of the
of apodization in quantitative spectroscopy, Opt. Lett., submitted,initial guess of the retrieved species. The initial guess of
2006. the retrieved species is obtained as a weighted mean of the

7. apodization of the spectrum with the Norton-Beer
strong (Norton and Beer, 1977) function. This is done
in order to reduce the contribution of side-lobes of the
lines lying outside the microwindow and hence limit the
size of the spectral range in which the spectrum is cal-
culated (typically an extension of 0.175timon both
boundaries is considered) (Ceccherini et al., 2006

Atmos. Chem. Phys., 6, 5605-5630, 2006 www.atmos-chem-phys.net/6/5605/2006/
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profile retrieved at the previous limb sequence, if it exists,while the VCM in the retrieval domain is given by:
the ECMWF profile and a seasonal climatological profile.

This seasonal climatology, referred to as the initial guess;i _ gyigT @)
climatology (IG2), was constructed (Remedios, 1999) for * Y
temperature and 36 species on a 1 km grid from 0 to 120 km, , ) i i i
mainly using a combination of observed satellite data (partic-VN€reG is the Gain Matrix used in the retrieval (see Eq. 3).
ularly from the UARS Reference Atmosphere project), tro-  Inorder to provide a single set of microwindows which can
pospheric profiles from the MOZART model (Hauglustaine be used globally, the actual minimized quantity represents a
et al., 1998) and stratospheric profiles from the SLIMCAT combination of the total errors evaluated for the five standard
model (Chipperfield, 1999). The seasons are three month peatmospheres described in Sect. 2.2.
riods, with mid-seasons of January, April, July and October As well as determining the boundaries of the microwin-
arranged in six latitude bands per season (0-20-6%, 65—  dow, the selection procedure allows spectral points within
9 in each hemisphere). The trace gases included arg; COthe microwindow to be “masked”, i.e., excluded from the re-
O3, H20, CHs, N2O, HNG3, CO, NGO, N2Os, CIO, HOCI, trieval. This happens when the inclusion of the measurement
CIONGO,, NO HNQy, HCN, NHs, CFC11, CFC12, CFC14, wouldincrease rather than decrease the total error or, in other
CFC22, CCl, COR,, H209, CoHp, CHg, OCS, SQ, Sk, words, the increase in forward model error outweighs the de-
CFC13, CFC21, CFC113, CFC114, CFC115,:CH N, crease in random error.

and Q. This “negative information” concept is a direct conse-
In addition, five standard atmospheres were also produceguence of the retrieval choices. Effectively, the microwindow
to represent typical mean yearly profiles for Tropical)(0  selection attempts to minimize the impact of forward model
Mid-latitude Day (43) and Mid-latitude Night (45), and  errors allowing for the fact that the retrieval itself, with the
typical mean seasonal profiles for Polar Wintef7(° in  minimization of x2, will only weight each measurement ac-
winter vortex, nightime conditions), Polar Summef7(° in  cording to its random error contribution instead of the total
summer sunlit conditions). The principal purpose of thesegrror.
atmospheres was for use in the development of cross-section Figure 1 shows the locations of the microwindows used for

look-up tables for the forward model, for microwindow se- yhe gherational retrievals and compares them with the contri-
lection and for error estimation. The standard atmosphereg iion of each species to the observed spectrum. The mi-

wer:e also dps;gned to capture the variability of the atmo-..,\inqows tend to be selected in spectral regions where the
sphere and included one sigma, maximum and minimum proyi,eq of the target molecule dominate. In Table 1 the com-
files based on the data sources described for the IG2 atmopilete list of nominal microwindows (i.e. those used in ab-

sphere. The one sigma profiles were employed in the Migance of hoth corrupted spectra and corrupted bands) are re-
crowindow selection process (Sect. 2.3) and in the error esti

) : ported, together with their altitude range.
mation (Sect. 4) for the target species. . . . “ .
The retrieval is performed using a set of the “best mi-
2.3  Microwindow database crowindows”, chosen according to an ad hoc criterion which
attempted to retrieve the maximum information on the target
Microwindows are subsets of the two-dimensional measureSpecies with the minimum CPU cost. In practise, the effect
ment domain of tangent altitude versus spectral channel®f including the CPU cost limited the total number of mi-
The selection algorithm is described in detail in Dudhia et crowindows which were used rather than affecting the actual

al. (2002a), but, briefly, is based on minimizing the total er- microwindows which were selected. There is a limit after
ror defined as the sum of the measurement éftofdue to ~ Which no further microwindow can be added which reduce

random noise, see Eq. 4) and various forward model errors: the total error of the selected set (Dudhia, 2)04owever,
, the number of microwindows used in the operational pro-
VPl=V, + ) Vi (5)  cessing of MIPAS data lies well inside this limit. Indeed, the
i limits of available computing power impose a time efficiency

; . selection criterion within which a balance between random
where eaclV’. represents an independent forward model er-

Lt . . derrors and forward model errors is sought.
ror. The individual sources of these errors will be discusse ) -
in Sect. 4. The small number of microwindows and the use of spec-

tral masks imply that only a few percent of the total number
pof measurements in each spectrum are actually used in the
operational retrieval.

For each of these errors an error spectdymis computed
as the difference between the forward model calculations o
tained for a nominal value of the parameter and for the pa
rameter perturbed byol The VCM of the forward model

error in the measurement domain is given by: 3pudhia, A.: Information Content of Limb Radiances from
) r MIPAS, http://www.ecmwf.int/publications/library/do/references/
Vi = (8y:) (8y:)" (6)  show?id=86384, 2004.

www.atmos-chem-phys.net/6/5605/2006/ Atmos. Chem. Phys., 6, 5605-5630, 2006
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Fig. 1. The upper plot shows the major absorbing molecules in the MIPAS spectra for 21 km tangent altitude and the lower plot shows the
spectral locations and tangent altitude range of the microwindows used for the MIPAS retrievals (note that the actual spectral width of each
microwindow — maximum 3 cm?® — is too narrow to be shown to scale on these plots). A, AB, B and C are the first 4 MIPAS bands.

3 Post-launch upgrades with high opacity must be identified and flagged so that re-
trievals of trace gas concentration are performed above the
The preparatory studies lasted for about seven years (Carliloud top height. An example of the global cloud top height
et al., 2004) and made possible the development of a quitgnap obtained from the analysis of 3 days of MIPAS mea-
reliable code. Indeed the analysis of the real MIPAS mea-surements from 15 September 2002 is shown in Fig. 2. The
surements indicated that only some minor upgrades in théiighest cloud heights are found, as expected, in the tropical
level 2 processor were necessary. These have involved th@pper troposphere (cirrus) and in the Antarctic polar vortex
pre-processor operations and the operating environment gfpolar stratospheric clouds ). The polar stratospheric clouds
the code defined by the input auxiliary data (including bothin this period were the final ones observed prior to the un-
retrieval settings and databases) and no change was made §igually early break-up of the vortex in that year (see also
the code itself. In the pre-processor a cloud filtering algo-Sect. 8).
rithm (see Sect. 3.1) was included to make the ORM more
robust and the retrieved profiles more accurate. For MIPAS operational processing, the ideal cloud filter-
For the input auxiliary data, a new version of the MI- ing algorithm was one which would be fast, did not involve
PAS dedicated spectroscopic database was released (Sggratwe retrievals (to save CPU time) and which classified
Sect. 3.2), a revised retrieval altitude range was adopted (segoud influences on measured spectra independently of the
Sect. 3.3) and new convergence criteria were generated (sédtitude of the cloud. Fortunately, the MIPAS spectral cover-

Sect. 3.4). age allows this to be achieved very well using threshold tests
applied to the ratio of the integrated signals in two microwin-
3.1 Cloud filtering dows (Spang et al., 2001, 2002), originally defined within

what is Band A (685-970 cmt) of the MIPAS instrument.
Shortly after launch, the new feature of the cloud filtering Subsequent calculations with the Oxford Reference Forward
algorithm (Spang et al., 2004) was introduced in the pre-Model identified useful cloud microwindow pairs in Band B
processor of MIPAS level 2 code. Clouds have a very wide(1215-1500 cm') and D (1820-2410 crt); no such pairs
spectral signature and affect the measured spectra at all theould be determined in Bands AB (1020-1170¢nand
wavelengths that are transparent to emission from the at€ (1570-1750cm?!). As implemented for MIPAS process-
mospheric layer containing the clouds. Both low resolutioning, the cloud detection scheme is arranged hierarchically so
(cloud continuum) and high resolution features (line distor-that the primary cloud test, which operates between 6 and
tions due to scattering) can be observed at the spectral regs km, is performed with the Band A pair of microwindows.
olution of MIPAS (Hopfner et al., 2002; Spang et al., 2004; Forward calculations with the Oxford RFM were performed
Greenhough et al., 2005); spectral bands may also be obwith the five standard atmospheres to identify thresholds for
served for polar stratospheric clouds (Spang and Remediogach cloud microwindow pair. These cloud indices were fur-
2003; Hpfner et al., 2005). This implies that on the one ther tested against data from the Cryogenic Spectrometers
hand cloud information can be extracted from MIPAS mea-and Telescopes for the Atmosphere (CRISTA) experiment to
surements, but on the other hand spectra containing cloudegerify similar behaviour of the different microwindow pairs.
can spoil the quality of the trace gas retrieval. Hence, cloud€Based on this information, clouds are flagged if the ratio
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Table 1. List of nominal microwindows.

Microwindow label

Spectral range

Altitude range

P, T retrieval
PT___039 685.7000-685.8250 cth 33.0-47.0km
PT__.001 686.4000-689.4000 cth 30.0-68.0km
PT___.037 694.8000-695.1000 cth 27.0-36.0km
PT___038 700.4750-701.0000 cth 21.0-30.0km
PT___004 728.3000-729.1250 cth 15.0-27.0km
PT___006 741.9750-742.2500 cth 15.0-24.0km
PT___002 791.3750-792.8750 cth 6.0-33.0km
H5O retrieval
H20_.002 807.8500-808.4500 cth 12.0-18.0km
H20_.022 946.6500-947.7000 cth 6.0-18.0km
H20_.007 1645.5250-1646.2000cth ~ 27.0-60.0km
H20_.001 1650.0250-1653.0250crh  15.0-68.0km
O3 retrieval
03._.021 763.3750-766.3750 cth 6.0—68.0km
03...013 1039.3750-1040.3250¢cth  52.0-68.0km
03._.001 1122.8000-1125.8000¢crh  6.0-68.0 km
HNOg retrieval
HNO3.001 876.3750-879.3750 Cth 6.0—68.0 km
HNO3.006 885.1000-888.1000 cth 6.0—42.0km
CHg retrieval
CH4..012 1227.1750-1230.1750cth  6.0—-60.0 km
CH4..001 1350.8750-1353.8750¢cth  12.0-68.0km
N>O retrieval
N20_.012 1233.2750-1236.2750cth  6.0-27.0km
N20_..001 1272.0500-1275.0500¢crh  12.0-60.0km
NO; retrieval
NO2._001 1607.2750-1610.2750¢cth  15.0-68.0 km
NO2._003 1613.7250-1616.6000crh  15.0-68.0km
NO2..013 1622.5500-1623.4750¢cth  6.0-30.0km

of radiances between microwindow 1 (788.2—-799.25tm
and microwindow 2 (832.3—-834.4 cth) is less than 1.8 be-

5611

The determination of whether the line of sight is seriously
affected by clouds and the consequent removal from the re-

tween 6 km and 45 km; the upper limit of microwindow 1 trieval process of this line of sight (cloud filtering) was found
can also be set to 796.25 cm(Spang et al., 2002) which to be an important operation. Firstly, it directly removed
allows slightly more cloud sensitivity and is likely to be im- the anomalous mixing ratios that result from retrievals made
plemented for MIPAS in future processing. In case that bandwith cloud-contaminated spectra. Secondly, it reduced the
Ais not available, microwindows (1246.3—-1249.1¢cpand instabilities of the convergence process and improved the
(1232.3-1234.4cmt) in band B are used between 10 and quality of MIPAS products above the clouds. At the same
40 km, with threshold 1.2. Finally, if neither band A nor time, the scheme allows for the possibility that trace gas con-
band B are available, microwindows (1929.0-1935.0&m centrations can still be retrieved for clouds or aerosol layers
and (1973.0-1983.0cm) in band D are used between 12 with low opacity in the infrared.

and 32 km, with threshold 1.8.
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Fig. 2. Global cloud top height map from MIPAS data (OL data) for three days from 15 September 2002. Plus signs (+) indicate limb scans
for which no clouds were found, i.e. the entire profile was cloud free. The highest cloud heights are found, as expected, in the tropical upper
troposphere (sub-visible cirrus) and in the Antarctic polar vortex (polar stratospheric clouds or PSCs). The PSCs in this period were the final
ones observed prior to the unusually early break-up of the vortex in that year. This figure was kindly provided by J. Greenhough.

2000 : . . ; ; : : 3.2 Spectroscopic database

Observation
Simulation

1500

After launch, version “mipapf3.1” (Flaud et al., 2003a) of

the MIPAS dedicated spectroscopic database was released. It
contains some improvements with respect to “mip&s0”
based on both new laboratory spectroscopy and new calcu-
lations (Flaud et al., 2003b, ¢). The improvements concern
the following molecules: C& HNO3, CHy, NO2, O3 and

1000

500

Limb radiance (nW / (cm’sr cm’))

0
200 + + + + +

;»g ‘ Residual‘ o ; COr?

S YT ‘ ‘ il In particular, the new spectroscopic data for Hi\&De re-

§ o TN RV AT T o sponsible of a change of about 14% in the retrieved HNO

:g 00 - VMR (Flaud et al., 2003a, b; Mencaraglia et al., 2006).

g o From a comparison of the average Hj&? obtained from
Wavenumber (cm’) the analysis of a whole orbit with both mipa2.0 and mi-

paspf3.1 versions of the spectroscopic database, it is found

Fig. 3. Comparison between measurements and radiative transthat the new database provides on average at all altitudes a
fer calculations in a spectra interval of band A that contains the gqyction of 5% in the HN@x2 value.

HNO3 bands (two interacting HN@cold bandsvs and 29 cen-

tered at 879.109 and 896.448th) respectively, and two hot bands In Fig. 3 the measured wide band spectrum relatljz:/e to
V5—vg+g and Fg—vg located at 885.424 and 830.6 ¢ respec- the spectral interval of band A between 820 and 970€tm

tively). Measured limb-radiances at 24 km tangent height (black)containing four HNQ bands (two interacting HN§cold

and corresponding simulation with the “mipgf8.1” spectroscopic ~ bandsvs and g centered at 879.109 and 896.448¢m

line data (red) are shown in the top panel. The difference betweeriespectively, and two hot banadg—vg-+vg and 3g9—vg lo-

the two spectra is shown by the red curve in the bottom panel, tocated at 885.424 and 830.6 thy respectively) is compared

gether with the specified measurement noise level in this spectralvith the corresponding simulated spectrum (computed us-

interval (black lines). ing the retrieved profiles and the “mipa$3.1” spectroscopic
database) in the case of a limb measurement at 24 km tangent
altitude. Also the residuals and the measured NESR (Noise
Equivalent Spectral Radiance) are reported. Residuals are
consistent with the NESR level with no strong feature larger

Atmos. Chem. Phys., 6, 5605-5630, 2006 www.atmos-chem-phys.net/6/5605/2006/
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than the noise, proving that a good agreement is thame‘?’able 2. Altitude retrieval range for the different species in both
between measurements and forward model calculations alsQrt and OL products.

for wide-band spectra. Further information on the MIPAS
spectroscopic database updates can be found in two techni-
cal reports (Flaud and Piccolo, 2001, 2003).

Retrieval range for NRT  Retrieval range for OL

PT 12-68 km 6—68 km

3.3 Retrieval range H20 12-60km 6-68km
O3 12-60km 6—68 km

In the altitude domain, ORM determines discrete values of HNOs 12-42 Em 9-42 tm
the VMR in correspondence of the measured tangent alti- CHy 12-60km 6-68 km
tudes (or of a subset of them). In the nominal measurement 22 12-47km 6-60 km
) NO» 24-47 km 24—-68 km

scenario MIPAS measurements extend from 6 to 68 km, but
the level 2 retrieval can be limited to a selected molecule de-
pendent altitude range (retrieval range). For the first post-
launch operations the choice was made to limit the retrlevalOlata can be provided by the Averaging Kernel Matrices. For

range to those alt|_tudes n which _good retrieval aceuracy Wasg, srance it has been found that the additional points retrieved
found to be possible with pre-flight tests. Before the im-

plementation of the cloud filtering, the preliminary retrieval by the OL analysis for b and NQ (namely 68, 9 and 6 km

range did not extend below 12 km because of the high prob]cor H0 and 68 and 60 km for Nf are not expected to have

ability of cloud occurrence below this altitude. Above the a physical meaning and the values retrieved at these altitude

: : ; . points are reported as part of the MIPAS products for their
highest point and below the lowest point of the retrieval range .
L mathematical value only (they are the values used by the re-
the shape of the profile is assumed to be equal to that of the. . .
S ; L . . rieval for modelling the overall profile).
initial guess profile and the fit just applies a scaling factor . . N .
L o .. The extension of the retrieval range implies an increase
that avoid discontinuities and preserves the shape of the ini-

. . . ) o . in the pr ing tim nd hence this improvement is onl
tial guess profile. This may introduce a bias in the retrieved. the processing time, and hence this improvement is only

profile which depends on the assumed shape (see Sect. 4.2. .plemenFed n t_he oL proo_luc_:ts, Wh"e_ the NRT products
: . ére obtained using the preliminary retrieval range.

If the assumed shape of the profile above the highest tangen : . . : :

. o / The retrieval ranges for the different species are listed in
altitude is different from that in the real atmosphere, then theT

. . . . able 2 for both the NRT and the OL cases.

retrieval tries to compensate for the error in the estimated
slant column by attributing a higher or lower value to the re- 5 4 Convergence criteria
trieved concentration at the highest tangent point. This error
can propagate to the lower tangent points with an amplituderhe retrieval is performed through an iterative procedure
that quickly damps out as the distance from the highest tanaimed at reaching the minimum @f. The convergence cri-
gent altitude increases. teria determine when the iterative procedure stops. Even if

The profile below the lowest tangent point is observedthe problem is non-linear, the uniqueness of the solution is
through the tail of the IFOV on the low altitude side. For assured both from a dedicated definition of the initial guess
this case, differences between the assumed and real shapegrofiles of the retrieval in order to start as close as possible
the profile lead to an incorrect computation of the IFOV con- to the solution and from the fact that the thick lines are dis-
volution for the lowest tangent altitude and hence to an errorcarded by the microwindow selection, so that the problem is
in the retrieved concentration for the lowest retrieved point. moderately non-linear.

Tests performed after the ENVISAT launch proved the The convergence criteria adopted in the MIPAS level 2
criticality of the adopted extrapolation strategy. Moreover processor are based on three conditions:
the analysis of real data highlighted the need to extend the

retrieval range of N@ at higher altitudes to account for its 1+ Linearity of the inversion problem. The maximum rel-
increase during the polar night. ative difference between the? projection made at the

previous iteration on the basis of the linearity assump-
tion and the reak? is less than a pre-defined threshold
T1.

In order to overcome the approximations introduced by the
extrapolation strategy and also to exploit the downward ex-
tension to 6 km made possible by the use of cloud filtering,

the strategy adopted for the definition of the retrieval range 5  attained accuracy. The maximum relative variation (in

was changed to include all the points that are useful forim- 5 subsequent iterations) of the fitted parameters s less
proving the overall quality of the retrieval, independently of than a pre-defined threshold.T

the quality attained at that specific altitude. The extension

of the retrieval range does not imply that the added retrieved 3. Computing time. Due to general computing time con-
points are always useful geophysical data. As it will be ex- straints in MIPAS level 2 processor, there is a maximum
plained in Sect. 6, indications on the usefulness of retrieved number of allowed iterations.

www.atmos-chem-phys.net/6/5605/2006/ Atmos. Chem. Phys., 6, 5605-5630, 2006
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Table 3. MIPAS forward model error sources and their amplitudes.

Error Source b Name [3]
Errors in Instrument Characterisation

Radiometric Gain +2% GAIN
Spectral Calibration +0.001cntl SHIFT
Apodised ILS Width +2% SPREAD
Errors in radiative transfer parameters

Profiles of the 6 target gases +10% [gas]

Profiles of 22 unretrieved gases

Climatological St. Dev. [gas]

High Altitude Column Climatological St. Dev.  HIALT
Spectral database errors [1] SPECDB
Error profiles of retrieved pand T Random covariance [2] PT
Deficiencies in radiative transfer

Non-LTE effects Modelled NONLTE
CO, Line Mixing Modelled CO2MIX
Horizontal Temperature gradients ~ +1 K/100 km GRA

[1] Based on assumedolaccuracies in line position, strength and half-width relative to HITRAN 96 database (Flaud, private communica-
tions).

[2] VCM of the pT retrieval error.

[3] “Name” is used in the legends of Figs. 4 and 5.

The retrieval is stopped if one of the above three conditiondterations are generally bad, and it was decided not to waste
is fulfilled, the convergence is reached if one of the first two time with further iterations.
conditions is fulfilled. The convergence criteria adopted for OL products make

Tests performed after ENVISAT launch showed the crit- the convergence error small enough to be neglected in the
icality of the convergence criteria thresholds. If, in order total error budget (typically the convergence error is a factor
to reach convergence with a small number of iterations, the3 lower than the random error in this case), while in NRT
thresholds used for convergence criteria are not sufficientlyproducts the convergence error may be comparable with the
stringent, the convergence error, defined as the difference bgandom error.
tween the profile at convergence and the profile obtained af-
ter 10 iterations, may be comparable with the random error
(it was empirically found that after 10 iterations the results 4 Assessment of total error budget of retrieved profiles
of the retrieval does not change anymore).

In general with more stringent thresholds a greater numbeAs shown in Eqg. (5), the total error budget of the retrieved
of iterations is needed, with a consequent increase in comprofiles includes two contributions: the measurement error
puting time. As a consequence, more stringent thresholdand the forward model errors.
are used only for the computation of the OL products. The measurement error is due to the mapping of random

It has been observed that in order to reduce the converradiometric noise into the retrieved profiles. The VGM
gence error, the convergence must be determined more by tH the noise error is computed by ORM using Eq. (4). The
criterion on the maximum variation of the retrieved quanti- VCM of the observation¥,,, that appears in that formula,
ties than by the criterion on linear variation pf. Thisis is calculated using the radiometric noise (expressed in terms
obtained by using in the OL auxiliary data very stringent T 0f Noise Equivalent Spectral Radiance NESR) provided by
values. Typical T values in NRT auxiliary data are less than level 1 processor, and takes into account the correlation be-
0.15, while OL T; values are less than 0.02. The NRF T tween spectral points due to the apodization process.
values are 0.01, while OLslvalues are less than 0.2. Fur-  The forward model errors are due to uncertainties in in-
thermore, the maximum number of iterations was reduced testrument characterization and in input parameters of the ra-
8 in the OL case from the value of 10 in the NRT case, sincediative transfer, as well as to approximations in the forward
it was verified that typically 3—6 iterations are sufficient to model itself. The forward model errors are determined on
reach convergence. Scans that do not reach convergence iniBe basis of a priori estimates of these uncertainties. The

Atmos. Chem. Phys., 6, 5605-5630, 2006 www.atmos-chem-phys.net/6/5605/2006/
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Fig. 4. Error budgets for the MIPAS retrievals of temperature, pressure, water vapour and ozone computed for midlatitude daytime conditions
in the case of OL retrieval. The solid line is the Total Error (or Accuracy), represented by the rootmeansquare of the Random Error
(or Precision), shown as the dotted line, and the forward model errors, shown as the dashed line. The forward model error is itself the
rootmeansquare of the various components shown by different symbols (see Table 3 for details).

sources of forward model errors which have been considerefbrmed for a similar reduction of the measurement error and

are listed in Table 3 together with their assumed amplitudesof the total error budget. A significant amount of work is in
The square roots of the diagonal elements of all matricegprogress in this direction. Presently the total error is larger

involved in Eq. (5) for mid-latitude day-time conditions and than the proposed objectives of the mission and significantly

OL retrievals are shown for the various MIPAS products in larger than what can be potentially obtained from the wide

Figs. 4 and 5. The random noise varies from measuremergpectral coverage of MIPAS measurements.

to measurement. The values shown in Figs. 4 and 5 (denoted

by RND) are based on in-flight values of NESR from orbit

2081. In this section the results of the analysis performed with
From these figures it emerges that the forward model errORM to assess the correctness of the a priori estimates of

ror contribution is comparable with the measurement errorthe errors, as well as findings from other external tests, are

As the forward model errors are better understood they cameviewed in order to verify the estimation of each error com-

be reduced and a new microwindow selection can be perponent of the total error budget.
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Fig. 5. As Fig. 4, showing retrieval error budgets for nitric acid, methane, nitrous oxide and nitrogen dioxide.

4.1 Error in instrument characterization

4.1.1 Radiometric gain

Radiometric accuracy is crucial because it directly affects
the accuracy of temperature and VMR retrievals. The high
correlation between radiometric gain and retrieved quantities
Instrument effects are modelled in the forward model andmakes it difficult to extract information on radiometric accu-

approximations in this model can be a source of error. ORMracy from the level 2 analysis. Investigations performed on
has the capability of retrieving, together with the target pa-dedicated measurements for the instrument characterization
rameters, also some parameters related to instrument effeckmve proved that the radiometric errors are within the speci-
such as frequency calibration, width of ILS and radiometric fications of MIPAS instrument performance (Birk and Wag-
calibration. The retrieval of these non-target parameters haser, 2002; Nett et al., 2002b). However, tests performed on
allowed a validation of the instrument characterization andthe measured integrated radiance highlighted for some bands
an assessment of the correctness of instrument error estihe presence of an oscillation in the gain calibration. The
mates. oscillation is correlated with the forward/reverse direction of
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the interferometer sweep and is more evident in those bands_ " T " T " T " T
in which a non-linearity correction has to be applied to the § 4 g.10°k ——— 1084
detectors. This oscillation, even if it lies within the require- § 1226
ments, seriously affects the level 2 analysis because it en-& :1‘;8?
hances the anti-correlations that exist between retrieved val-£ 0,0 \ % 2073
ues at contiguous altitudes and induces an oscillation in re- g by —— 2812
trieved profiles. Forward-reverse oscillations have been sig- £ 46
nificantly reduced with an improved non-linearity correction % -1,0x10° e
in level 1 processor and the residual effects that are presents
in the radiance cause an error in the retrieved profiles that is g
smaller than the mean random error. * 2,0x10° 8

In conclusion, the investigations on radiometric accuracy ) ) ) ) ) . ) .
have shown that the instrument performance is within the re- 0 20 40 60 80
quirements, and also the amplitude attributed to the radio- Scan ID
metric gain error component, which is based on the require-
ments, is correct. Fig. 6. Fit of the frequency scaling factor as a function of the scan

identification number (ID) for different sets of spectral points (de-

4.1.2 Spectral calibration pending on the analysed species and on the measurement band).

Different colours are used for the fits that use few points (green

Tests performed by ORM to validate the spectral frequencfurves)’ medium number of points (red curves) and large number of
. . . . . points (blue curves).
calibration of level 1 processing were made with the fit of
a frequency dependent and altitude independent frequency
scaling factor for all target species. From the analysis of ] ) . )
the frequency dependence of the frequency scaling factor if-1.3  Width of the apodized instrument line shape
was found that, while level 1 processor assumes that the fre-
guency dependence can be modelled with a slope, the deFhe Apodized Instrument Line Shape (AILS) is equal to the
pendence on frequency is better modelled by a slope and gonvolution of the ILS determined by the level 1 processor
quadratic term. This systematic difference is now correctedwith the apodization function adopted in the level 2 analy-
in the level 2 pre-processor. sis. The width of the AILS is dominated by the width of the
Concerning the time dependence of the frequency scalingpodization function, but a correct modelling of the ILS is
factor retrieved by ORM, Fig. 6 shows its deviation from important because a small error in the ILS, even if it does not
unity as a function of the limb sequence index for a full or- change significantly the AILS and the residuals, can cause
bit. This plot was obtained after the correction of the fre- & large variation of the;2. This is explained by the fact
quency dependence described above. The curves in the plghat correlations are taken into account for the calculation
are grouped with different colours according to the numberof the x? (see Eq. 1) and the errors caused by the ILS, even
of spectral points used for the retrieval. Since a larger numif damped by the operation of apodization, are properly de-
ber of spectral points provide a better accuracy, the scatteringermined.
of the retrieved values is reduced when more points are used The ORM is able to fit a band dependent and altitude inde-
(see blue curves). The spread of the curves (about 3 partsendent ILS broadening correction. A broadening correction
in 10) gives an idea of the attained frequency calibrationthat is practically equal to zero is retrieved. This, together
accuracy, that is better than the MIPAS requirement (equalvith the low values of thec?, indicates that the ILS width
to 1x10-%cm™1). A degradation of the performance is vis- is determined in level 1 with an accuracy of about 0.2%. On
ible only in the first 3 scans of the orbit, characterized by the other hand a different result is obtained from a statistical
large values of the frequency scaling factor. This is due toanalysis of the observed residuals, performed using the first
the use in level 1 processor of an approximated default calitwo years of MIPAS measurements. In general this analysis
bration for those sequences that are analysed before the firsbnsists in the fit of the residuals with the error spectra as-
frequency calibration measurement is made. sociated to each error and is named Residual and Error Co-
On the basis of these tests, we can conclude that the amsariance (REC) analysis (Dudhia, 2002). For the analysis of
plitude attributed to this error componeﬁ}((/azo.001) is  the ILS width error, the residuals are fitted with the second
conservative. However, as it can be observed in Figs. 4 anderivative of the spectrum and a correlation of about 2% be-
5, this error is usually a small contribution to the total error tween the residual and the second derivative of the spectrum
budget. Indeed a frequency shift causes both a positive andia found. This empirically detected second derivative error is
negative residual of the two sides of a line, which increasegeferred to as ILS width error even if causes different from
the value of thec?, but has only a small effect on the value ILS modelling can also be responsible for it. Further investi-
of the fitted intensity. gations are on-going.
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4.2 Errors in radiative transfer parameters assuming that the “true” profile can deviate by climatolog-
ical variability. No significant error has been highlighted in
Investigations have been made to check the correctness of the assumed climatological variability of the target species
uncertainties in the input parameters of the forward modelat high altitudes, and hence this error is now adequately ac-
with respect to their assumed variability. Results are sum-counted for.
marised below.
4.2.3 Spectroscopic database errors
4.2.1 Interfering species
The spectroscopic database errors are due to uncertainties in
Each target species is retrieved by ORM with an individualthe strength, position and width of infrared emission lines.
fit in which all other interfering species are known parame-These errors have been estimated using the available experi-
ters. For the interfering target species, whenever availablemental data and/or calculations, but it is worth stressing that
the profile retrieved in the previous fit is used and, for all this is a difficult problem given the fact that in the papers
other interfering species, the assumed profile is given by theeporting spectroscopic parameters a real estimation of the
IG2 climatological database described in Sect. 2.2. errors is not always performed. The spectroscopic error es-
The uncertainties associated with the climatological pro-timates reported in Figs. 4 and 5 are based on uncertainty
files are the climatological &- variabilities taken from ex- parameters relative to previous versions of the spectroscopic
treme concentration profiles (Remedios, 1999) for each ofatabase. In the mipgs3.1 release of the MIPAS dedi-
the standard conditions (tropical, mid-latitude day/night, po-cated spectroscopic database these errors have been reduced.
lar winter and polar summer). Concerning the contaminantHence the unchanged estimates of the spectroscopic errors
target species, which are retrieved by MIPAS in a prior re-reported in Figs. 4 and 5 are most likely conservative.
trieval step, a total retrieval error of 10% is assumed.
The errors induced by the interfering species were veri-4.2.4 Temperature and tangent pressure propagation error
fied with the REC analysis which has highlighted that the
profile of some non-target species (CQHAOCI, H,O, and The pointing of the instrument is a very critical quantity in
NHz) differs from the climatological profile by more than the the level 2 analysis of limb measurements. In order to com-
climatological variability and the variability of some other pensate for bias angles and harmonic pointing variations dur-
non-target species (HCN, HN@is underestimated. How- ing the orbit, the Line-of-Sight is determined with in-flight
ever, none of these deviations affects significantly the errorcalibrations made viewing at stars. Tests performed after
budget. An upgrade is probably needed for the variabilitylaunch (von Clarmann et al., 2003b) showed that in the first
of SOy: the REC analysis indicates $Qariability much  few months of operations the MIPAS engineering tangent al-
smaller than assumed by the climatological variability. This titude had a bias of up to 3km, but after an upgrade of the
is due to climatological variability allowing for volcanic ac- MIPAS pointing system the bias was reduced within the ac-
tivity whereas during MIPAS operation there has been no sig-curacy specification, i.e. 900 m. The short term pointing sta-
nificant eruption affecting stratospheric @\ reduction of  bility, during one interferometer sweep of 4 s duration, was
this climatological variability by a factor 10 is recommended Verified to be better than 80 m (Ridolfi, 2005).
since it is currently a significant component of the {#ror In order to further reduce the effect of the instrument
budget. pointing bias on retrieved profiles, the tangent pressures are
fitted as part of the p, T retrieval. The short term pointing
4.2.2 Shape of VMR and temperature profiles outside ofstability is exploited to improve the p, T retrieval with the
the retrieval range hydrostatic equilibrium constraint that is obtained with the
altitude increments of the engineering pointing. The retrieval
As described in Sect. 3.3, ORM assumes a fixed-shape obf the tangent pressure is estimated to have an accuracy of
the atmospheric profile above the highest and below the lowabout 1% which corresponds to an altitude uncertainty of
est retrieval levels. The error due to this approximation hasabout 70 m.
been recently included in the total error budget (see Figs. 4 Nevertheless, the altitude grid, that is derived from the
and 5 and websitéttp://www-atm.physics.ox.ac.uk/group/ pressure grid using the hydrostatic equilibrium and the low-
mipas/err) and is a significant error component at high alti-est tangent altitude as a starting point, is affected by a to-
tudes. The NQretrieval is particularly affected by this error, tal error larger than the retrieved tangent pressure. Indeed
due to the diurnal variability of this species and to the largethe large bias (3km in the early measurements and 900 m
variability of the profile with season and latitude. The exten-in the recent measurements) in the absolute value of the en-
sion of the retrieval range, implemented in the OL products,gineering tangent altitude induces a shift in the whole tan-
effectively reduces this error. gent altitude grid. For this reason it is preferred to represent
The error due to the assumption of a fixed shape of atthe retrieved profiles as a function of pressure grid, which is
mospheric profile outside the retrieval range is calculatedan accurate retrieved quantity, and not as a function of the
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altitude grid, which is affected by the bias of the engineeringLine mixing affects especially the Q-branches where transi-
pointing. tions between ro-vibrational energy levels closer thgyTK
A pointing jitter was also detected in level 1 analyses of (Kp is the Boltzmann constant, T is the temperature) are
the raw full size interferografn The signal modulation that packed together. The most apparent effect of line-mixing is
the jitter introduces in the interferogram is expected to genera reduction of the cross-section in the wings of the branch.
ate some fake lines that in spectroscopy are called “ghosts”. Line mixing is neglected in the forward model, but the er-
Tests made on the measured spectra have shown that no ghast of this approximation is minimized by the microwindow
is visible above the measurement noise and, because of theelection.
random phase of this jitter, even averaged spectra do not An investigation was performed on four microwin-
show the effect. This error is being monitored, but, becauselows selected for p,T retrieval for which the line-mixing
of its small amplitude, is presently not included in the for- error spectra mostly approach the noise level, namely
ward model error budget. 728.3-729.125cmt, 741.975-742.250cmt, 791.375-
Tangent pressure and temperature, which are simultanez92.875 cm!, 763.375-766.375cnt. The analysis con-
ously retrieved because of the large correlation that existsisted of the comparison of the averaged residuals with the
between the two parameters, are an important cause of err@xpected line mixing error spectra. A clear correlation be-
in VMR retrievals. tween averaged residuals and line mixing error is noticed,
These errors are computed a posteriori using the propabut in general the averaged residuals are smaller than the er-
gation matrixE providing the mapping of p, T error on the ror spectra indicating that a safe overestimate of the error has

retrieved VMR profiles: been adopted.
. In some microwindows the error due to line-mixing is lo-
Vipr=EVprE", (8)  cally comparable with the random error of the single mea-

surement, because the microwindow selection allows this oc-

whereV,pr is the VCM of the p,T induced error on the .o oo when positive and negative efrors compensate each
VMR profile andV p7 is the VCM of the p,T retrieval. In other P ? P

general this operation has to be performed for both the mea- : L .
We conclude that the line-mixing effect is based on a cor-
surement error and the forward model components of p, T : . : :
. - ect model and is correctly taken into account in the mi-
error. In Figs. 4 and 5 only the measurement error is included <" ! ;
) . ; crowindow selection.
in the estimate of this error component.
In general matrpE depends on the set of m!crowmdows 4.3.2 Horizontal homogeneity assumption
used for VMR retrievals and on the atmospheric status (tem-

perature and VMR profiles). However, it has been verified The atmosphere sounded by MIPAS is assumed to be hor-
(Raspolliniand Riglolfi, 2000) that in practice the dependencqzonta"y homogeneous. The extension of the atmospheric
on the atmospheric status can be neglected. region observed with limb sounding geometry can reach a

A set of pre-tabulated propagation matrices has been COMength approaching 2000km. As a consequence, the ho-

puted for the mid-latitude standard atmosphere for the NOMmopgeneity assumption can be critical in presence of pro-
inal set of microwindows (see also Sect. 5). nounced horizontal structures in the atmosphere, as encoun-
tered while crossing either the terminator for photochemi-
cally active species or the polar vortex in ozone-hole condi-
tions.
Simulations have shown that gradients in temperature are
e largest source of error among all gradients (Carli et al.,
998). In Figs. 4 and 5 a standard estimate of a gradient of
1K/100km is made.

In order to verify the impact of the homogeneity assump-
tion, ORM results were compared with those obtained by the
GEOFIT retrieval algorithm (Carlotti et al., 2001) that per-
forms the simultaneous retrieval of all the observations ac-
quired along a full orbit and accounts for the horizontal in-

Line mixing (Edwards and Strow, 1991; Rosenkranz, 1975)homogeneities. _
corresponds to the deviation of the measured line shape from Differences between the results of the two retrieval codes
the \oigt function, occurring when collisions between a ra- may be larger than the random error bars, but they are not
diating molecule and the broadening gas molecules cause tHeorrelated with the horizontal variability of the atmosphere.

transfer of population between different ro-vibrational states. Therefore the observed differences are to be attributed to
the differences between the two models rather than the hor-

4M. Birk, private communications izontal homogeneity assumption in the ORM and it was not

4.3 Deficiencies in the radiative transfer model

The forward model computation is the most time consum-
ing part of the retrieval code. Time efficiency is obtained by th
means of both physical and mathematical optimizations, ag
well as the use of microwindows that reduces the effect of
some deficiencies in the forward model.

The results of the tests aimed at verifying the negligible
effect of these deficiencies are discussed below.

4.3.1 Line-mixing
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possible to provide a stringent experimental constraint to thenificantly warm, e.g., polar winter or stratospheric warming.
amplitude of this error. However, the results of original simu- In these cases LTE retrievals may underestimate the temper-
lations (Carli et al., 1998) and the absence of a positive detecatures by 1 to 3K in the 50—-70 km region. In daytime con-
tion of any effect suggest that retrieval errors due to horizon-ditions, temperature could be overestimated by 1 to 2K at
tal inhomogeneity are estimated with conservative values. altitudes from 60 to 70 km.

Concerning @, non-LTE retrievals of @ from the MI-
PAS upper atmosphere data in the altitude range from 20 to
100 km have been compared with “non-LTE free” stellar oc-
tional retrieval algorithm has a high cost in computation time cultation GOMO.S measurements (Ve_rrongn etal., 2005) and
an agreement within 10-15% is obtained in the stratosphere

and requires a major effort for modelling and coding all non- )
and lower mesosphere. These MIPAS retrievals use the same
LTE processes. However, MIPAS measurements are mos“%mitting lines from the 14.8m and 1Qum fundamental

concentrated in the stratosphere, where the non-LTE eﬁeCtBan ds as the operational retrieval, and the same non-LTE

are generally weak. Furthermore, MIPAS has a high Spec'model that is used in the microwindow selection. Non-LTE

tral resolution and a wide spectral coverage which enablesemevaIS performed using these microwindows show that

the selection of ro-vibrational lines of the bands less aﬁecteJ . . .
by non-LTE. For these reasons non-LTE modelling was r]otnon—LTE effects in operational{£are negligible in the whole

. . . . : . altitude range and conditions, except above 55 km in the po-
included in the operational retrieval algorithm and the mi- : . "

: o T lar winter-like conditions (warm lower mesosphere), where
crowindows selection is made taking into account the non-

LTE errors. The non-LTE errors are estimated from pre-Ozone can be underestimated by 10-15%pz-Puertas et

tabulated error propagation matrices which reflect the Iinearal" 2003). , . .
The evaluation of non-LTE effects in the retrieval of water

response of the retrieval to perturbations calculated from the ’ ) ) e
difference of Non-LTE and LTE synthetic spectra. Several VaPOUr is complicated by non-linear radiative transfer due to
models are used for the computation of the non-LTE popula-Saturation effects in the fundamental (62000) band used
tions of all the relevant species (including also gases not bel©r the retrieval in the upper stratosphere. Non-LTE model
ing retrieved operationally but potentially contaminant, such®/Tors in retrieved bO profiles can thus have different sign
as CO and NO). A detailed description of the non-LTE mod- and altitude dependence than in the linear case. A recent
els and the species and emitting levels for which non-LTEStUd)F shows that although vibrational temperatures of the
populations are computed can be found in von Clarmann eP10 state depart from LTE generally above 60km, meso-

al. (1998) and in a subsequent update hpéz-Puertas et spheric non-LTE emissions can enhance measured daytime
al. (2002). radiances up to 10% at tangent heights around 50 km and

Ideally, the assessment of non-LTE effects would be besf0% at 60 km due to solar excitation. The same study demon-

performed by comparing retrieved profiles with co-located Strates that the collisional rates used in thgrhon-LTE
accurate and independent measurements taken by instr{?@delling for the MIPAS non-LTE error assessment repro-
ments not affected by non-LTE. Such measurements werdUCe the non-LTE effects measured by MIPAS itself.
not available in the case of MIPAS pressure and temper- The estimated non-LTE model error for2@ retrieval
ature. However, the good agreement found between thé{aries from less than 5% during night below 50 km to 30% at
temperatures retrieved from the SABER /4% emission 60km during day time. Non-LTE-induced retrieval error of
measurements, using a non-LTE model for the,®@nds  chemically stable species like;® can be assessed by com-
very similar to that used in the microwindow selection paring day and night profiles retrieved by similar air masses
mentioned above, with rocket in situ measurements andi-€. with comparable abundances). Since these species show
with ground-based lidar measurements (Garcia-Comas et alcompact correlations with potential vorticity over a wide alti-
2003; Mertens et al., 2086 Kutepov et al., 2006) gives tude range, this assessment can be performed in terms of day
us confidence in the GOnon-LTE model. Non-LTE re- and night mean VMR differences at same equivalent latitude
trievals, performed from MIPAS data using the operational (Nash et al., 1996) calculated from ECMWF potential vortic-
microwindows in the 15m fundamental bands and the non- ities at given potential temperature levels. Such a compari-
LTE model mentioned above, have shown that non-LTE ef-son of retrieved day and nightime,8 (see Fig. 7) reveals
fects in temperature are smaller than 0.5 K below 60 km forsystematic daytime enhancements of 5-10% in the 2000—
all conditions, except in the lower mesosphere when it is sig2700 K (50-60 km) region while above .8 is up to 30%
lower at daytime than at nighttime. These day/night differ-
°Mertens, C. J., Russell lll, J. M., Mlynczak, M. G., She, C.-Y., ences can be attributed to non-LTE retrieval errors as it has
Schmidlin, F. J., Goldberg, R. A. dpez-Puertas, M., Wintersteiner, peen demonstrated by retrieving® under assumption of

P. P., Picard, R. H., Winick, J. R., and Gordley, L. L.: Retrieval | T ¢onditions from simulated spectra (von Clarmann et al.,
of kinetic temperature and carbon dioxide from broadband infrared

limb emission measurements taken from the TIMED/SABER in-
strument, Adv. Space Res., submitted, 2006. 6. Koukouli, private communication

4.3.3 Local Thermodynamic Equilibrium assumption

The inclusion of non-LTE emission effects into an opera-
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Fig. 7. Day—Night differences in retrieved4® on equivalent lat-  Fig. 8. Day—Night differences in retrieved GHon equivalent lati-
itudes versus potential temperature. The range 500-3000 K of potudes versus potential temperature. Differences represent mean val-
tential temperature approximately corresponds to the altitude rangeies over the whole observational period (July 2002—March 2003).
20-120km. Differences represent mean values over the whole ob-

servational period (July 2002—March 2003). N20: Momithe: 11— 10

2500[ ]
2003a). In any case, these non-LTE errors are within the lim-
its of the estimated error budget.

Experimental evidence for non-LTE effects in gEmis-
sions in they, band was found by épez Puertas et al. (2005).
Non-LTE minus LTE limb radiance differences have been de-
tected above 45km, increasing up to 20% at 60km. This
study demonstrated that the non-LTE model used for the
non-LTE model error assessment of MIPAS £dlly repro-
duces the observed non-LTE features. The estimated non- soof ,
LTE model errors are less than 2% below 50 km and larger -0 0 50
than 20% at 60 km. These values are also in consonance with Fa ot faeo]

the day/night differences of three month means of r(-"mevedFig. 9. Day—Night differences in retrievedJ® on equivalent lati-

CHy (see Fig. 8). Higher daytime GH5-10%) is retrieved tudes versus potential temperature. Differences represent mean val-

above about 45km (potential temperature of 1700K) undereg oyer the whole observational period (July 2002—March 2003).
LTE assumption due to population enhancements by solar

excitation.

Possible non-LTE effects in the retrieval of® have been  dated rates and results were found to be in good agreement
estimated on the basis of theoretical non-LTE population calwith non-LTE-free HALOE data. These new rates have also
culations which indicate non-LTE-induced deviations of lesspeen incorporated in the assessment of non-LTE errors in the
than 1% for retrieved pD. No evidence of non-LTE effects ORM retrieval of NQ. No significant error is expected be-
in N20 emissions has been found so far. Also, day/night dif-Jow 50 km. Above, the LTE assumption leads to an underes-
ferences of 3 month mean retrieved®I(see Fig. 9) do not  timation of NO, by 10-50% with highest deviations at polar
hint at systematic deviations due to non-LTE neglect in thewinter conditions.
retrieval.

Non-LTE effects in the 6.2m region used for the retrieval
of NO2 have been analysed in detail by Funke et al. (2005).5 Computation of the total error of retrieved profiles
Non-LTE effects in retrieved N®cannot be evaluated by
means of day/night differences due to diurnal variations ofAccording to Eqg. (5), the total error is obtained as a quadratic
this key species. sum of measurement and forward model errors. The differ-

The chemical excitation rate of the N®s states emitting ~ ent components of this budget can be acquired from different
in this spectral region was found to be 50 times less than estisources.
mated in previous studies. In the study of Funke et al. (2005), The measurement errbf, is computed by level 2 proces-
the non-LTE retrieval of N@Q was performed using the up- sor and is reported in the level 2 output files.

2000~

1500

Potential temperature [K]

1000 - 4
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' ' ' ' ' ' ' ' different months. So this error can be regarded as random for
80 | g time/length scales beyond 1 month/3000 km.
60 . 6 Averaging kernels

For a full characterization of the retrieved profiles, along with

40 1 the error information it is necessary to know how the descrip-
tion of the true state of the atmosphere is affected by the ob-
serving system. This information is provided by the averag-

Altitude [km]

207 o i ing kernel matrix (AKM) and is indispensable for the vali-
= 1 dation operations when comparison between different mea-
oL . . L . L . L surements with different vertical resolution of the same at-
-0.2 0.0 0.2 0.4 0.6 mospheric vertical profiles are performed (Ceccherini et al.,
Averaging Kernel 2003; Rodgers and Connor, 2003; Ridolfi et al., 2006). It is

also required for comparisons to models with higher vertical
Fig. 10. Averaging kernels for the ozone retrieval in the case of resolution than MIPAS.
20° N-65° N latitude band in July. In the linear approximation, the relation connecting the re-
trieved profile with the true state of the atmosphere is given
by:
The forward model error¥,, of which only the diago- £—%0=A(x —x0) )
nal elements are provided, are available at http://www-atm. ’
physics.ox.ac.uk/group/mipas/err. In this database, estimategherex is the retrieved profile when the true state of the

are given for the five standard atmospheres. atmosphere is, xg is the retrieved profile when the true state

It has to be noticed that the error in VMR profiles due of the atmosphere is the linearization stageandA= %
to the propagation of p and T errors, which is reported inis the Averaging Kernel Matrix. *
the above data base, does not include the effect of forward 14 1ows and the columns &f are respectively the aver-

model errors in p and T retrieval and does not account foryying kernels (AK) and the delta-function responses. There
the variability of the p, T retrieval errors. For a more accu- is one AK for each retrieved quantity and one delta func-

rate estimate of the p, T error propagation it is necessary Gjon for each grid point used to represent the AKs. The AKs
propagate, according to a suitable propagation m&ras e in general functions peaking at the grid point that coin-

described in Sect._4.2.4, the total error budget of the individ-ijjas with the altitude of the retrieved quantity and have a
ual p, T retrievals into the VMR retrieval. width that is a measurement of the vertical resolution of the
The propagation matriceis for the different species are  retrieved parameter. When the grid used for the representa-
included in the level 2 auxiliary data set and are available atjon of the AKs coincides with the altitudes of the retrieved
http://www.ifac.cnr.it/retrieval/auxiliary.html. quantities (measurement grid) and no a-priori information is
Access to the individual contribution allows, when neces-used for the retrievah is the identity matrix.
sary, to separate the random and systematic components of In the case of MIPAS no a priori information is used and
the error budget. Indeed, most of the forward model errorsdiffers from the identity matrix only when a fine grid is used
can be either random or systematic according to the ensenfer the representation of the AKs. The fine grid is chosen to
ble of measurements that is being considered. For examhave points that coincide with the measurement grid as well
ple, errors such as the propagation of the random pT erroas extra intermediate points.
into VMR retrievals will be “systematic” if considering, for The AKs are calculated on a fine grid of 1 km for both NRT
example, the sum of 2*CH+ H,O at one altitude within and OL measurements using the climatological prafgjes
one scan since both the @Gkind HO retrievals share the linearization state. The AKs, as well as the climatological
same error in temperature retrieval for that altitude. Howeverprofiles, are available on the web at http://www.ifac.cnr.it/
when comparing Chiretrievals for 2 successive scans, the retrieval/auxiliary.html.
contributions of the temperature errors will be uncorrelated. The AKs are given as a function of altitude. From the at-
So the p, T error can be regarded as random for time/lengtimospheric status it is possible to derive the corresponding
scales beyond 1 scan (75 s/500 km). Contaminating speciesalues of pressure for which the AKs are calculated. How-
such as CFC-11, are modelled assuming a zonal mean cliever, this is the pressure grid of a nominal measurement and
matology. The actual atmospheric CFC-11 distribution isis in general different from that of a real measurement.
likely to depart from the climatology in a correlated man-  For small differences in the measurement grid, the shape
ner with, say, a 30 degree latitude bin on a particular day bubf the AK depends more on the relative location of the mea-
not within the same latitude bin when combining data from surement points than on their actual altitude. Therefore, the
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Fig. 11. Histograms ofy 2 test distribution for p, T, HO, Oz and HNG; retrievals. In each histogram, a constant box width is used for events
with x2 values not larger than 6, while the last box on the right counts all the events(\%llﬂrger than 6.

AKs calculated for a nominal measurement grid can be useavhere! is the index of the extrapolated point apgd(k) and
to define the AKs of the real measurement grid. Namely, thepnom(K) are the pressure of the highest/lowest retrieved point
measured tangent pressure can be associated with the valuesthe real and nominal grid, respectively.

.Of t/hehAIT(s at tr;?hmeasuremo;:n:. grid. 'zj'hls(;mph.est a Stje:.Ch' This process provides the averaging kernel on an irregular
ingrshrinking ot the representation grid and an interpoia IOnpressure grid that corresponds to the specific limb measure-

is needed for the determination of the pressure of the inter-ments

mediate points. Assuming a logarithmic variation of pressure

with altitude, if pnom and p, are the pressure of the nominal ~ The AKs in the case of ozone retrieval for the 26-65° N

and real pressure grid respectively, the pressure of the intefatitude band in July represented on a grid of 1km step are
mediate point can be determined from the following expres-shown in Fig. 10.

sion. The AK cannot always be defined. When the AKM is cal-
(In m(z’fn)) . culated using different “starting numbers” for the generation
”'(f) pnom("’fj), (10)  of the random errors added to the spectra the same AKMs
(In %) Prom (1) should be obtained. If different AKMs are obtained it means
] ) . ] . that the measurement error can change the retrieved values
wherei is the mdex of a measurement grid pomt,—(l) IS of a large amount and the retrieval of that parameter is ill-
the number of intermediate pointsi is the index of the  congitioned. In these cases, occurring for some of the addi-
next measurement grid point afie=1, n—1 is the index of  tjona) altitudes available in the OL products, the averaging

Inp, (i+j)=Inp, @)+

the intermediate grid point. kernels are not provided, indicating that the corresponding
Outside the retrieval range: retrieved value has no physical meaning and can only be used
pr (k) to characterise the retrieval process from the mathematical

pr () = pnom() Poom (B’ (11)  point of view (see Sect. 3.3).
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Fig. 12. As Fig. 11, showing histograms gf test distribution for CH, N,O and NG retrievals.

Table 4. Statistics of ORM performances.

PT HO O3 HNO3 CHs NyO NO,

Measured meagp 2-test 209 103 134 137 112 125 222
Estimatedy 2-test 282 176 1.79 1.11 223 127 1.23
Measured standard deviation 0.72 0.36 0.44 0.39 0.30 0.52 2.03

Statistical standard deviation0.05 0.035 0.03 0.03 0.03 0.035 0.03
(due to the finite number of

average residuals only)

% of successful retrievals 955 932 937 941 945 94 87

7 ORM performances Fig. 12. In each histogram, a constant box width is used for
events withy 2 values not larger than 6, while the last box on

The x>~test of each retrieval, given by the value,dffunc-  the right counts all the events wig? larger than 6.
tion (see Eqg. 1) at convergence divided by the Number of

Degrees of Freedom (NDF) can be used as a diagnostic tocil
for the evaluation of the code performances. a

All data measured in the year 2003 that were reprocesse
by the ESA OL processor have been used to evaluate th
meany 2-test value of each orbit. The histograms of the mean Table 4 shows for all target species the one-year mean of
x 2 values for the different species are shown in Fig. 11 andthe measureg? test. Deviations of the? test from unity

With the only exception of N@ that shows occasional
rge values which have been proved to be due to an error in
bevel 2 processor, thg? of the other species are distributed
ground a constant average value.

Atmos. Chem. Phys., 6, 5605-5630, 2006 www.atmos-chem-phys.net/6/5605/2006/
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Fig. 13. Maps of temperature and VMR profiles og@cated around South Pole obtained from the analysis of two orbits measured on 26
September 2002 (maps on the left) and 26 September 2003 (maps on the right), respectively.

provide an indication of the existence of forward model er- variable amplitude and spread associated with convergence
rors even if not all forward model errors do equally mani- criteria. The statistical standard deviation, also reported in
fest themselves through this test, due to possible correlationthe 4th row, is always very small and has a negligible effect.
among errors and between errors and the target species. Thelt has been verified that the spread due to convergence cri-
estimatedy? test, calculated from the a priori estimates of teria provides the main contribution to the measured standard
forward model and random errors, is also reported in the tadeviation for all retrievals except p, T and® retrievals.

ble. In the limit in which the amplitude of the residuals can For these two retrievals, the presence of forward model er-
be assumed to be a measurement of the amplitude of the reers with variable amplitude has to be considered as the main
trieval error, ay?-test equal to 2 implies that the amplitude contribution to the measured standard deviation.

of the forward model errors is equal to the amplitude of the The last line of Table 4 shows that a good percentage of
random errors. retrievals have successfully reached convergence.

In general we find that the 2 test varies from 1 to 2 Concerning the run-time performances, the computing
and that a good agreement is obtained between measurdtine needed to process a complete orbit on a linux machine
and estimated values. For most retrievals, the measufed With 2 processors Intel Xeon of 2.8 GHz (4 Gbyte RAM) is
are smaller than the calculated ones (notably a reduction otbout 43min. for NRT analysis and about 80 min. for OL
a factor 2 is observed in the case of gHonfirming that  analysis. Considering that the measuring time of one orbit
most probably conservative estimates of the forward modeis about 100 min, the objective of NRT processing has been
errors are currently made, the only exception being the alimet in both cases.
ready mentioned case of NO Nevertheless, this test does
not provide the information of which error and by how much
may be overestimated. 8 Example of the results

The third row of the table shows the standard deviation of . . .
the x 2 statistics as measured from the one-year distribution.;r Tle pslarr orbnf% thel EbN\ﬂ]SAr']F S:te”'t_?hpm\l”%e‘? a \r‘/\e?rly
The measured standard deviation is the results of three maill" CO. € agg of Ine globe In one .‘f."y' € g_o _a co _e age,
combined with the MIPAS capability of retrieving, simul-

contributions: statistical standard deviation, due to the finite . . .
taneously and during both day and night, the vertical pro-

number of averaged residuals and eque@tﬁ&, spread in  fjje of numerous species, allows continuous measurement of
the statistics of the 2 test due to forward model errors with the three dimensional (versus latitude, longitude and altitude)

www.atmos-chem-phys.net/6/5605/2006/ Atmos. Chem. Phys., 6, 5605-5630, 2006
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Fig. 14. As Fig. 13, showing maps of VMR profiles of HN@nd N,O obtained from the analysis of two orbits measured on 26 September
2002 (maps on the left) and 26 September 2003 (maps on the right), respectively.

atmospheric composition as a function of time. This capabil-cesses and resolve the two regimes of behaviour in the two
ity represents a major achievement with respect to previougears.
measurements. The geographical distribution of the chemical depletion

The fact that not only a key constituent is measured, butcan be observed in vertically resolved stereographic maps as
a set of interlinked species are simultaneously determined ishown in Fig. 15 where ©and HNG; are plotted for the two
of particular importance from the scientific point of view. As years at an altitude of 21 km. The MIPAS observations made
an example of this potentiality of MIPAS measurements aduring the ozone hole break-up in 2002 are further described
gualitative comparison is shown between the Antarctic ozoneén a number of papers, mostly collected on a special issue on
hole in 2002 and 2003. Antarctic vortex 2002

The maps of T, @ N20O and HNQ obtained by ORM
from the analysis of a single orbit on 26 September in the
two years are shown in Figs. 13 and 14.

The maps relative to the year 2002 highlight a strongly per-
turbed Antarctic stratospheric vortex, due to a major warm-
ing which occurred very early that year, while in 2003 at the
same date the vortex still appears very stable (as inferred b

9 Conclusions

The performances of the level 2 analysis of MIPAS instru-
ment during the first two years of operations have been re-
viewed. The features of the ORM code, which is the basis of
the operational level 2 analysis, have been recalled and the
e?pproximations and assumptions, implemented in the code
in order to meet the NRT and accuracy requirements, have
been critically reviewed testing their impact on the retrieved
dprofiles in the case of real measurements.

The retrieval code has successfully processed, in NRT, MI-

levels th h sedi ot f polar stratospheric cloud PAS measurements without any change in the level 2 pro-
evels through sedimentation of polar StraloSpheric clouds,qqqq, Changes have only been made in the pre-processor

Os depletion correlates With. denitrif?cation at IO.W altitt_Jdes with the addition of an algorithm for the rejection of mea-
(chemlgal deplethn) and W|th_sub5|dence a'.[ high altlwdessurements contaminated by clouds (cloud filtering).
(dynam|cal depletlon). The different dynamw; a nd Chef“‘ A refinement of both the retrieval settings and the spec-
Istry observed_ in the tWO. years lead to a S|gn|f|cantly dif- troscopic database has proved to be important for the quality
ferent pattern in ozone distribution. The vertically resolved

measurements of MIPAS easily highlight the on-going pro-  7J. Atmos. Sci., vol. 62, number 3 (March 2005).

large area (as inferred by the@® map). The minim in HN@

concentration is a well-known climatological feature of the
Antarctic vortex at this time of the year (September) which
has been shown (Crutzen and Arnold, 1986) to be due t
denitrification, i.e. irreversible removal of nitrogen to lower

Atmos. Chem. Phys., 6, 5605-5630, 2006 www.atmos-chem-phys.net/6/5605/2006/
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Fig. 15. Polar stereographic maps og@maps on the left) and HN§(maps on the right) obtained from 3 days of measurements (25-27
September 2002, upper plots and 25-27 September 2003, lower plots). The dots identify the measurements location.

of the products. In particular, the convergence error can banances of the level 2 processor are verified with a statistical
reduced using more stringent convergence criteria and the exanalysis of the meap ?-test of the measurements obtained
trapolation error, due to the profile assumptions outside theduring a whole year of MIPAS operation. We find that in
retrieval range, can be reduced using an extended retrievajeneral the chi-square is smaller than our a priori estimate
range. Unfortunately, these error reductions can only be atindicating that conservative forward model errors have been
tained at the expenses of computing time and have not beeassumed. In the error budget the forward model errors are
implemented in the NRT analysis. These improvements haveomparable with the random errors as required in an opti-
been implemented in the OL products, which have a lessnized retrieval, however, the total error is larger than the pos-
stringent constraint for the processing time and are producedibilities of the MIPAS instrument. Further work is needed
some time after the measurement using the same code and reduce the amplitude of forward model errors so that the
better geolocated data. random error can also be reduced with the analysis of more
A review of the total error budget of the retrieved profiles Microwindows and a smaller total error is obtained.
was performed on the basis of the results of instrument and
level 1 processor characterisation, and of specific tests made
on the level 2 data. The error budget and the overall perfor-

www.atmos-chem-phys.net/6/5605/2006/ Atmos. Chem. Phys., 6, 5605-5630, 2006
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