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Abstract. Within the framework of the ENVISAT/SCIAMACHY satellite validation, solar irradiance spectra are absolutely measured at moderate resolution in the UV/visible spectral range (in the UV from 316.7–418 nm and the visible from 400–652 nm at a full width half maximum resolution of 0.55 nm and 1.48 nm, respectively) from aboard the azimuth-controlled LPMA/DOAS balloon gondola at around 32 km balloon float altitude. After accounting for the atmospheric extinction due to Rayleigh scattering and gaseous absorption (O3 and NO2), the measured solar spectra are compared with previous observations. Our solar irradiance spectrum perfectly agrees within ±0.03% with the re-calibrated Kurucz et al. (1984) solar spectrum (Fontenla et al., 1999, called MODTRAN 3.7) in the visible spectral range (415–650 nm), but it is +2.1% larger in the (370–415 nm) wavelength interval, and −4% smaller in the UV-A spectral range (316.7–370 nm), when the Kurucz spectrum is convolved to the spectral resolution of our instrument. Similar comparisons of the SOLSPEC (Thullier et al., 1997, 1998a, b) and SORCE/SIM (Harder et al., 2000) solar spectra with MODTRAN 3.7 confirms our findings with the values being −0.5%, +2%, and −1.4% for SOLSPEC −0.33%, −0.47%, and −6.2% for SORCE/SIM, respectively. Comparison of the SCIAMACHY solar spectrum from channels 1 to 4 (– re-calibrated by the University of Bremen –) with MODTRAN 3.7 indicates an agreement within −0.4% in the visible spectral range (415–585 nm), −1.6% within the 370–415 nm, and −5.7% within 325–370 nm wavelength interval, in agreement with the results of the other sensors. In agreement with findings of Skupin et al. (2002) our study emphasizes that the present ESA SCIAMACHY level 1 calibration is systematically +15% larger in the considered wavelength intervals when compared to all available other solar irradiance measurements.

1 Introduction

Solar radiation is the driving force for climate, and thus for life on Earth. It has long been speculated that changes in the total solar irradiance either due to temporal variations in solar physics related processes or due to changes in the orbital parameters of the Earth may affect the climate on time scales ranging from geological times (∼109 yrs) down to several years, e.g., due to the strength of the 11 year solar cycle (IPCC, 2001). For example, the total solar irradiance (So) is known to change by ±1.3 W/m2 ±0.1% within the 28 days solar rotation cycle and 11 year semi-cycle in the Sun’s magnetic polarity. For both cycles, the largest relative changes (up to a factor of 2) occur for wavelengths <300 nm (e.g., Willson, 1997; IPCC, 2001). Fortunately for life on Earth, smaller relative changes in the spectral irradiance occur in both cycles (on the order of 10−3 relative change) for wavelengths >300 nm. Annual variations of So (±3.5%) due to the Earth eccentricity are important as well, but in measurements these variations are usually removed by relating the individual measurements to the average Earth/Sun distance. Evidently, the extraterrestrial solar irradiance spectrum (further on called Es(λ)) and its temporal variation is quite of some interest for atmospheric spectroscopy, photochemistry, climate and the solar cell industry as well. For spectroscopists (and solar physicists), potential changes of the Sun-disk average in the optical thickness of the solar Fraunhofer lines (cf., Bösch et al., 2003) are most important,
since sensitive UV/visible spectroscopy in planetary atmospheres largely relies on removing the Fraunhofer lines in ratioed spectra. To date little is known about the Sun disk average spectroscopic parameters and in particular about the temporal and spatial variability of individual Fraunhofer lines.

In the past two decades, information on the solar constant and $E_o(\lambda)$ were collected by a large number of space-borne, air-borne and ground-based instruments (e.g., Neckel and Labs, 1984; Kurucz et al., 1984, 1992; Wehrli, 1985; Brault and Neckel, 1987; Thuillier et al., 1997, 1998a, b; Harrison et al., 2003). To date, a consensus on $E_o(\lambda)$ could only be achieved within few percents in the UV-A and visible spectral range, primarily due to given problems with the absolute calibration of radiation measurements, long term drifts of the various employed sensors, and resulting inter-calibration errors.

For the present study most important are the high resolution spectrum measured by Kurucz et al. (1984) calibrated with Neckel and Labs (1984) solar line data which forms the basis for the WMO consensus (Wehrli, 1985), and the recent spectro-radiometrically re-calibrated Kurucz et al. solar spectrum (Fontenla et al., 1999, in the manuscript briefly called MODTRAN 3.7) using spectro-radiometric data from the space-borne SOLSPEC instrument (Thuillier et al., 1997, 1998a, b). These spectra are compared with our balloon-borne $E_o(\lambda)$-measurements conducted at 32 km altitude. Unfortunately, our $E_o(\lambda)$ spectrum can not be compared with $E_o(\lambda)$ recently inferred by Harrison et al. (2003), since the authors did not make their solar spectrum available to the public.

Here direct Sun observations of the LPMA/DOAS payload (Limb Profile Monitor of the Atmosphere and Differential Optical Absorption Spectroscopy) are used to absolutely infer $E_o(\lambda)$ in 2 wavelength intervals in the UV/visible spectral range (316.7–418 nm, 400–652 nm). During past balloon flights the primary scientific objective of the LPMA/DOAS payload was the simultaneous measurement of profiles of atmospheric trace gases which are of interest for the ozone chemistry, such as O$_3$, O$_4$, NO, NO$_2$, HNO$_3$, BrO, OCIO, HCl, ClONO$_2$, IO, OIO, CO, CO$_2$, . . . (for details of the instruments and the measurements see Camy-Peyret et al., 1993; Payan et al., 1998; Harder et al., 1998, 2000; Ferlemann et al., 1998, 2000; Bösch et al., 2001, 2003; Pfeilsticker et al., 2000, 2001). The used instrumentation and observation geometry provided by the balloon gondola are also ideally suited to support precise $E_o(\lambda)$-measurements. Our in-flight measured $E_o(\lambda)$ is corroborated by a spectro-radiometric calibration of the deployed spectrometers using on-site calibration instruments prior to the balloon flights. The $E_o(\lambda)$-measurement includes suitable corrections to the atmospheric extinction, which is based on Langley’s method in order to account for the residual atmospheric extinctions due to Rayleigh- and Mie-scattering, and trace gas absorptions of O$_3$, NO$_2$, BrO, . . .

In the past 2.5 years SCIAMACHY (Scanning Imaging Absorption Spectrometer for Atmospheric CHartography) has been monitoring daily $E_o(\lambda)$ within the 220–2380 nm wavelength range. These observations form a unique, and unprecedented set of $E_o(\lambda)$-measurements when carefully validated. Intentionally, our balloon-borne $E_o(\lambda)$-measurements are primarily motivated to validate those of the SCIAMACHY instrument (e.g., Burrows et al., 1995; Frerick et al., 1997; Bovensmann et al., 1999), but due to their high quality they are evidently suitable to test previous $E_o(\lambda)$-measurements and their derivates (e.g., Kurucz et al., 1984; Neckel and Labs, 1984; Wehrli, 1985; Fontenla et al., 1999; Thuillier et al., 1997 1998a, b; Harrison et al., 2003).

Here we report on UV/visible $E_o(\lambda)$-measurements from SCIAMACHY and the LPMA/DOAS balloon instruments. Results of the near-IR $E_o(\lambda)$-measurements will be reported elsewhere.

The present study is organized as follows: In Sect. 2, we describe and discuss the employed methods. Section 3 is devoted to the description of the absolute calibrations of the balloon-borne and the SCIAMACHY instrument. Section 4 reports on the field observations, and Sect. 5 discusses the results. Finally, Sect. 6 closes the study with concluding remarks.

2 Methods

2.1 The LPMA/DOAS payload

The azimuth-controlled French/German LPMA/DOAS gondola carries 3 optical spectrometers (two grating DOAS spectrometers from the Institut für Umweltpsychik, University Heidelberg, Germany and a Bomen FT-IR from the Laboratoire de Physique Moléculaire et Applications (LPMA) at the Université Pierre et Marie Curie, Paris, France). The set of spectrometers covers the wavelength range from 316.7 nm to 2400 nm, being more or less the same wavelength range as the SCIAMACHY instrument encompasses (for the balloon payload and deployed instruments see Camy-Peyret et al., 1993 and Ferlemann et al., 2000, and for SCIAMACHY Bovensmann et al., 1999). The balloon payload’s azimuth control is based on technologies developed by the Observatoire de Genève in the past 20 years (Huguenin, 1994). The scanning of the solar disk during the flight is performed by an automated telescope, in detail described by Hawat et al. (1998). The telescope is equipped with two coated plane aluminium (Al) mirrors that allow a pointing to the center of the solar disk within 1′. It provides a parallel beam of about 10 cm in diameter to the three spectrometers. Furthermore, all angles relevant for the gondola and Sun-tracker orientation relative to the Sun are recorded, an information which is necessary for the attitude control of the measurements.
2.2 The DOAS instrument

Since the details of the DOAS spectrometer have already been described elsewhere (Ferlemann et al., 2000), here only a short description of its key features is given. Two small (light intake) telescopes are mounted at the outer edge of the parallel solar beam provided by the Sun-trackers. They are equipped with appropriate filters, lenses, diffusers and skimmer plates which provide a field of view, FOV=10° and 16°, f/5.7 and f/3.5 for the UV and visible instruments, respectively. This optical arrangement of the telescopes allows observation of the full solar disk (0.55°, f/55), which is necessary for reliable atmospheric trace gas measurements and radiometric calibrated $E_0(\lambda)$-measurements (Bösch et al., 2003). From the telescope exits, two quartz fibre bundles conduct the collected light into two grating spectrometers. Both spectrometers are mounted into an evacuated, and thermostated spectrometer housing (0.0°±0.3°C), a feature which keeps the optical imaging reasonably constant during the balloon flights. The exits of the quartz fibre bundles form rectangular slits (125 µm in width and 2.5 mm in height). Holographic gratings disperse the solar light onto photodiode detector arrays in the respective wavelength intervals (UV: 316.7–418 nm and visible: 400–652 nm). The width of the slits (125 µm corresponding to the width of 5 photodiode pixels) are chosen to provide full width half maximum (FWHM) resolutions of 0.45 nm (or ~0.112 nm/diode), and 1.48 nm (or ~0.257 nm/diode) for the UV and visible instrument, respectively. The light is detected by two state of the art 1024 element photodiode array detectors cooled to −10°C with on-chip integrated Peltier elements (Hamamatsu S5931-1024N). The frequently used sapphire window – usually used to protect the photodiode array surface – is removed to avoid disturbing reflections of the incoming light, a measure decreasing the unwanted spectrometer stray light. The photodiode outputs are pre-amplified and fed into two 16 bit A/D converters and read-out by two 68332-CPU driven controller devices. The total read-out time of the electronics is about 60 ms for 1024 diodes allowing us to record individual spectra within ~100 ms. Both 68332-CPU controllers are supervised by a 486-PC single board which also controls the onboard data storage as well as the communication to the ground station via telemetry/telecommand.

2.3 The ENVISAT/SCIAMACHY instrument

SCIAMACHY deployed onboard the ESA ENVISAT satellite is an optical spectrometer designed to measure sunlight, transmitted, reflected and scattered by the Earth atmosphere or surface in the ultraviolet, visible and near infrared wavelength region (240 nm–2380 nm) at moderate spectral resolution (0.2–1.5 nm). ENVISAT was launched into orbit from Kourou on 28 February 2002 on a Sun synchronous orbit with an equator crossing time at roughly 10:00 LT. SCIAMACHY measures the absorption, reflection and scattering characteristics of the atmosphere by monitoring the extraterrestrial solar irradiance and the upwelling radiance observed in different viewing geometries. The ratio of measured $E_0(\lambda)$ and the upwelling radiance is inverted to provide information about the amounts and distribution of important atmospheric constituents, which absorb or scatter light, and the spectral reflectance (or albedo) of the Earth’s surface (for details on the instrument see Burrows et al., 1995, Frerick et al., 1997 and Bovensmann et al., 1999, and for first measurements see Von Savigny et al., 2004a, b).

Several types of $E_0(\lambda)$-measurements are regularly performed by SCIAMACHY as part of the in-flight calibration and monitoring concept (e.g., Noël et al., 2003).

2.4 The calibration sources

For the absolute calibrational calibration, the following radiation sources and standards are used:

Calibrated NIST lamps: For the absolute calibration, a National Institute of Standards and Technology (NIST) FEL 1000 W irradiance standard Quartz Tungsten Halogen (QTH) lamp (serial number F-455) from OSRAM Sylvania is used as radiation standard (see below) (Walker et al., 1987). The lamp emits sufficient light in the 250–2400 nm wavelength range, with a maximum output at 900 nm, from a ~35 mm large spiral-wound filament. In the UV/visible spectral range (350–652 nm), the wavelength dependent radiometric accuracies range between 0.91%–1.09%, and the long term reproducibility is 0.87%–0.96% depending on the wavelength (for details see NIST report of calibration, 844/25 70 96-96-1, 1997).

Sun simulator: Since the balloon-borne LPMA/DOAS spectrometers analyze the solar light from a parallel beam of 10 cm diameter, a Sun simulator for laboratory test measurements has been built. The Sun simulator consists of a small passively cooled reflective diffuser plate of 9.2 mm diameter which is uniformly illuminated by 4 stabilized 250 W reflector QTH lamps. The small diffuser plate is imaged into infinity through a 200 mm diameter, f=1000 mm, off-axis parabolic mirror. It produces a collimated beam with a divergence of about 0.52°. The diffuser plate is mounted into the focus of the collimating mirror for the emission of a nearly homogeneous beam across its principal axis. In longitudinal direction, the beam homogeneity is given by the diameter of the reflective diffuser, the focal length of the parabolic mirror and the diameter of the parabolic mirror. In this region, the irradiance across the beam (diameter 12 cm) remains constant to within ±2% and along the major beam axis it changes by less than 1%/m.

The long term stability of the Sun simulator (1%/24 h) is tested by regularly monitoring its output with a stabilized photometer, equipped with a bandpass filter centered at 400 nm and of 30 nm band width. For intermediate radiometric standard, a small and thermostated Ocean Optics USB-2000 spectrometer, equipped with a PTFE diffuser plate light
intake telescope is used in cross calibration exercises (see below).

Prior to the absolute calibration of the in-flight spectrometers, the NIST lamp is used to calibrate the output of the Sun simulator using the Ocean Optics USB-2000 spectrometer. The cross calibration involves two steps. First, the Ocean Optics USB-2000 spectrometer is calibrated with radiation measurements taken from the absolutely calibrated NIST lamp. For this purpose, the NIST lamp, the USB-2000 spectrometer entrance optics, and the Sun simulator beam center are properly aligned on an optical bench. Later a light trap is installed in between the turned-off Sun simulator and the NIST lamp. Calibration of the USB-2000 spectrometer is performed by directing its light intake optics into the center of the NIST lamp. Then the light trap and the NIST lamp are dismounted. Using the calibrated USB-2000 spectrometer, the beam irradiance of the Sun simulator is measured as a function of distance by moving the entrance optics of the USB-2000 spectrometer along the Sun simulator beam. The measurements provide information on the Sun simulator beam homogeneity, and on its absolute irradiance as a function of beam position. The whole set of inter-calibrated instruments (NIST lamp, Sun simulator and the USB-2000 spectrometer) is further used to calibrate both DOAS spectrometers. Evidently, the set of instruments allows a closed loop calibration using either the NIST lamp or the calibrated Sun simulator as standard (see Sect. 3).

3 Absolute radiometric calibration of the field instruments

3.1 Calibration of the DOAS spectrometers

The LPMA/DOAS payload represents an optical system with 4 subsystems: (1) the Sun-tracker, (2) the LPMA Fourier Transform instrument, (3) the DOAS UV and (4) visible telescope. Ideally, all these optical devices should exactly point into the same direction, but in reality they are only more or less well aligned.

The pre-flight absolute calibration of the LPMA/DOAS spectrometers involves the following 5 steps:

1. The optical alignment of all 3 spectrometers is individually optimized by maximizing the received solar light when the Sun-tracker points to the solar disk’s center. This “best” position of the Sun-tracker is documented by imaging the solar disk with a CCD camera, which is mounted into the viewing direction of the Sun-tracker. The Sun-tracker’s maximum signal position is referred to as the Sun-tracker “zero position”. After this procedure is performed, small misalignments (pointing errors) of each of the 3 spectrometers with respect to the Sun-tracker zero position may however, remain.

2. In the second step, the relative alignment of the optical axis of each spectrometer and the Sun-tracker are tested using the Sun simulator. For this purpose, the beam of the Sun simulator is directed towards the Sun-tracker which is kept in its “zero” position. Information on remaining misalignments of the spectrometer’s optical axis with respect to the Sun-tracker “zero position” is further gained by varying the azimuth and elevation angles of the Sun-tracker (within the possible limits given by the set-up, see point 5 below) and by monitoring the spectra of the Sun simulator. Then the received maximum signal defines the misalignment of each spectrometer and the necessary pointing corrections.

3. After quantification of the pointing errors for the different spectrometers (using the Sun simulator as a small light source positioned at infinity), both DOAS spectrometers can be absolutely calibrated with a point source (the NIST lamp) aligned at finite (known) distance. For this purpose an alignment diode laser and the NIST lamp are mounted on an optical bench (4 m long) which is installed roughly 3 m in front of the Sun-tracker. The relative alignment of each spectrometer light intake is measured by directing the laser beam first through the center of a moveable graticule (the so-called alignment-“jig” recommended by NIST; Walker et al., 1987), and the centers of the DOAS telescopes. For this purpose the alignment-“jig” is mounted into the NIST lamp holder on the optical bench. Further, the alignment-“jig” is replaced by the NIST lamp and the irradiance received by each spectrometer is maximized by turning the Sun-tracker into the maximum signal position of each spectrometer. In a next step, the NIST lamp is again replaced by the alignment-“jig”. The optical axis defined by the alignment-“jig” and the DOAS telescope’s centers is further geometrically measured by pointing with a theodolite through the graticule and each telescope center. The optical bench is fine adjusted by moving the graticule to different bench positions, while pointing with the theodolite through the graticule’s center. After this procedure, the optical axis of each DOAS telescope is reproducibly defined relative to the optical bench. Further, using the theodolite and small retro-reflectors positioned in front of the graticule and the telescopes, electro optical distance measurements are performed to within 0.1% precision. The knowledge of the distance between the calibration source and the telescopes is necessary for the calculation of the lamps irradiance at that distance (see point 4).

4. Before the final radiometric calibration can be made, the emission of the NIST-lamp is monitored using the flight spectrometers while moving the NIST lamp along the optical bench. This test provides information on the square distance behaviour of the measured irradiance E
Table 1. Error budget of the absolute $E_o(\lambda)$-measurements in the UV and visible channels of DOAS on the LPMA/DOAS payload.

<table>
<thead>
<tr>
<th>No</th>
<th>error source</th>
<th>340 nm</th>
<th>390 nm</th>
<th>500 nm</th>
<th>600 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NIST lamp calibration</td>
<td>1.09%</td>
<td>1.09%</td>
<td>0.91%</td>
<td>0.91%</td>
</tr>
<tr>
<td>2</td>
<td>long term drift of the NIST lamp</td>
<td>0.96%</td>
<td>0.96%</td>
<td>0.87%</td>
<td>0.87%</td>
</tr>
<tr>
<td>3</td>
<td>calibration procedure</td>
<td>5.07%</td>
<td>3.29%</td>
<td>2.58%</td>
<td>2.48%</td>
</tr>
<tr>
<td>4</td>
<td>UV/visible spectrometer stray light</td>
<td>0.2%</td>
<td>0.2%</td>
<td>0.1%</td>
<td>0.1%</td>
</tr>
<tr>
<td>5</td>
<td>telescope mirror reflectivity correction and Langley correction error</td>
<td>0.51%</td>
<td>0.5%</td>
<td>0.36%</td>
<td>0.36%</td>
</tr>
</tbody>
</table>

Table 1 summarizes the absolute errors in the absolute calibration of the DOAS-spectrometers and the $E_o(\lambda)$-measurement (see Sect. 4.1). Arguable they are dominated by uncertainties arising from the calibration procedure (error source 3). The total error increases when going from the red into the UV-A spectral range, mostly because of decreasing intensity of the different calibration sources emit with decreasing wavelengths. This requires longer and longer signal integration periods (up to 15 min in the UV) in order to obtain reasonable signal to noise ratios for light detection. Although previous studies indicated that the used photodiode array detectors show a highly linear response for short integration times (seconds) typical in direct Sun spectroscopy, non-linearities, for example in the dark current, become more important with increasing integration time even though they are partly accounted for in the analysis (Ferlemann et al., 2000; Platt and Stutz, 2004). Therefore, a more accurate $E_o(\lambda)$-measurement would require more intense emitting standard lamps than available, in particular in the UV-A spectral range.

3.2 Absolute radiometric calibration of SCIAMACHY

The absolute radiometric irradiance calibration of SCIAMACHY is based on the knowledge of two parameters: (1) a conversion factor for the measured detector signal (counts) and the absolute irradiance (or radiance), and (2) a correction factor taking into account the angular dependence of the mirror reflectivity and the Bi-directional Reflectance Distribution Function (BRDF) of the Elevation Scan Mechanism (ESM) diffuser. The first (throughput) factor is determined with the SCIAMACHY instrument under thermal vacuum conditions during several so-called “OPTEC” campaigns using NIST-calibrated lamps as irradiance reference and a combination of a NIST lamp and an external calibrated spectralon diffuser as radiance reference.

Since not all angular arrangements could be measured within the OPTEC campaigns, the second (scan angle dependent) factor is independently determined on ‘a scanner module component level’ under ambient conditions prior the OPTEC campaigns. More details about the SCIAMACHY calibration concept can be found in Frerick et al. (1997).

First comparisons of radiances and irradiances measured by SCIAMACHY with independent measurements indicated unreasonably large errors in its absolute radiometric calibration (Skupin et al., 2002). In order to resolve this problem, an extensive analysis of the radiometric on-ground calibration measurements of SCIAMACHY is performed, in which a new procedure is developed to recalculate some of the radiometric key data from existing end-to-end measurements. These calculations are primarily based on a subset of NASA integrated sphere measurements, performed within SCIAMACHY’s radiance and irradiance validation during the OPTEC-5 period in 1999/2000. The employed integrating sphere is a 20’’ diameter internally illuminated sphere coated with BaSO₄. It has a long history of providing accurate absolute radiances for the NASA SBUV2 and TOMS satellites and is also used for the validation of the
Table 2. Compendium of LPMA/DOAS balloon-borne solar irradiance spectra measurements.

<table>
<thead>
<tr>
<th>Date/Time</th>
<th>Location</th>
<th>Geophys. Cond.</th>
<th>Instrument</th>
</tr>
</thead>
<tbody>
<tr>
<td>23 March 2003</td>
<td>Kiruna</td>
<td>high-lat. spring sunset</td>
<td>LPMA+ DOAS</td>
</tr>
<tr>
<td>14:47–17:35</td>
<td>67.9° N, 21.1° E</td>
<td>sunset</td>
<td>DOAS</td>
</tr>
<tr>
<td>9 Oct. 2003</td>
<td>Aire-sur-l’Adour</td>
<td>mid-lat. fall</td>
<td>LPMA+</td>
</tr>
<tr>
<td>15:39–17:09</td>
<td>43.7° N, 0.25° W</td>
<td>sunset</td>
<td>DOAS</td>
</tr>
<tr>
<td>24 March 2004</td>
<td>Kiruna</td>
<td>high-lat. spring sunset</td>
<td>LPMA+ DOAS</td>
</tr>
<tr>
<td>13:55–17:35</td>
<td>67.9° N, 21.1° E</td>
<td>sunset</td>
<td>DOAS</td>
</tr>
</tbody>
</table>

GOME absolute radiance calibration. The inferred SCIAMACHY key data show differences to the on-ground ambient measured and calculated BRDF key data of SCIAMACHY’s ESM diffuser. Using these new radiometric key data in the interpretation of in-flight measurements, significant improvements in the quality of the level-1 data products is achieved. From this improvement, a better quality of the SCIAMACHY level-2 data products can also be expected.

4 Field observations

4.1 The LPMA/DOAS $E_0(\lambda)$-measurements

Prior to the balloon flights (see Table 2), the 3 balloon spectrometers are carefully calibrated with the on-site instrumentation and procedure described in Sects. 2.4 and 3.1. The LPMA/DOAS calibration procedure includes direct Sun observations at the ground during sunrise and sunset. These observations are used to control the optical alignment of the instruments (the Sun-tracker, and the spectrometer light intakes) installed aboard the gondola. Moreover the solar spectra recorded at the ground can also be used for comparisons with the in-flight taken spectra. Comparing both sets of data may provide new insights into total atmospheric scattering and absorption. This issue is particularly important to improve our understanding on the atmospheric absorption of the solar radiation, a scientific problem being intensively debated in the past years (e.g., Kerr, 1995; Arking, 1996; Harrison et al., 2003). These investigations will be reported elsewhere.

In the data analysis, the raw solar spectra measured during several balloon flights at balloon float altitude are first corrected for the so-called offset and dark current of the diode array detectors.

Further, the measured solar spectra need small but quantifiable corrections to account for the residual line-of-sight (LOS) atmospheric extinction (Rayleigh scattering) and absorption ($O_3$ and $NO_2$). Owing to the balloon’s high float altitude (30.5–32.5 km) and moderately large solar zenith angles (in the range of 83°–88°), the total LOS air mass ($<2.5 \times 10^{24}$ molecules/cm$^2$) is very small compared to ground-based measurements. The corrections employed in the present study rely on extrapolations to zero air mass of the calculated (Rayleigh) or DOAS-measured (for $O_3$ and $NO_2$) atmospheric extinction as a function of LOS (Langley’s method) (Figs. 1 and 2).

The total LOS air masses are calculated from in-situ measured pressure (p) (accuracy 0.1 mbar) and temperature (T) (accuracy 0.5 K), atmospheric model based T and p-profiles from the European Centre for Medium Range Weather Forecast (ECMWF) above balloon float altitude, and the Sun’s ephemeris, using a ray tracing model. The lab-owned model accounts for a fully spherical and refractive atmosphere. From comparisons of the calculated air masses, and the known uncertainties in the atmospheric T and p profiles, the total accuracy for the LOS air mass is estimated to better than ±5%.

Second, the measured spectra are corrected for the wavelength dependent Rayleigh scattering using the Rayleigh scattering cross section of Penndorf (1957), and the absorption of ozone and $NO_2$ inferred from DOAS LOS absorption measurements of both gases (Ferlemann et al., 1998, 2000; for details on DOAS see Platt and Stutz, 2004). The accuracies for the LOS absorption of $O_3$ and $NO_2$ are estimated to ±2% and ±5%, respectively.

As indicated in Figs. 1 and 2, the extinction corrections are not able to completely remove the small curvature in the measured irradiance vs total air mass plots, a finding which made us to speculate on the wavelength and angle dependence of the Sun-tracker mirrors (not correctly accounted...

![Fig. 1. Measured solar irradiance ratio ($\ln[E(\lambda)/E_0(\lambda)]$) for UV spectrometer at 3 wavelengths (upper panel: 326.7 nm, middle panel: 351.8 nm, lower panel: 391.4 nm) inferred for the Aire-sur-l’Adour/France measurement around ∼32 km (83°<SZA<88°) on 9 October 2003. The data in black show the measured $\ln[E(\lambda)/E_0(\lambda)]$, the data in blue, green and red after accounting for Rayleigh scattering, $O_3$ absorption, and $NO_2$ absorption, respectively. The open grey data are discarded in the Langley regression (for details see text) and the black lines show the regression to the Langley corrected data.](image-url)
for). Further from the comparison of the Sun-tracker mirror reflectivity and Langley corrected irradiance data in the overlapping wavelength range of the UV and visible instrument (400–418 nm), it is found that for LOS air masses <2·10^{24} \text{molecules/cm}^2 the UV channel shows an unreasonable decline in the measured E_o(\lambda). This decline corresponds to an apparent increase in the inferred optical thickness (OD) of \Delta OD=0.012 for a change in LOS air mass from 1 to 2·10^{24} \text{molecules/cm}^2. This finding points to an extra low reflectivity spot on the Sun-tracker mirrors seen by the UV telescope for elevation mirror incident angles larger than 47.5°. Therefore in the further analysis, the UV data measured for LOS air masses <2·10^{24} \text{molecules/cm}^2 are discarded (the open symbols in Fig. 1). Also, since at present the reason for the remaining small curvatures in the Langley plots is not totally clear but fortunately small (maximum \Delta OD≤0.008 in the UV channel), the corresponding uncertainties are dealt with in the error budget of the measurement (Table 1). Finally, the inferred E_o(\lambda) is also corrected for the varying Sun Earth distance, cf. by −0.27% for the 9 October 2003 flight.

4.2 The E_o(\lambda)-measurement by SCIAMACHY

Absolute E_o(\lambda)-measurements of SCIAMACHY are performed in the ESM diffuser measurement cycle, on a daily basis. After the data are transmitted to the ground, they are processed by ESA which provides so called level I products to the users, including calibrated E_o(\lambda) spectra. For the present study, alternatively the SCIAMACHY E_o(\lambda) calibration from ESA, or the re-calibrated version of the IUP-Bremen is used for the ESA verification data set product from orbit 2499 (measured on 22 August 2002 and processed in November 2003). The ESA irradiance data set is currently expected to provide the best quality of the operational data.

For comparison with the correlative data, the SCIAMACHY E_o(\lambda)-measurements are scaled to the mean SunEarth distance. Since the SCIAMACHY instrument has proven to be radiometrically very stable over time (Noël et al., 2003), no instrument degradation correction is applied to the data.

An additional correction is applied to the operational E_o(\lambda) considering the new results of the re-analysis of the on-ground calibration data performed by the IUP-Bremen (see Sect. 3.2). Using this correction, the radiometric key data used by the operational processing are essentially replaced. The quality of the IUP-Bremen correction is currently under investigation, and therefore the results presented here are still of ‘preliminary’ nature. It is found, however, that the corrected SCIAMACHY E_o(\lambda) are in good agreement with the MODTRAN 3.7 E_o(\lambda) data in the visible channel (see below). The error of the IUP-Bremen corrected E_o(\lambda) is primarily arising from uncertainties in the on-ground calibration as indicated by consistency checks. They are expected to be in the order of 3–4% in the visible region somewhat larger in the UV.

Fig. 2. Measured solar irradiance ratio (ln[E(\lambda)/E_o(\lambda)]) for visible spectrometer at 3 wavelengths (upper panel: 451.6 nm, middle panel: 544.6 nm, lower panel: 580.9 nm) inferred for the Aire-sur-l’Adour/France measurement at ~32 km (83°<\text{SZ}A<88°) on 9 October 2003. The data in black show the measured ln[E(\lambda)/E_o(\lambda)]. The data in blue, green and red after accounting for Rayleigh scattering, O_3 absorption, and NO_2 absorption, respectively. The black lines show the regression to the Langley corrected data.

5 Results and discussion

Even though it is known that the solar activity does not greatly influence E_o(\lambda) in the considered wavelength ranges (e.g., Willson, 1997; IPCC, 2001), it is worthy to recall that prior to our balloon flight in early October 2003 the solar activity was low (for details see http://www.dxlc.com/solar/history/hist2003.html), in particular when compared to the extreme solar activities reported for the year 2003 (see http://sec.noaa.gov/ace/ACEertsw_home.html). Therefore, our measurement on 9 October 2003 can be regarded to be performed at moderately quiet Sun.

Figure 3 compares the UV/visible E_o(\lambda) spectra inferred from (a) our balloon observations (upper panel), (b) SCIAMACHY in channels 1 to 4 using the ESA (upper trace in panel b) and the IUP-Bremen calibration (lower trace in panel b), (c) inferred from SOLSPEC (Thuiller et al., 1997, 1998a, b), (d) from Kurucz et al. (1984) with updates recently given by Fontenla et al. (1999), and (e) from SORCE/SIM (Harder et al., 2000). Most striking features of the comparison are the exceedingly large E_o(\lambda) of SCIAMACHY (a) in the 597–605 nm wavelength range, and (b) in the whole UV/visible spectral range (upper trace in panel b) of the ESA calibration. While at present the reason for the former finding became clear in the meantime (etaloning) and has been removed in the Bremen calibration, finding (b) clearly points to a systematic error in the ESA level 1 calibration. Unravelling such errors, however, is one of the purposes of the present study.
Therefore, in the following only those $E_o(\lambda)$-measurements are inter-compared which are apparently free from systematic errors. In the comparisons we refer all measured $E_o(\lambda)$ to the high resolution measurements of Kurucz et al. (1994) with the updates given by Fontenla et al. (1999), i.e., MODTRAN 3.7, since it can be convolved to the actual spectral resolution of the former measurements using the WINDOAS software (M. Roozendael and C. Fayt, personal communication, 2000). Fitting two spectra to the resolution of the lower resolution spectrum (and by additional applying for $\lambda < 418$ nm a 1.5 nm wide Gaussian smoothing for the balloon and SCIAMACHY $E_o(\lambda)$-measurements), however, minimizes the residuals in ratioed spectra due to slightly different line shapes of the recorded solar Fraunhofer lines while the weak wavelength dependence (baseline) is maintained (Fig. 4).

Most notably is the relative good agreement of the considered solar spectra for wavelength above 415 nm, but the found departures are sometimes larger than the stated errors of the individual measurements.

In the visible spectral range (415–650 nm after the reason for the dip in the SCIAMACHY measurements at 610 nm has been identified and removed), typical departures are <1.7% (see Table 3). For the balloon measurements, a perfect agreement is found with the MODTRAN 3.7 spectrum within the 415–650 nm (agreement to within 0.03%), but for the other sensors SOLPEC/SORCE/SIM/SCIAMACHY is less good ($-0.5%$, $-0.3%$, and $-0.4%$), but well within the range given by the errors of the individual measurements. However, unlike in the SOLSPEC/MODTRAN 3.7, and SORCE/SIM/MODTRAN 3.7 inter-comparisons, neither in the balloon nor in the SCIAMACHY inter-comparison, the weakly wavelength dependent departure (from $+2\%$ at 450 nm to $-2\%$ at 625 nm) is observed. Overall, beside the known deficits for SCIAMACHY, the comparison implies that our measured $E_o(\lambda)$ spectrum is largely congruent with SOLSPEC, SORCE/SIM and the MODTRAN 3.7 Kurucz spectra, but not with the Kurucz et al. (1984) spectrum taking the Neckel and Labs (1984) calibration (for a comparison of MODTRAN 3.7 with the Kurucz et al., 1984 spectrum using the Neckel and Labs, 1984 calibration see Harrison et al., 2003). A similar conclusion is also drawn by Harrison et al. (2003), when comparing their $E_o(\lambda)$-measurement with MODTRAN 3.7.

Conversely, in the UV spectral range (316.7–370 nm), the balloon, SORCE/SIM, SCIAMACHY, and SOLSPEC $E_o(\lambda)$ spectra are all systematically lower (by $-4\%$, $-6.2\%$, $-5.2\%$, $-1.3\%$ respectively) than the MODTRAN 3.7 spectrum. This finding is also indicated in the Harrison et al. (2003) study even though their measurement went down...
to 360 nm only. Taking together all these results, there exists a body of evidence that the MODTRAN 3.7 solar spectrum overestimates the UV-A solar flux by several percent.

Within the 370–415 nm interval, the comparison does not provide a totally clear picture. Overall, out of the 4 solar spectra to which MODTRAN 3.7 are referred to 2 (our observation and the data from SOLSPEC) show larger $E_o(\lambda)$ (≈ +2%) (as well as the Harrison et al., 2003 spectrum) than suggested by MODTRAN 3.7, but the other 2 are smaller (−0.5%, and −1.7% for SORCE/SIM and SCIAMACHY, respectively). In distinct wavelength sub-intervals (e.g., at 370–376 nm, 381–387 nm, and 400–408), however, the departure of the individual spectra from MODTRAN 3.7 are larger (typically up to 10%) even though the details may differ. This discrepancy may rather point to saturation effects due to strong solar Fraunhofer lines not properly accounted for when convolving the high resolution measurements of Kurucz et al. (1984) to the lower resolution balloon-borne, SORCE/SIM, SCIAMACHY and SOLSPEC measurements, than to a real discrepancy.

6 Conclusions

Our study allows the following conclusions and recommendations to be made:

1. We report on $E_o(\lambda)$ measurements by LPMA/DOAS
   direct Sun observations performed at 32 km altitude. Overall our observation confirms previous $E_o(\lambda)$-measurements within the given error bars. According to the discussion given above, the error of the present measurement is dominated by errors arising from the calibration procedure. In particular the dominating errors are due to the (1) relatively weak emissivity of the used calibration lamps in the UV-A spectral range, and (2) errors arising from remaining optical alignment errors. Certainly, both identified major error sources can further be diminished by taking appropriate measures in future measurements.

2. In the visible range (435–650 nm), our measured $E_o(\lambda)$ compares well with previous $E_o(\lambda)$-measurements of Kurucz et al. (1984) including the update given by Fontenla et al. (1999), SOLSPEC (Thuillier et al., 1997, 1998a, b) and SORCE/SIM (Harder et al., 2000). In agreement, with all other considered solar spectra (SORCE/SIM, SOLSPEC and SCIAMACHY using the IUP-Bremen calibration as well as those from Harrison et al., 2003), our balloon-borne measured $E_o(\lambda)$ indicates that MODTRAN 3.7 is systematically too low in the UV-A 316.7–370 nm wavelength range. Further in the distinct several nm-wide wavelength bands within the 370–415 nm wavelength range.
interval, discrepancies among the individual spectra of up to 10% are found mostly due to saturation effects due to strong solar Fraunhofer lines not properly accounted for when convolving the high resolution measurements of Kurucz et al. (1984) to the lower resolution balloon, ENVISAT, SOLSPEC and SORCE/SIM measurements.

3. Our study also demonstrates that, the present ESA calibration implemented in the SCIAMACHY level 1 data processor needs to be changed c.f., to the data suggested by the IUP-Bremen re-calibration.

4. Further our study suggests that, by considering the available $E_o(\lambda)$-measurements in the UV-A and visible wavelength interval (Table 3), the integrated $E_o(\lambda)$ is uncertain by as much as $\sim5\,\text{W/m}^2$. Relating this uncertainty in $E_o(\lambda)$ in the UV-A and visible wavelength intervals to atmospheric absorption ($a_A=0.05$), transmission ($T=0.65$), and albedo ($A=0.3$) of the Earth (IPCC, 2001), leads to the following (estimated) uncertainties when taken on a global average: $\Delta A=0.065\,\text{W/m}^2$, $\Delta T=0.813\,\text{W/m}^2$, and $\Delta A=0.375\,\text{W/m}^2$.

5. Since the solar irradiance is the driving force of the atmospheric photochemistry, the somewhat lower $E_o(\lambda)$ found in the 370–410 nm wavelength interval and the systematically lower $E_o(\lambda)$ in the 327–370 nm wavelengths range are accordingly expected to lower the photolysis frequencies of some important atmospheric trace gases (e.g., NO$_2$, BrO, OClO, IO, OIO, . . .), with the consequence of decelerating atmospheric photochemistry.

6. Finally, a better knowledge of $E_o(\lambda)$ is very helpful for the solar cell industry (for CuInSe$_2$ or amorphous Si cells threshold wavelengths are $\lambda=1378\,\text{nm}$ and $\lambda=720\,\text{nm}$, respectively) in order to (fine) adjust the wavelength dependent response of the solar cells.

An ASCII version of the $E_o(\lambda)$-data is available on the www page http://www.iup.uni-heidelberg.de/institut/institut/forschung/groups/atmosphere/stratosphere/ and a note should be sent to the authors if they are used for non-scientific purposes.

**Table 3.** Integrated solar irradiance (W/m$^2$) in distinct wavelength intervals. The numbers in the brackets give the solar irradiance relative to MODTRAN 3.7 for dedicated wavelength intervals.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Present study</td>
<td>45.26</td>
<td>59.66</td>
<td>174.41</td>
<td>535.19</td>
<td>535.72</td>
</tr>
<tr>
<td>SIM</td>
<td>44.20</td>
<td>58.18</td>
<td>172.82</td>
<td>531.11</td>
<td>99.1%</td>
</tr>
<tr>
<td>SCIAMACHY</td>
<td>44.42</td>
<td>57.47</td>
<td>173.71</td>
<td>530.33</td>
<td>99.0%</td>
</tr>
<tr>
<td>SOLSPEC</td>
<td>46.49</td>
<td>59.63</td>
<td>172.07</td>
<td>534.52</td>
<td>99.8%</td>
</tr>
<tr>
<td>MODTRAN 3.7</td>
<td>47.12</td>
<td>58.45</td>
<td>174.41</td>
<td>535.72</td>
<td>99.9%</td>
</tr>
</tbody>
</table>

**Acknowledgements.** Support of the project by Bundesministerium für Bildung und Forschung (BMBF) through grant 50EE0017, and 50EE0019. Additional support came through the European Space Agency by the ESABC project (AO 146, AO 465, AO 629 and AO 694). We thank the technical team of LPA (Y. Té, P. Jesseck, and V. Ferreira) for the assistance given to perform successfully the balloon flights. We are also grateful to the CNES teams “l’équipe nacelles pointées” and balloon launching team from Aire-sur-l’Adour/France without which the successful launch of the balloons would have been impossible. We also acknowledge the support given by Physikalisch-Technische Bundesanstalt (PTB) Braunschweig (A. Höpe und P. Sperfeld) in the commissioning of the absolute radiometric standards.

Edited by: M. Damérin

**References**


W. Gurlit et al.: Solar irradiance


www.atmos-chem-phys.org/acp/5/1879/ Atmos. Chem. Phys., 5, 1879–1890, 2005


